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Preface NCASEE'24 

The 1
st
 National Conference on Advanced Systems in Electrical Engineering (NCASEE24) was held 

on December 9, 2024, at the Faculty of Technology, University M’Hamed Bougara of Boumerdes, 

Algeria. This conference aimed to showcase new advancements and research findings in the fields of 

electrical engineering and its applications. 

NCASEE24 provided a valuable platform for researchers, engineers, and scientists to interact and present 

their cutting-edge research. It offered a unique opportunity for participants to exchange ideas, 

demonstrate innovations, and foster scientific collaboration. Over 170 papers were submitted to the 

conference's scientific committee, of which 144 papers and posters were selected for presentation during 

two oral sessions, two poster sessions, two online sessions and two plenary sessions. The presentations 

were conducted in both in-person and online formats. 

This conference served as a significant venue for sharing state-of-the-art research, facilitating technical 

discussions among attendees, and highlighting advancements across all areas of electrical engineering. 

NCASEE24 covered a broad range of topics within the conference tracks, including, but not limited to: 

 
T1 : Artificial Intelligence and 

its Applications 

 
T2 : Pattern Recognition & 

Computer Vision 

 
T3 : Radar and Remote Sensing 

 
T4 : Signal, Image, Video, and 

Speed Processing 

 
T5 : Telecommunication 

Systems 

 
T6 : Advanced Control Systems, 

Automation & Robotics 

 
T7 : Circuit and Embedded 

Systems 

 
T8 : Power Electronics and 

Electrical Drives 

 
T9 : Smart Grids Technologies & 

Applications 
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T10 : Transmission and 

Distribution 

 
T11 : Antenna and Wave 

Propagation 

 
T12 : E-Health Applications and Systems 

 
T13 : Wireless Communication 

 
T14 : Bioinformatics and 

Instrumentation 

 
T15 : Embedded and IoT Systems 

 
T16 : Biomedical Engineering 

 
T17 : Electrical Vehicls 

 
T18 : Renewable Energfy Systems 

 
T19 : Performance and QoS 

 
T20 : Wireless Power Transfer 

 
T21 : Electromagnetic Compatibility-EMC 

We take this opportunity to express our gratitude to the organizing and scientific committees, as well as 

our dedicated volunteers, for their exceptional efforts in making this event a success. We also extend our 

sincere appreciation to the Faculty of Technology, University M’Hamed Bougara of Boumerdes, for their 

invaluable support in hosting and facilitating this conference. A special thanks goes to Professor SAIDI 

Mohamed for his steadfast backing of this conference. 

Our heartfelt thanks go to the invited speakers, Dr. Moussa HAMADACHE and Professor Madjid 

KIDOUCHE, for their outstanding contributions and remarkable expertise in their respective fields of research. 

Finally, we are deeply grateful to all participants who enriched the event through their active 

involvement, stimulating discussions, and fruitful exchanges, which benefited everyone involved. 

Thank you for being a part of NCASEE24! 

 

Conference General Chairs 

Dr. Aimad BOUDOUDA 

Dr. Abderrezak AIBECHE 
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INVITED SPEAKERS 
 

Speakers-01: Dr. Moussa HAMADACHE 
Title : System Health Condition Inspection, Monitoring, and Prognosis in Transportation-with 

Applications to Railway Engineering. 

 

Astract : At present, with the 4th Industrial Revolution and its associated rapid change in technology, 

industries, and societal patterns and processes (increased interconnectivity and smart automation); the 

efficient and safe operation of any advanced innovative machine should be a must. Transportation is 

an important and even crucial part of human life, and the monitoring and prognosis of urban 

infrastructure is safety-critical. This talk intends to highlight some recent and future innovative 

system health condition inspection, monitoring, and prognosis technologies within transportation 

(focusing on railway engineering) that are designed and tested toward their specific application(s) 

within their working conditions and environment. This achieved through test rigs, test benches, 

demonstrators, and/or field implementations. 

Bio 
Dr. Moussa Hamadache has an Engineer of State degree in Automation of Industrial Processes 

(summa cum laude) and a PhD in Electrical & Electronic Engineering with over 14 years of research 

experience gained in several international excellent research groups including: 

- The Dependable Embedded Control System (DECS) Lab, Kyungpook National University, South 

Korea; 

- The System Health & Risk Management (SHRM) lab, Seoul National University, South Korea; 

- The MechVib, the Mechanics and Vibrations Research Group, University of Ferrara, Italy; 

- The Birmingham Centre for Railway Research and Education (BCRRE), University of Birmingham 

(UoB), UK; and 

- The Department of Automation of Industrial Processes & the Electrical Systems Engineering 

Department, Faculty of Technology, University of M'hamed-Bougara Boumerdes, Algeria. 

His research interests lie in: System health condition monitoring; Fault detection and diagnosis; 

Prognostics and health management; Predictive and condition-based maintenance, Robotics (robots in 

manufacturing and robots in domicile); Signal processing and filtration; Control system and 

automation;  Mechatronics systems including applications to railways. 

Dr. Moussa Hamadache has several honors and awards including: Awarded the Korean Government 

Scholarship Program on 2008; Awarded 4 Student Best Paper Awards between 2014 and 2019, 

Awarded the Best Paper Award by the American Society of Mechanical Engineers (ASME) on 2020. 

His work has been included in various high quality, world-leading with international excellent 

publications, and he serves as a reviewer for several journals (such the IEEE Transaction in Industrial 

Electronics) and conferences. He is an Associate Fellow of the Higher Education Academy (UK). 
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Speakers-02: Pr. Madjid KIDOUCHE 
Title : Decomposition approach for generating Lyapunov function of complex dynamical system. 

 
 

Bio 
Pr. Madjid Kidouche was born in Bordj-Menaiel, Algeria. He received Engineering, Master of 

Sciences, and Ph.D degrees all in control theory. He joined M'hamed Bougara University of 

Boumerdes, Algeria in 1990 where he is a full Professor in the department of automation and 

electrification of industrial process. He is a research group head on "Control of complex dynamical 

systems" at Applied Automatic Control Laboratory. He has been actively involved in several research 

projects in the fields of control and power system analysis. He is the author and co-author of 

numerous research publications in international conferences and recognized journals. His research 

interests include modeling and control of dynamic nonlinear systems, stability of large scale systems, 

fuzzy and sliding mode control. 
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Abstract—This paper explores the security challenges faced
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I. INTRODUCTION

The rapid expansion of Unmanned Aerial Vehicles (UAVs)

across various sectors, from surveillance to logistics, has un-

derscored pressing security vulnerabilities. This paper begins

by examining secure elements, crucial for shielding UAVs

from cyber threats, detailing their types and architecture to

underscore their importance in UAV security. It also provides

an overview of UAVs, including their applications, designs,

and key components, while addressing the security challenges

they face, particularly from malware and attacks targeting

secure elements. This groundwork paves the way for an

in-depth discussion on the advantages of integrating secure

elements in UAVs and a detailed analysis of the architecture

of drone secure elements.

II. SECURE ELEMENT

A secure element (SE) is a tamper-resistant hardware

component designed to securely host and perform crypto-

graphic operations for sensitive applications, such as pay-

ment systems, personal data protection, secure identification,

and mobile telecommunications.It thwarts unauthorized ac-

cess and tampering, crucial for secure authentication, digital

signatures, contactless payments, cryptocurrency wallets, and

mobile transactions. Secure Element (SE) can be implemented

through various methods: Removable devices like Universal

Integrated Circuit Card (UICC) or MicroSD cards, Embedded

SE (eSE) within devices, and Cloud-based SE (CBSE). Se-

cure elements consist of several key components, including

a Cryptographic engine, Tamper-proof memory, True random

number generator (TRNG), Monotonic counters, Communi-

cation interfaces, General-purpose memory, and a Device

number.[1,2,3,4,5,6,7,12]

Fig. 1. Secure Element Architecture

III. UAVS

UAVs, or Unmanned Aerial Vehicles, are autonomous or

remotely controlled aircraft that operate without a human

pilot onboard. UAVs play a pivotal role in diverse industries.

They excel in aerial photography and videography, utilizing

high-resolution cameras for applications like cinematography,

real estate, surveying, and advertising. UAVs are made up of

several important parts that work together to enable their flight

and operation; including: Airframe, Power Source, Power Dis-

tribution Board (PDB), Avionics, Payload, Propulsion System,

Control Station, Sensors, and Data Link.[11] (Fig. 2) Based

on the type of aerial platform used, there are 4 major types of

UAVs : Multi Rotor Drone, Fixed Wing Drone, Single Rotor

Drone andFixed Wing Hybrid VTOL.[13][14] (Fig. 3)
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Fig. 2. Main components of UAV

Fig. 3. UAVs types based on the aerial platform used

A. UAV Security Challenges

UAVs encounter multifaceted security challenges that de-

mand attention to ensure their safe operation. Key concerns

encompass unauthorized access and control, where malicious

entities exploit vulnerabilities in communication and control

systems, potentially leading to unauthorized takeovers and

misuse. Data security is paramount to protect sensitive infor-

mation collected and transmitted by UAVs, requiring robust

encryption and secure storage. Communication interference

risks, such as jamming and interception, threaten the integrity

of UAV operations. Cyberattacks targeting onboard and con-

trol systems necessitate secure software practices and au-

thentication mechanisms. Physical security, airspace intrusion,

and privacy concerns also demand comprehensive measures,

including anti-tamper mechanisms, airspace monitoring, and

adherence to privacy regulations, to ensure the responsible and

secure use of UAVs.[41,42,43]

IV. MALWARE

Malware, short for malicious software, is any code intended

to disrupt systems, whether by unauthorized access, data theft,

or damage. It encompasses viruses, worms, Trojans, ran-

somware, spyware, and adware, each posing distinct threats.

To evade detection, malware uses tactics like obfuscation and

encryption. Encryption conceals the malware until decrypted,

while oligomorphic viruses enhance concealment with diverse

iterations. Metamorphic and polymorphic malware adapt their

code, challenging antivirus software. Obfuscation techniques,

such as junk code insertion and instruction permutation, hinder

analysis. Malware analysis involves static scrutiny, dynamic

observation, or hybrid approaches. Detection methods like

signature-based, heuristic-based, behavior-based, and sandbox-

ing aim to protect systems. These techniques, vital for effective

detection, illustrate the evolving landscape of malware eva-

sion and analysis, underscoring the ongoing battle between

malicious actors and cybersecurity professionals to safeguard

digital environments.[15, 16, 17, 18, 19, 20, 21, 22, 23, 25,

26, 27, 28, 29, 40]

V. CHALLENGES

A. Secure elements and Malwares

Malware that targets secure elements, such as smart cards,

embedded devices, or cryptographic modules, can be cate-

gorized into two main categories: side channel attacks and

firmware attacks.

1) Side Channel Attacks: Side channel attacks exploit

physical characteristics like power consumption, electromag-

netic radiation, timing, or sound in a device to uncover

confidential information or bypass security measures. These

attacks reveal details about cryptographic systems, exposing

secret keys or operations. For example, monitoring the power

usage of a smart card can unveil encryption keys or PIN

codes. Various types of side channel attacks target secure

elements, including power analysis (SPA and DPA), timing

attacks, electromagnetic attacks (SEMA and DEMA), fault

injection attacks, and probing and read-out attacks. Protecting

against these threats requires implementing countermeasures

such as masking, hiding, blinding, randomization, error de-

tection, and tamper resistance in secure elements. However,

these measures may not be universally effective and may

introduce performance or cost overheads. Thus, designing

and evaluating secure elements against side channel attacks

remains an ongoing and challenging research focus.[53, 54,

55, 56, 57, 58, 59, 60, 61, 62, 63, 64]

in Fig. 5. a general process of how side-channel attacks work.

2) Firmware Attacks: Firmware attacks, targeting the criti-

cal software managing a device’s foundational functions, pose

severe cybersecurity risks. By illicitly altering or replacing

firmware, attackers can compromise device security and func-

tionality, or create backdoors for further exploits. This strategy

exploits firmware vulnerabilities to gain unauthorized access,

steal data, or disrupt operations, highlighting its potency in

undermining device integrity. [44,45,46,47,48,49,50,51,52]

Examples of Firmware Attacks:
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• Firmware Malware: Malicious code is injected into

the firmware to compromise the device’s operation. This

could involve replacing the legitimate firmware with a

malicious version.

• Firmware Backdoors: Unauthorized access points

(backdoors) are inserted into the firmware, allowing at-

tackers to gain control of the device.

• Firmware Spoofing: Attackers may manipulate firmware

to present false information about the device’s identity or

status.

Here’s a general outline of the process involved in executing

firmware attacks :

Fig. 4. general process of how firmware attacks work

Fig. 5. general process of how side-channel attacks work

B. Secure element into UAV

Incorporating secure elements into UAVs significantly en-

hances their security, safeguarding sensitive data, ensuring se-

cure and authenticated communications, and protecting against

unauthorized firmware modifications and physical tampering.

These elements play a vital role in meeting stringent security

standards, facilitating robust protection mechanisms that are

essential for the safe and reliable operation of UAVs

1) Internal structure of drone secure element: The internal

structure of the drone secure element consists of three main

layers: the hardware layer, the kernel layer, and the application

layer.[12]

Fig. 6. Internal structure of drone secure element

• Hardware Layer : The processor, a central processing

unit (CPU), executes instructions and manages the se-

cure element’s overall functionality. The communication

interface facilitates external communication, while crypto

hardware ensures efficient and secure cryptographic op-

erations. Secure memory, resistant to physical and side-

channel attacks, safeguards encryption keys and sensitive

data, ensuring confidentiality and integrity.

• Kernel Layer: Communication and file system drivers

enable external communication and manage file opera-

tions within the secure element. Crypto hardware drivers

interface with dedicated hardware, executing crypto-

graphic operations securely. The KCMVP-certified crypto

library undergoes Key Management and Key Validation

Program (KCMVP) certification, ensuring compliance

with industry standards.

• Application Layer : The drone application, specific

software on the secure element, handles drone operations.

File system application components interact with the

file system driver for data management. Cryptographic

library applications utilize the certified library for secure

cryptographic operations. Additionally, common applica-

tions may offer general-purpose functionality or support

services for other secure element applications.

C. Malwares Threats to Drone Secure Element

Side-channel attacks pose potential threats to the secure

elements in drones, exploiting physical attributes like power

consumption, electromagnetic radiation, timing, or sound to

extract sensitive information or bypass security measures.

While specific side-channel attacks on drone secure elements

aren’t explicitly mentioned, potential risks include power

analysis, timing, electromagnetic, fault injection, and probing

attacks. These attacks could compromise cryptographic keys

or data stored in secure elements . Awareness of these risks

is crucial for drone manufacturers and users to implement

necessary safeguards and ensure the security of drone oper-
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ations.[35] On the other hand, Firmware attacks pose signif-

icant threats to drone secure elements, potentially resulting

in unauthorized access, data theft, manipulation, or disruption

of operations. Although specific firmware attacks targeting

drone secure elements aren’t explicitly mentioned, potential

risks include vulnerability exploitation, firmware replacement,

fault injection, malware injection, and unauthorized access.

Vulnerability analysis reveals critical flaws that attackers

could exploit. Firmware replacement and malware injection

could occur through physical access or remote vulnerabilities.

Electromagnetic fault injection (EMF) can hack drones even

with robust security measures. To mitigate these risks, drone

manufacturers and users must adopt countermeasures such

as regular updates, encryption, and secure communication

channels.[35,36,39]

VI. RESEARCH AVENUES

As we grapple with the evolving landscape of UAV se-

curity, several avenues of research emerge, beckoning the

attention of scholars and practitioners alike. The imperative

need to develop robust countermeasures against side-channel

attacks, which pose a significant threat to the integrity of

secure elements, is paramount. Additionally, firmware attacks

and malware incursions demand focused scrutiny, with an

emphasis on devising preemptive strategies to mitigate these

threats effectively. Exploring innovative secure communication

protocols and authentication mechanisms stands as another

crucial area of investigation, ensuring the establishment of

secure channels for UAV operations. The task of developing

secure firmware update mechanisms remains at the forefront,

acknowledging the dynamic nature of security challenges in

the UAV domain.

VII. CONCLUSION

In conclusion, this paper emphasizes the pivotal role of

secure elements in fortifying unmanned aerial vehicles (UAVs)

against evolving threats. The exploration of secure element

architecture, coupled with insights into UAV types and vulner-

abilities, advocates for their proactive integration. The internal

structure of a drone secure element serves as a catalyst for

transformative advancements. The imperative to counter side-

channel attacks, address firmware vulnerabilities, and innovate

in secure communication protocols and authentication mech-

anisms underscores the pressing need for ongoing research.
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Abstract— Image segmentation generates significant 

objects for the analysis of digital images. Edge detection is a 

crucial method for image segmentation. The contour delineates 

the boundary between two homogeneous zones. The quality of 

the image is defined by the discontinuities present within it. 

The objective is to identify the outlines of an item while 

preserving the original structural characteristics of the image. 

This thesis. We employed the K-Means method to analyses the 

3D MRI brain picture to enhance image quality and diagnose 

tumors. 

Keywords— Edge detection, Segmentation, MRI brain 

image, K-means 

I. INTRODUCTION  

Segmentation algorithms are components of scene analysis 
designed to divide a scene into significant and uniform 
areas. In recent years, these techniques have undergone 
significant advancement, particularly in the segmentation of 
Magnetic Resonance Images. 
This work aims to introduce a novel algorithm for the 
segmentation of Brain MR Images. In recent years, MRI 
segmentation has seen significant advancement as a tool for 
medical diagnosis, particularly in the segmentation of brain 
MRI, where these approaches facilitate the detection of 
tumors, necrosis, and the examination of brain-size related 
disorders, such as Alzheimer's. 
Segmentation techniques serve not only as a pre-processing 
step to assist physicians in disease detection but can also be 
employed directly to localize tumors and other ailments. 
The K-means clustering technique has been utilized to 
identify tumors, oedemas, and necrosis by segmenting and 
labelling each slice of a 3D Brain MRI through an 
unsupervised K-means clustering algorithm, subsequently 
merging them into a cohesive volume. 
Such techniques typically accept a greyscale image 
comprised of pixels or voxels (in the case of 3D) as input, 
and the segmentation algorithm produces an output image in 
which the pixels or voxels are replaced by labels that denote 
the class to which the original image's pixels or voxels 
belong. In certain instances, a definitive decision rule that 
allocates each pixel to a singular entity within the image 
cannot be used, as some voxels or pixels may result from the 

amalgamation of many tissues. The conventional K-means 
algorithm typically segments brain MRI images into white 
matter (WM), grey matter (GM), cerebrospinal fluid (CSF), 
and background. However, this algorithm solely focusses on 
the grey value of the brain image, neglecting pixel 
interrelationships, which results in diminished segmentation 
accuracy, particularly in low signal-to-noise ratio (SNR) 
data. This study utilizes the average value of a small 
neighborhood around each pixel and the pixel's grey value 
to create a new sample point, aiming to mitigate the 
influence of noise on clustering accuracy, given that nearby 
pixels in brain MRI images are likely to belong to the same 
class. This paper reviews the predominant strategies utilized 
for brain MRI segmentation. We delineate the distinctions 
between them and examine their functionalities, benefits, 
and constraints. To elucidate the intricacies of the brain MRI 
segmentation issue and confront its problems, we initially 
present the overarching notion of image processing. This 
encompasses the definition of 2D images and the description 
of an image processing system. In the second chapter, we 
first introduce the fundamental concepts of image 
processing methods, followed by an explanation of various 
edge detection techniques and region-based segmentation. 
We emphasize different approaches to contour detection. 
Finally, in this paper, we elucidate various MRI 
preprocessing steps, including image registration, bias field 
correction, and the removal of non-brain tissue then we 
explain our approach of clustering methods called K-means 
and we compare our approach with FCM finally we describe 
our application of contour slices MRI detection.           

II. IMPLEMENTATION 

A. Related work 

The current methodology relies on thresholding and region 
growth techniques. The thresholding method disregarded 
spatial factors. Spatial factors are typically crucial for the 
detection of malignant tumors. 
In thresholding-based segmentation, the image is perceived 
as possessing only two values: black or white. The bitmap 
image has greyscale values ranging from 0 to 255. At times, 
it also disregards the tumor cells. Region growing-based 
segmentation requires increased user input for seed 
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selection. The seed refers to the core of the cancer cells, 
which may exacerbate the issue of homogeneity. Moreover, 
it will not yield satisfactory results in our feature extraction 
for all photos. We are eschewing thresholding and region 
growth methods as they are unsuitable for feature extraction 
techniques. 
The proposed system has three primary modules: pre-
processing, segmentation, and feature extraction. 
Preprocessing is accomplished by median filtering. 
Segmentation is executed using K-means clustering 
techniques. Feature extraction is an approximation 
reasoning technique utilized to identify the shape and 
location of tumors in MRI images by edge detection 
methods. Numerous methods have been created for 
segmentation in the current methodology. However, they are 
not suitable for all sorts of MRI scans. [1] 

B.  Magnetic Resonance Imaging 

   A magnetic resonance imaging (MRI) scanner use strong 
magnets to polarize and excite hydrogen nuclei (single 
protons) in human tissue, generating a detectable signal that 
is spatially recorded, yielding images of the body. The MRI 
equipment generates radio frequency (RF) pulses that 
selectively target hydrogen. The mechanism transmits the 
pulse to the designated location of the body requiring 
examination. The RF pulse causes protons in that region to 
absorb energy, enabling them to rotate in another direction. 
This refers to the resonance in MRI. The RF pulse induces 
the protons to rotate at the Larmor frequency in a designated 
direction. The frequency is determined by the specific tissue 
being scanned and the intensity of the primary magnetic 
field. MRI employs three electromagnetic fields: a strong 
static magnetic field that polarizes hydrogen nuclei; a 
weaker, time-varying gradient field utilized for spatial 
encoding; and a weak radio frequency field that manipulates 
hydrogen nuclei to generate measurable signals, which are 
captured via a radiofrequency antenna. [2] 

C.  The challenges 

The brain is the foremost component of the central nervous 
system. A brain tumor is an intracranial solid neoplasm. 
Neoplasms arise from aberrant and unregulated cellular 
proliferation in the brain. An axial view of the brain picture 
(2D) from an MRI scan was utilized due to the lower danger 
associated with MRI compared to a CT brain scan. A patient 
undergoes various diagnostic procedures to ascertain the 
etiology of the reported symptoms. Procedures such as 
doing a biopsy and utilizing imaging techniques, including 
MRI or CT scans of the brain, will be executed. In a biopsy, 
pathologists obtain a sampling of the brain tissue to assess 
for the presence of a tumor. A pathologist examines tissue 
cells under a microscope to identify abnormalities. While a 
biopsy reveals the presence and pathology of a tumor, 
surgeons must ascertain the tumor's extent and precise 
location within the brain. This information can be obtained 
through an MRI scan, which does not utilize harmful 
radiation, unlike a CT scan. The conventional approach in 
hospitals involves manually segmenting the medical image, 
relying on the physician's ability to perceive the image 
accurately to extract the necessary region. This process is 
complicated by subtle variations and similarities between 
the original and affected biological structures in the image. 

The scarcity of radiologists and the substantial number of 
MRIs requiring analysis render these evaluations labor-
intensive and costly.[2] 
 

D. Clustering Method 

This is an iterative method employed to segment an image 
into clusters. In the clustering methodology, the number of 
clusters K serves as an input parameter. The primary 
challenge remains unchanged. The procedure for clustering 
is as follows. 
1. Select K cluster centers, either randomly or according to a 
heuristic method.  
2. Allocate each pixel in the image to the cluster that 
minimizes the distance to the cluster centroid. 
3. Recalculate the cluster centroids by averaging all pixels 
within the cluster.  
4. Iterate steps 2 and 3 until convergence is achieved (e.g., 
no pixel’s transition across clusters).  
Clusters may be selected manually, randomly, or according 
to certain criteria. The distance between a pixel and the 
cluster center is determined by the squared or absolute 
difference between the pixel and the cluster center. [2] 

E. Image segmentation by clustering method 

Clustering is regarded as the paramount unsupervised 
learning problem, as it involves identifying a structure 
within a set of unlabeled data. Clustering is defined as "the 
process of categorizing objects into groups based on their 
similarities." A cluster is a collection of things that are 
"similar" to one another and "dissimilar" to objects in other 
clusters. 

F. K-Means Algorithm 

K-means is a fundamental unsupervised learning algorithm 
that addresses the established clustering problem. The 
process employs a straightforward method to categories a 
certain data set into a predetermined number of clusters 
established a priori. This algorithm seeks to minimize an 
objective function, specifically a squared error function. 
The algorithm consists of the subsequent steps: 
1. Determine a value for K, the quantity of clusters. 
2. Randomly initialize the K cluster centroids, if required. 
3. Determine the class affiliations of the N items by 
allocating them to the nearest cluster centroid. [2] 
4. Recalculate the K cluster centers, presuming the 
previously determined memberships are accurate. 
5. Continue steps 3 and 4 until no items among the N have 
altered their membership in the most recent iteration. [3] 

G. Fuzzy C-Means Clustering Algorithm 

The Fuzzy C-Means (FCM) clustering algorithm was 
initially proposed by Dunn and then expanded by Bezdek. 
The procedure is an iterative clustering method that 
generates an ideal c-partition by minimizing the weighted 
within-group sum of squared error objective function J 
FCM. 

                             (1) 
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 Let X = {x1, x2, ..., xn} ⊆ Rp represent the data set in the 
p-dimensional vector space, where n denotes the number of 
data items, c signifies the number of clusters with the 
constraint 2 ≤ c < n, uik indicates the degree of 
membership of xk in the ith cluster, q is a weighting 

exponent applied to each fuzzy membership, vi represents 
the prototype of the center of cluster i, and d2(xk, vi) 
denotes the distance measure between object xk and cluster 
center vi. [4] 
 

H.  Comparative analysis of K-means and Fuzzy c-

means algorithm [5]. 

TABLEI. Comparative analysis of K-means and Fuzzy c-means 
algorithm   

 

III.  MATLAB FOR MRI APPLICATIONS 

A. DICOM file Strucutre: 

 
DICOM images are denoted by the '.dcm' extension. A 
DICOM file comprises a 'Header' and a 'Dataset'. 
The header includes details regarding the encased dataset. It 
comprises a File Preamble, a DICOM prefix, and the File 
Meta Elements. 
 

The header includes details regarding the encased dataset. 
It comprises a File Preamble, a DICOM prefix, and the File 
Meta Elements. 

 
                    Fig.1. source code (part1) 

 

B. Accessing DICOM Metadata: 

The 'dicominfo' function retrieves the metadata from a 
DICOM file. 

Basis K-Means Fuzzy C means Reason 

Efficiency Fairer Slower K-Means just 

needs to do a 

distance 

calculation, 

whereas 

Fuzzy C 

Means needs 

to do a full 

inverse-

Distance 

weighting 

Objective 

function  

 

The objective 

functions are 

virtually 

identical, the 

only 

difference 

being the 

introduction 

of a vector 

which 

expresses the 

percentage of 

belonging of a 

given point to 

each of the 

clusters 

Performan

ce 

Traditional and 

limited 

Can be used in 

variety of 

clusters and can 

handle 

uncertainty 

FCM may 

converge 

faster than 

hard K-

Means, 

somewhat 

offsetting the 

bigger 

computational 

requirement 

of FCM 

Applicatio
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Fig.2. The 'dicominfo' function retrieves the metadata from a DICOM 

file. 

C. Loading DICOM image: 

DICOM image data is read into MATLAB using 
'dicomread' function. 
 

 
 Fig.3. DICOM image data is read into MATLAB using 

'dicomread' function. 

Read a DICOM image by using dicomread and 
converting from uint16 to double 

 

 
 Fig.4. Read a DICOM image by using dicomread And 

Converting from uint16 to double. 

Generally, a single DICOM file contains a single MRI 
slice data. To read in MRI data for all slices, each individual 
DICOM files are loaded separately. 'For' loop is used to read 
in all data files. 

D. Montage 

A montage is formed by assembling visual fragments into a 
cohesive image. 
The MATLAB function 'montage' accepts a MxNx1xK 
image dataset and presents numerous image frames in a 
montage format. 'Reshape ()' is employed to resize the MRI 
image collection for the purpose of constructing a montage. 
 

 
Fig.6. image frames as a montage. 'Reshape ()' is used to resize MRI 

image dataset for creating montage. 

 
Fig.5. brain slices Contour Slices 

Each slice in the image collection constitutes a 2D object, 
and when aggregated, they form a 3D volumetric data 
object. Utilizing 'contourslice' enables the creation of a 
three-dimensional object composed of slice contours, which 
can then be observed from any orientation. 
 
 

 
Fig.6. create a 3D object consisting of slice contours By using 'contour 

slice' 

 

 
Fig.7. Brain slices 

IV. CONCLUSION  

This work aims to offer a 3D volume segmentation 
technique applicable to MR brain data. The primary 
characteristics of our algorithm are: K-means voxel 
clustering those accounts for both general and local features 
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of the 3D picture. The segmentation of brain structures not 
only facilitates a more precise characterization of their 
functions but also enables the isolation of markers for 
specific disorders to assist physicians in diagnosis. 
The aim of this study is to implement K-means algorithms 
for the segmentation of brain structures utilizing magnetic 
resonance imaging (MRI). We have contrasted our 
methodology with the fuzzy c-means algorithm, which is 
inherently similar to the one delineated in this study, 
however diverges in several significant aspects. The fuzzy 
c-means method operates on two-dimensional images. We 
are exploring the application of the proposed approach for 
segmentation in additional organs and various imaging 
modalities. Our research demonstrated that favorable 
outcomes are anticipated in CT and MRI modalities; 
however, other modalities, such as X-ray and ultrasound 
imaging, may require enhanced discriminative qualities. 
Utilizing more robust discriminative dictionary learning 
methods could significantly enhance the method's 
distinguishing properties. The primary objective is to 
develop a technique that can segment any region exhibiting 

distinct features (such as texture, intensity, frequency 
information, etc.) across several imaging modalities. 
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Abstract--The goal of this paper is the application of the Multi 

Deme Parallel Evolutionary Algorithm (MDPEA) such as 

Evolutionary Genetic Algorithms (EGAs) to the Automatic 

Speech Identification domain at the acoustic sequences 

identification level. The Automatic identification has been 

formulated as functions optimization problem Thus, we have 

looked for recognizing Standard Arabic (SA) sounds of 

continuous, naturally spoken, speech by using the MDPAA witch 

have several advantages in resolving complicated optimization 

problems. In SA, there are forty distinctive sounds. We have 

analyzed a corpus that contains several sentences composed of 

the whole SA phonemes types in the initial, medium and final 

positions, recorded by several Algerian male speakers. We have 

used the decision rule Manhattan distance as the fitness 

functions for our MDPEA evaluations whose topology chosen is 

the Multi Deme isolated island one. The Corpus phonemes were 

extracted and identified successfully with an overall accuracy 

equals to 92.60%. In addition, the computational cost was greatly 

reduced, and so the performances of the MDPEA were improved. 

 
Key words-- Parallel Evolutionary Algorithms, Isolated Multi-

deme, Arabic Sounds, Automatic phonemes Identification.. 

 
I. INTRODUCTION 

       The essential task of speech recognition is to capture a 
speech signal from an input device such as microphone and 
to identify the label of this signal. However, this task is not 
simple because of the time-varying properties of speech 
signals. Thus, in the course of developing a speech 
recognition system, the crux of matter would seem to be to 
perform a robust and accurate matching in the recognition 
process. This is by no means an easy task, as speech 
utterance in general is fuzzy, varies in time and is 
sometimes unpredictable.  Once the process of extracting 
feature vector has completed, the recognition systems 
compare this set of feature vectors with each reference 
pattern in the database by using some kind of pattern 
classification   technique. The one with the largest value of 

similarity would be considered as the most likely candidate 
of the unknown utterance.  

       The Evolutionary Algorithms (AEs) are search methods 
for good solutions in a large population of candidate 
solutions.  They have several advantages. They work with 
both continuous and discrete parameters, execute 
simultaneous searches over several regions of the search 
space and work with a population instead of a unique point. 
In addition, they optimize a large number of parameters; 
have successfully found global minimum even on very 
complex and complicated objective functions and their 
computer implementations are portable and modular. In 
addition, they are tolerant to incomplete and noise data [1]. 

       However, computing cost is the main problem of EAs, 
especially in our situation of large size of population. In 
order to apply the evolutionary search into large-scale 
problems, we have used an isolated multiple-deme parallel 
EGA topology. It simply consists in evolving all the tasks of 
a basic genetic algorithm on each deme or subpopulations, 
in parallel manner. For each phoneme class, we have a 
subpopulation. The demes individuals or chromosomes are 
defined as the segmentation acoustic vectors. So, we have 
forty demes. For each one, we apply a basic GA in parallel 
with the others, no time will be spent on communication and 
thus, the algorithm is run much faster and has found more 
accurate results than the sequential one. 

 

II. STANDARD ARABIC SOUNDS 

       The Standard Arabic language is composed of 28 
phonetically distinct consonant phonemes and three short 
vowels, [a, u, i], which contrast phonemically with their 
long counterparts, [a:, u :, i :]. Throughout the text, 
phonemic length is indicated by writing the vowels symbol 
twice. In addition, there are six (06) correspondent variants 
of the short and the long vowels, in emphatic context. 
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       Generally, consonants have less energy than vowels. 
The characteristics which form a vowel are relatively more 
prominent and stable than those of the consonants. The 
consonants vary individually, making it easier to deal with 
them in group. All the Arabic vowels are oral and fully 
voiced. But, they can be nasalized in nasal consonants 
context (assimilation). The difference between short and 
long ones is approximately double duration or more [2]. 

       The 28 consonants of SA are classified physiologically 
as follow : 

 

 13 fricatives ; [ ],[ ħ], [X],  [ð], [s],  [  ], [ s ],[f ], 
[z], [ð],[ʕ], [ʁ], [h]. Fricatives are consonant 
sounds where the vocal tract is excited by a 
turbulent airflow, produced when the airflow 
passes a constriction in the vocal tract.                                   

 08 stops : /?/ /q/,/ k/, /t/, /ṭ/, /d/,/ḍ/, /b /. Stop 
consonants, are produced in two phases. In the 
first phase, air pressure is built up behind a 
complete constriction at some point in the vocal 
tract. In the second phase, there is a sudden release 
of this air which produces the plosive sound. 

 02 nasals : [n], [m]. These are all voiced and 
involve moving air through the nasal cavities by 
blocking it with the lips, gums, and so on. Nasals 
are lower in energy than most vowels due to the 
closure of the oral cavity and the limited ability of 
the nasal cavity to radiate sound.  

 04  semi Vowels : the two glide [j], [w], the 
trill [r] and the liquid : [l]. They have vowel-like 
acoustic characteristics. 

 01 affricate: [dz]. It is a dynamic consonant sound 
that results from the combination of two sounds: 
the transition from a plosive to a fricative. 

 

       The relative duration of the consonants depends upon 
whether they occur initially, medially or finally. It also 
depends on whether they are aspirated or unaspirated, 
voiced or unvoiced and single or geminated.  

       The SA is characterized by three phonetic phenomena 
which are the presence of the emphatic consonants, the 
geminate ones and by the presence of glottal, pharyngeal, 
velar and uvular ones called back consonants. The SA 
possesses eight back phonemes. The phonemes in Arabic 
that are not found in English include the following: /?/ /q/,/ 
k/, /t/, /ṭ/, /d/,/ḍ/, /b / [2]. 

 

III. SPEECH SOUNDS ANALYSIS 

       Several speech analysis methods can be used to extract 
spectral envelope characteristics of the speech signal such 
as filter bank analysis, Linear Predictive Coding (LPC), 
and Mel-Frequency Cepstral (MFC) analysis. Among these 
techniques, we have used both the LPC and the MFC 

analysis because the LPC and the MFC Coefficients are the 
best known and most commonly used features for ASR. Just 
the first coefficients of the predictive coding and the 
cepstral sequence are interesting for smoothing the spectrum 
and minimising the pitch influence [3]. 

 

A. Parametric vectors of phonemes 

        It turns out that the vowel and semi-vowel segments 
have a great steady-state part. Consequently, a 10th order 
linear prediction analysis performs a sufficiently high 
prediction gain. Broadly, the autocorrelation method of 
linear prediction ensures the stability of the estimated all-
pole filter and hence, is used here for analysis (with 20 ms 
Hamming window). Each 10 ms frame or segment n°m 
noted 

mS  is represented by a short parametric vector noted 

mVv10
composed of ten prediction coefficients ima  . The 

description of this vector is as follows : 

 

 mimmm aaaVv 10110 ,...,,...,                                 (1) 

 

       Temporal changes, in speech spectra, play an important 
role in perception. This information is captured in the form 
of velocity and acceleration coefficients (collectively 
referred to as differential or dynamic features). It is often 
the dynamic characteristics of the features that provide most 
information about phonetic properties of speech sounds 
(related to, for example, formant transitions or the closures 
and releases of stop consonants). No time evolution 
information is included in MFCCs. But it is often included 
in the feature set by cepstral derivatives.  The first order 
derivatives of MFCCs are called Delta coefficients, and 
their second order derivatives are called Delta-Delta 
coefficients.  

       It is common to append an energy coefficient to the 
cepstrum feature vector. Differences in energy among 
phonemes show that it is a good feature to distinguish 
between them.  Short Time Energy (STE) is simply the 
mean square power in the frame. 

       Consequently, the fricative and nasal consonants 
segments n°m are represented by a features vector noted 

mVcf 39
 which contains the twelve first MFCCs, the STE 

and their first and second order derivatives. The description 
of this vector is as follows : 

 

),...,,( 412139 mmmm cfcfcfVcf                       (2) 

 

     The Burst Frequency (BF) was found to be one of the 
most important perceptual clues to human classification of 
stops. The BF is a parameter aimed at finding the frequency 
where power is concentrated in a stop. Essentially, at each 
time position of the stop burst, there exists a position of 
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maximum intensity. Each of these positions has a 
corresponding frequency. The BF is the minimum value of 
that set. The Voicing Onset Time (VOT), defined as the 
duration from the release to the start of voicing (burst 
duration) was used to detect voicing. Unvoiced stops were 
found to have longer VOTs [4]. 

       To search stop and affricate consonants, each parameter 
vector noted 

mVcs41  of the acoustic segment n° m is 

composed of the first twelve MFCCs, the STE and their first 
and second time derivatives. Also, we add to this set of 
parameters the VOT and the BF ones. The description of 
this vector is as follows : 

 

),...,,( 412141 mmmm cscscsVcs                     (3) 

 

B. Reference acoustic data 

       The choice of the type of the discriminative acoustic 
parameters of phonemes to be recognized is very important. 
These last ones, as acoustic vectors form, constitute the set 
of reference data for the AG. Each SA phoneme of class k is 
represented by a mean parameters vector noted  

km    :  

 

 kmkkkm  ,...,, 21                               (4) 

 

k is the number of SA phonemes. The SA alphabet is 
composed of 28 consonants, 06 vowels and their 06 vocalic 
variants in emphatic context.      

 

       These reference acoustic vectors are obtained during 
the learning phase. Each of the forty phonemes is 
represented by an acoustic reference vector of a specific 
order. The mean vectors of the forty phonemes classes are 
computed from the data in the training set by using the 
following relations: 

 

401,
1

1

 


kv
N

kN

z

kz

k

km                   (5) 

 

Where kN  is the number of preclassified vectors in the 

class k and kzv  the vector z of the class k. 

 

IV. EVOLUTIONARY ALGORITHM 

       An EGA is a global optimization procedure that uses an 
analogy of the genetic evolution of biological organisms. It 
is a heuristic search procedure that modifies function values 
of individuals coded as binary (or real or symbol) strings, 
through the application of predefined reproduction operators 

in a stochastic manner. In our case, the EA consist on 
looking for, among the various acoustic segments of a vocal 
sequence, structures which correspond to those of the 
representative reference vectors of every class. To associate 
entities to be recognized in classes, it is enough to find an 
analytical correspondence between the two groups of the 
acoustic vectors respectively vocal sequences and entities to 
be recognized of reference. The vectors of the initial 
population represent the search space for potential solutions. 
The EGA will have for task to make on these initial vectors 
some modifications, reorganizations, to produce the best 
vector as the potential solution [5].   

 

A. Genetic encoding of speech sounds 

       In EGAs, each potential solution is represented in the 
form of a bit string which is dubbed a chromosome or an 
individual. A pool of strings forms a population. We use a 
fixed length chromosome for the EGA, where each 
chromosome contains, as genes, the coefficients of several 
segments noted 

mS of the vocalic continuum of the chosen 

corpus. The bit string length depends on the required 
numerical precision. The precision of the solutions is 
bounded by the precision of the data type used in the 
implementation of the genetic algorithm. We have used a 
double precision data type of 64 bits following the 
specification IEEE Standard for Binary Floating-Point 
Arithmetic. This data type has a precision of 15 - 17 digits. 

       The individuals are elaborated relatively to the 
phoneme to be classified. For example, if we want to 
classify the vowel [u], we proceed to the segmentation of 
the vocalic continuum into a set of acoustic vectors 
according to the corresponding individual that will be 
definite as the chromosome.        

       This acoustic vector noted 
mvok

V is composed of the 

coefficients of a certain number of successive concatenated 
acoustic segments and it’s size is equal to the order noted 

Kvo of the phoneme reference vector and it is expressed as 
follows :   

 

a. Stop and affricate consonants : 

 

  ),...,,...,,...,,...,( )1(41)1(1411 kk vommmmvmvo ccscscscsV     (6)                   

With  :  41 rvok
 ;  

And : r is the number of acoustic segments concatenated to 
form the individual vector. 

 

b. Fricative and nasal consonants: 

 

),...,,...,,...,,...,( )1(39)1(1391 kk vommmmmvo cfcfcfcfcfV      (7)                   
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With   39 rvok
 ;  

 

c. Vowels and semivowels : 

 

 
kk vommimmmvo aaaaaA ,...,,...,...,,..., )1(1101        (8) 

With  :  10 rvok
 ;  

 

       It results that the initial population noted pop will be 
composed of all possible acoustic vectors 

KvomV when we 

vary the values of m and
Kvo . The different values of m are 

as follow: Mm ,...,1  .                                     

With : 10TM    and T is the vocalic continuum duration. 
Each individual is made up of 

Kvo  genes. 

 

B.  EGA Objective Function  

       To evolve good solutions and to implement natural 
selection, we need a measure for distinguishing good 
solutions from bad solutions. The measure could be an 
objective function that is a mathematical model or a 
computer simulation, or it can be a subjective function 
where humans choose better solutions over worse ones. In 
essence, the fitness measure must determine a candidate 
solution’s relative fitness, which will subsequently be used 
by the EGA to guide the evolution of good solutions.  Once 
the problem is encoded in a chromosomal manner and a 
fitness measure for discriminating good solutions from bad 
ones has been chosen, we can start to evolve solutions to the 
search problem [6]. 

 

       The Fitness function (Ff) can be represented rigorously 
by the Manhattan distance between the vectors of the 
acoustic segments and the vectors of reference of every 
class of stops. It can be expressed as follows [7].   

 

a-  vowels and semivowels : 







n

m

mkmvok

k

A
Ff

1 


                                    (9) 

 

b-  consonants : 







n

m

mkmvok

k

V
Ff

1 


                                    (10) 

 

       To estimate potential solutions of our problem, we 
minimize the Ff to decide of the type of membership classes 
of the acoustic segment or the sets of these segments. So, 
we maximize the inverse function of Ff, and looking for the 
extrema which can give two types of results: the global 
maximum means the existence of the phoneme we are 
looking for. In that case, we continue the search of the same 
type of sound for the rest of the vocal continuum. 
Otherwise, the end of the vocal continuum means that there 
is no phoneme of class k in the vocal continuum, so we 
repeat the research for the other types of Ssounds. 

 

V. MULTI-DEME PEA 

       Multiple-deme parallel PEAs are also called 
“distributed” EGAs, because the communication to 
computation ratio is low, and they are often implemented on 
distributed memory computers. They are also known as 
“island model” EGAs, because they resemble a model that 
is used to describe natural populations isolated by the 
distance between them (as in islands). Both in the model 
and in the EGAs individuals may migrate occasionally to 
any population. The population is divided into a few 
subpopulations or demes, and each of these relatively large 
demes evolves separately on different processors. Exchange 
between subpopulations is possible via a migration operator. 
On each deme or island the population is free to converge 
toward different optima. Technically, there are three 
important features in the coarse grained PGA: the topology 
that defines connections between subpopulations, migration 
rate that controls how many individuals migrate, migration 
intervals that affect how often the migration occurs [8].  

       This bounding case of our MDPEA considers that the 
demes evolve in complete isolation. Without 
communication, the migration rate is zero, and this is clearly 
a lower bound. Also, no connections between the demes 
represent a lower bound in the connectivity of the topology. 
Since the demes are completely isolated, the parallel 
speedup is simply the ratio of the time used to evaluate 
individuals in the serial and parallel cases [9].  

       This is the topology we have chosen to our MDPEA. 
For each phoneme class, we have a subpopulation or deme. 
The deme individuals or chromosomes are defined as the 
segmentation acoustic vectors. We devise our population 
into three main groups of subpopulations according to the 
nature of their individuals. 

       The first subpopulations group is noted VST. It contains 
as individuals, the acoustic vectors 

mvok
A . This group is 

divided into sixteen demes according to the number of 
vowels and semivowels.  

       Each deme which corresponds to one phoneme 
constitutes the initial population of the basic GA. 

        The second subpopulations group is noted SA. It 

contains as individuals, the acoustic vectors mvok
V

. This 
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group is divided into nine demes according to the number of 
stops and the affricate consonants.  

       The third group is noted FN and contains as individuals, 

the acoustic vectors mvok
V

. This group is divided into 
fifteen demes according to the number of fricative and nasal 
consonants 

       For each deme, basic GA evolves in parallel and 
without communication with the other GAs. 

 

VI. RESULTS ANS DISCUSSIONS 

       Our approach is based on Multiple-deme parallel PEAs. 
The population is divided into a few subpopulations or 
demes, and each of these relatively large demes evolves 
separately on different processors in complete isolation. 
Without communication, the migration rate is zero This is 
the topology we have chosen to our PEA. For each phoneme 
class, we have a subpopulation or deme. For each deme, 
basic EGA evolves in parallel and without communication 
with the other EGAs. We have chosen uniform crossover 
operator because it combines any material of the parents and 
the ordering of genes is irrelevant. Its probability noted 

cp is 
equal to 1.0. The probability uniform mutation noted  

mp  
was fixed to zero. This means that too poor attribute values 
were modified in each recombination. These values are 
chosen empirically to improve each deme EGA by 
performing multiple executions and then choosing the best 
solution [10]. 

       For each EGA, we have used tournament selection and 
an elitist generational population model without any overlap 
of the populations. Fixed length chromosomes were used 
relatively to the order of reference vector of each phoneme 
sound.  

       The experiment was conducted using a medium-sized 
corpus composed of 50 naturally spoken sentences of 
Standard Arabic continuous speech from Arabic normalized 
database. This corpus is spoken by several male Algerian 
speakers in low noisy environment.  It contains hundreds of 
consonants (stops, fricatives, semivowels) which occurred 
in the three possible positions: initially, medially and 
finally. Speakers were asked to read a list of meaningful and 
grammatically correct sentences. The sentences were 
selected so that the number of consonants with the two 
voicing properties is fairly well balanced. 

       The results analysis shows that the MDPEA application 
to the speech classification domain is very interesting, since 
we have obtained good results. This evaluation was 
conducted in terms of two criteria: classification accuracy 
and computation time. The Corpus phonemes were 
extracted and identified successfully with an overall 
accuracy of 92.60% in different contexts.   Approximately, 
there is similar identification accuracy between the same 
types of consonants. It means that we have used a good 
front-end signal processing used in our system to 
characterize, acoustically, the consonants.   

       The results show that an identification accuracy of 
vowels and semivowels which is equal to 94.50% is higher 
than the accuracy of the other phonemes. It can be explained 
by the steady character of their acoustic characteristics. 
Also, they show that the classification accuracy of stops 
which is equal to 89.3%, is the worse one because of their 
dynamic acoustic character.  

       The unidentified phonemes are essentially due to the 
segmentation difficulties and to the coarticulation 
phenomenon problems. In natural speech, there are no 
marked boundaries between acoustic data segments. Word 
and phoneme boundaries are non-existent. Even with expert 
labelling of the acoustic data, it is very difficult to establish 
a hard boundary between the phonemes and words that form 
an utterance.   

 

VII. CONCLUSIONS 

       This paper shows a speech segments automatic 
identification method based on the Parallel Genetic 
Algorithms in order to recognize the Standard Arabic 
phonemes. We have used a corpus composed of 50 naturally 
spoken sentences of continuous speech from Arabic corpus 
recorded by several Algerian male speakers in low noisy 
environment.  

       We have formulated the segments automatic 
identification as a function optimization problem and have 
used an isolated multiple-deme parallel EGA. For each 
phoneme class, there is an isolated subpopulation or deme. 
For each one, basic EGA evolves in parallel with the 
decision rule Manhattan distance as the EGA evaluation or 
fitness function. Also, we have used three structure 
modification operators: uniform crossover, uniform 
mutation and tournament selection. The first difficult task is 
how to set up the EGAs parameters. Unfortunately, there is 
no unified guidance for this. Empirically, we set the 
crossover probability 1.0 and the mutation probability zero. 
In order to maximize the reproducibility and minimize the 
ambiguity in the EGA implementation, the deme population 
size was chosen to be dependant on the size chosen corpus. 
The binary tournament selection was used to increase the 
selection pressure, which allowed us to measure whether 
each crossover was able to keep the population diversity 
[20].  

       Our promising results show that our MDPEA is capable 
to precisely identify almost all instances. Despite its 
simplicity, it may give competitive performance compared 
to many other methods. By parallelising the algorithm, we 
have increased population size, reduced the computational 
cost, and so have improved the performance of the EGAs. 
We have compared these results with those of other 
promising machine learning approaches and we have found 
that our identification MDPEA is approximately as 
performing as the other known approaches.  
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Abstract 

This paper presents an analytical simulation performed 
using MATLAB to investigate the characteristics of Schottky 
diodes based on three different SiC polytypes: 3C-SiC, 4H-SiC, 
and 6H-SiC. 

The objective of this study is to examine the impact of two 
key factors—the thickness of the interfacial layer (dox) and the 
density of interface states (Nss) on the ideality factor and the 
Schottky barrier height. 

The findings demonstrate a significant influence of these 
parameters on the Schottky barrier height, which, in turn, 
substantially affects the diode’s current characteristics. 
By shedding light on the interplay between these factors, this 
study contributes to a deeper understanding of the performance 
and optimization of Schottky diodes for practical applications. 

 
Keywords: SiC polytype, Schottky Barrier, interface states, 
layer thickness. 

1. Introduction 

Schottky diodes based on silicon carbide (SiC) 
polytypes, such as 3C-SiC, 4H-SiC, and 6H-SiC, have 
gained significant attention in high-power and high-
frequency applications due to their exceptional electrical 
and thermal properties. However, the performance of these 
devices is often influenced by non-ideal factors, such as 
interface states and the thickness of the interfacial oxide 
layer. [1]  

These factors can modify the Schottky barrier height and 
significantly affect the ideality factor, a critical parameter 
that reflects the quality of the metal-semiconductor 
junction. Understanding the impact of interface states and 
oxide layer thickness is essential for optimizing the 
rectifying behavior and enhancing the efficiency of SiC-
based Schottky diodes. 

Investigating these phenomena is crucial for the 
development of robust models that can predict performance 
under real-world conditions. 

This study focuses on analyzing these effects across 
different SiC polytypes using advanced analytical and 
simulation methods to provide insights into device design 
and performance improvements. 

By delving into the nuances of Nss (interface state 
density) and dox (oxide layer thickness) and their 
ramifications on device performance, this research 

contributes to the advancement of SiC-based electronic 
systems tailored for diverse applications. 

The outcomes of this study not only enhance our 
understanding of Schottky diode behavior but also lay the 
groundwork for developing optimized designs with superior 
functionality and performance in diverse technological 
fields. 

2. Simulation details 

 In terms of technology, Schottky diodes are 
manufactured with a moderately doped of n-SiC epitaxial 
layer and therefore the chosen doping type is                  
Nd = 5×1015cm-3. In practice, the M/S interface often 
exhibits defects [2], impurities, or roughness that can 
influence the barrier height and charge transport 
mechanisms as a result of several practical factors. 

The real Schottky barrier Breal is influenced by the 
presence of an oxide layer (dox) between the metal and the 
semiconductor [3], The oxide layer can also contribute to 
the formation of interface states or traps, which can pin the 
Fermi level and influence the effective Schottky barrier 
height. 
      To investigate the effect of Nss (interface state density) 
and dox (oxide layer thickness) on the barrier height (SBH) 
and the ideality factor (n) of a Schottky diode based on the 
three SiC polytypes, a simulation is conducted using 
MATLAB tools at room temperature. 

 This simulation visualizes how the ideality factor’s 
value changes with the values taken from Nss and dox. �۰ ܔ܍܍ܚ =   ۱ (�ۻ  − ܋ܛ ) + ሺ − ۱ ሻ ܙ�� )   − �) − ∆�۰                                                     ሺሻ 

       ۱ = ܙ.��܌.���+�ܗ��ܗ�                                                 ሺሻ 

  � =  + �ܗ��ܗ܌ ܅܋ܛ�] +            ሺሻ                                          [܁܁ۼܙ

where  ���  and ��� are respectively the semiconductor and 
the oxyde layer permittivity, W is the width of the depletion 
region.  

Due to the low intrinsic concentration of SiC materials, 
the generation-recombination current is negligible. 
Similarly, the diffusion current is also negligible because of 
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the low charge carrier mobility across all SiC polytypes. 
The low doping level chosen in the simulation further 
ensures that the tunneling current is insignificant. 
Consequently, the charge transport model considered in this 
study is the thermionic current [4]. 

 � = ܁� ܘ�܍]  ܄ܙ) − ܂ܓܖ܁܀�  ) − ] + ܄ − ܁܀ × �܀�                             ሺሻ 

 

      In this context, the series resistance Rs encompasses 
ohmic losses arising from the bulk resistance of the 
semiconductor material and the metallic contacts, Rp is the 
shunt resistance can indicate significant leakage that 
deteriorates the device performance [5].  
 The three SiC polytypes do not have the same electrical 
and physical parameters [6], which means that for optimal 
rectification quality, the choice of metal for forming the 
junction must be different for each SiC polytype.  
     In this study, copper is the metal chosen for 3C-SiC, 
aluminum for 4H-SiC, and titanium for 6H-SiC.    

3.  Results and discussions  

To understand the impact of interface states on the real 
Schottky barrier height, a MATLAB script was developed for 
the three polytypes to plot the real SBH for a range of NSS 
values from 1011 to 5×1013 cm-2eV-1 (Fig.1) while the thickness 
of interface layer is 20 Å and for range of dox values from 20 
to 50Å with Nss=5×10-12 cm-2 eV-1. 
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Fig 1: Evolution of the real Schottky barrier Height (SBH)  
with NSS values. 

The observed increase in the Schottky barrier height 
(SBH) with an increase in the number of surface states (NSS) 
for the three polytypes can be attributed to the modulation 
of the metal-semiconductor interface properties.  

As NSS increases, there is a higher density of localized 
states at the interface, which can pin the Fermi level more 
strongly. This Fermi level pinning effect results in a shift of 
the effective barrier   height. Essentially, the presence of 
these surface states leads to a redistribution of charge, 
influencing the overall energy band alignment and thus 
increasing the Schottky barrier height for all polytypes. 

This trend highlights the critical role of surface states in 
defining the electronic properties of metal-semiconductor 
interfaces, which is consistent across different polytypes. 
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Fig 2: Evolution of the real Schottky barrier Height (SBH)  

 with dOX values.

Based on Fig 2 The observed increase in the Schottky 
barrier height with the thickness of the interfacial layer 
(dox) can be attributed to the influence of the insulating 
layer on the metal-semiconductor interface properties [3]. 
As the interfacial layer thickens, it creates an additional 
potential barrier that modifies the energy band alignment at 
the interface. This layer reduces the direct interaction 
between the metal and the semiconductor, suppressing the 
effect of Fermi-level pinning and allowing the barrier height 
to be more strongly influenced by the intrinsic properties of 
the interfacial layer and the semiconductor [7]. 
Furthermore, the thicker oxide layer can reduce tunneling 
effects by increasing the effective width of the potential 
barrier, leading to a more pronounced Schottky barrier. This 
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behavior highlights the critical role of the interfacial layer 
in engineering the electronic properties of the                         
metal-semiconductor junction [8], particularly in 
controlling the barrier height for optimized device 
performance. 

The increase in the ideality factor with oxide layer 
thickness can be attributed to the enhanced interface states and 
the increased barrier inhomogeneities introduced by a thicker 
oxide layer. These inhomogeneities and interface states 
facilitate non-ideal current transport mechanisms, such as 
tunneling and recombination, further deviating from the ideal 
diode behavior. 
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Based on Fig 3 and 4, it is evident that the thickness of the 
oxide layer (dox) has a significant influence on the ideality 
factor of the diode. Specifically, for oxide thicknesses below  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
10 Å, the ideality factor remains relatively low and does not 
exceed a value of 3. However, as the oxide thickness increases 
to 50 Å, the ideality factor becomes significantly larger, 
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Fig 3: Variation of ideality factor as a function of interface states density NSS for different values 

of interface layer dox. 
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Fig 4: Variation of ideality factor as a function of interface layer  dox for  different values of 
interface states density NSS  
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exceeding 10. This trend is consistent across all three 
polytypes. 
 
Conclusion 

In this study, we have thoroughly analyzed the impact of 
surface states on the Schottky barrier height and the ideality 
factor for different polytypes. Our findings reveal that an 
increase in the number of surface states (Nss) leads to a 
significant increase in the Schottky barrier height across all 
polytypes, which can be attributed to the enhanced Fermi 
level pinning effect. Furthermore, the ideality factor was 
shown to increase with rising NSS, indicating a pronounced 
deviation from ideal diode behavior. This non-ideal 
behavior results from enhanced recombination and 
tunneling effects at the metal-semiconductor interface, 
which are exacerbated by the presence of surface states. 
These results underscore the critical role that surface states 
play in influencing the electronic properties of metal-
semiconductor interfaces, impacting both energy band 
alignment and current transport mechanisms. Our work 
highlights the importance of careful interface engineering to 
optimize the performance of Schottky diodes, especially in 
applications where minimizing non-ideal behavior is 
crucial. Future research should focus on developing 
methods to control or mitigate the effects of surface states 
to achieve more reliable and efficient semiconductor 
devices 
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Abst�act—  t�e idea of t�is �a�e� is to im��ove eme��ency �es�onse 

ca�abi�ities, and ensu�e t�e safety of bot� fi�efi��te�s and t�e 
communities t�ey se�ve. it is about a sma�t ca� system consists of two 
majo� �a�ts: T�e fi�st one is F i�efi��tin� system w�ic� de�ends on a 
f�ame senso� t�at detects t�e ��esence of f�ames, a��owin� t�e ve�ic�e 
to swift�y �es�ond to fi�e incidents by activatin� fi�e su���ession 
systems. T�e second is Obstac�e avoidin� system. It consists of a main 
senso� t�at is u�t�a-sonic, it detects obstac�es by emittin� sound waves 
and measu�in� t�ei� �ef�ections, enab�in� t�e ve�ic�e to navi�ate safe�y 
by avoidin� co��isions and adjustin� its �at� as needed.      T�e w�o�e 
system is mana�ed wit� an A�duino UNO mic�ocont�o��e�, �e�ay 
modu�e, wate� �um�, and �owe� batte�y. T�is system is im��emented 
and tested. Resu�ts s�ows t�at it wo��s ��o�e��y as ex�ected.  

Keywo�ds— F i�efi��tin� �obot, Obstac�e avoidance, f�ame senso�, 
A�duino UNO mic�ocont�o��e�. 

I. INTRODUCTION 
Fi�efi��tin� is a dan�e�ous job t�at �e�ui�es s��it-second 

decisions, �uic� �ef�exes. Fi�efi��te�s often face smo�e, f�ames, 
and deb�is t�at can b�oc� t�ei� �at� to victims o� �inde� t�ei� 
esca�e. Since �obots a�e int�oduced in va�ious indust�ies in t�e 
�ecent yea�s. T�e use of �obots a�e active�y ca��ied out to 
minimize fi�efi��te�s’ inju�ies and deat�s as we�� as inc�easin� 
��oductivity, safety, efficiency and �ua�ity of t�e tas� �iven. In 
�es�onse, to find ways and to �ut an end fo� t�ese disaste�s and 
t�ei� conse�uences. T�e use of “a fi�e �obot” may �e�� to save 
�ives by navi�atin� fi�es and obstac�es t�at wou�d be difficu�t o� 
dan�e�ous fo� �umans.   

 Fi�efi��tin� �obot ��ays a c�ucia� �o�e in dai�y �ife by en�ancin� 
t�e efficiency and effectiveness of fi�efi��tin� o�e�ations. T�e 
ve�ic�es a�e e�ui��ed wit� advanced tec�no�o�y and automated 
systems t�at enab�e t�em to swift�y �es�ond to fi�e eme��encies 
wit� minima� �uman inte�vention. By autonomous�y detectin�, 
extin�uis�in�, and containin� fi�es, t�at can �educe �es�onse 
times[1-10]. In �ecent yea�s, diffe�ent ty�es of ve�ic�es fo� 
fi�efi��tin� was bu�ned: �ove� tan� [2], fo�est fi�es [11], fi�e bi�d 
�obot [12], ..etc.  

Additiona��y, automatic fi�e-fi��tin� ca�s can access 
�aza�dous envi�onments t�at may be unsafe fo� �uman 
fi�efi��te�s, a��owin� t�em to tac��e fi�es in c�a��en�in� 
conditions mo�e effective�y [13-15].  

Bui�din� t�is automatic fi�e fi��tin� ca�-�i�e invo�ves 
e�ect�onics and codin�. But t�e �esu�t is �uite im��essive! (it� 
fu�t�e� im��ovements, t�is tec�no�o�y cou�d be used to bui�d 
autonomous fi�efi��tin� �obots t�at can assist fi�efi��te�s in 
dan�e�ous situations.  

T�e b�ain fo� �obot is t�e mic�ocont�o��e�, w�ic� exists in 
seve�a� fo�ms. Cont�o��e�s o� mic�ocom�ute�s can be t�e 
A�duino mic�ocont�o��e�, Pe�i��e�a� Inte�face Cont�o��e� (PIC), 
and �as�be��y Pi mic�ocom�ute�. T�e c�oice de�ends t�e s�eed 
of ��ocessin� of t�e data, t�e desi�n cost o� t�e numbe� of 
senso�s connected to t�e �obot[2]. 

T�is �a�e� is o��anized as fo��ows: Section 2 de�ive�s t�e 
�a�dwa�e and t�e softwa�e desc�i�tion of t�e desi�ned �obot 
used. Section 3 ��esents t�e im��ementation of t�e �obot and t�e 
wo��in� ��inci��e of t�e ��o�osed �obot. A�so, a ��esentation fo� 
t�e obtained �esu�ts �obot. Fina��y, Section 4 s�ows t�e 
conc�udes of t�is �a�e�.  

II. HARD(ARE  &  SOFT(ARE DESIGN  
T�is wo�� invo�ves bui�din� obstac�e avoidin� and 

fi�efi��tin� �obot ca�, usin� A�duino Uno boa�d as 
mic�ocont�o��e�. w�i�e a second boa�d to DC moto�, an 
u�t�asonic senso� to ��event co��isions wit� wa��s ot�e� obstac�es 
and fina��y f�ame senso� to detect t�e fi�e . 

A. Ha�dwa�e  
T�is session ��esents t�e �a�dwa�e deve�o�ment. It inc�udes 

t�e seve�a� ty�es of senso�s, DC moto�, mic�ocont�o��e�, 
T�ansmitte� and (ate� �um�.   

1)  A�duino Uno boa�d w�ic� is based on ATme�a328� 
mic�ocont�o��e�. 

T�e te�m A�duino contains: 

- T�e A�duino IDE (PC softwa�e) 

- T�e A�duino boa�d (�a�dwa�e) 

- T�e A�duino fi�mwa�e (mic�ocont�o��e� softwa�e) 

T�e mic�ocont�o��e� on t�e A�duino Uno R3 boa�d is t�e 
ATme�a328P t�at is a �ow �owe� and �ow cost 8-bit 
mic�ocont�o��e�, w�ic� se�ves as t�e main ��ocessin� unit. It 
�uns t�e use�'s A�duino s�etc�es and inte�acts wit� va�ious 
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�e�i��e�a�s and senso�s connected to t�e boa�d. T�e 
ATme�a328P �as f�as� memo�y fo� sto�in� t�e use�'s ��o��am 
(32K B), RAM fo� �untime data sto�a�e(2K B), and EEPROM fo� 
non-vo�ati�e data sto�a�e(1K B). It a�so mana�es se�ia� 
communication wit� t�e com�ute� t��ou�� t�e USB-to-se�ia� 
conve�te� c�i�. 

 
Fi�1. A�duino Uno R3 boa�d 

 

2) DC moto� 
A dc moto� is a fundamenta� e�ect�omec�anica� device in 

mec�at�onic systems t�at ��ays an im�o�tant �o�e in maintainin� 
accu�acy in tas� execution in Automotive Indust�y, Robotics, 
House�o�d A���iances  ect. T�is DC o� di�ect cu��ent moto� 
wo��s on t�e ��inci�a�, w�en a cu��ent ca��yin� conducto� is 
��aced in a ma�netic fie�d; it ex�e�iences a to��ue and tends to 
move. 

 
Fi�2. DC moto� 

3) Moto� d�ive�      
 T�e moto� d�ive� ��ays a c�itica� �o�e in �obotics and 

mec�at�onics ��ojects. It functions as an am��ifie�, conve�tin� 
�ow cu��ent si�na�s into �i�� cu��ents necessa�y fo� d�ivin� 
moto�s. Actin� as an inte�face between t�e mic�ocont�o��e� and 
t�e DC moto�, it �eso�ves issues w�e�e t�e mic�ocont�o��e� 
out�ut fa��s s�o�t. Fo� instance, if a moto� �e�ui�es 12 vo�ts and 
d�aws 1 am�e�e, but t�e A�duino Uno can on�y su���y 5 vo�ts 
and 20 mi��iam�e�es, t�is out�ut is insufficient and cou�d 
�otentia��y dama�e t�e mic�ocont�o��e�. Hence, t�e moto� d�ive� 
becomes indis�ensab�e in suc� scena�ios.   

 
Fi�3. L298N moto� d�ive� 

As s�own in fi�.3,  t�e L298N moto� d�ive� is �i�� vo�ta�e 
�i�� cu��ent t�ansisto� based on dua� H-b�id�e d�ive� w�ic� 
means t�is d�ive� can o�e�ate two moto�s se�a�ate�y. a�� cont�o� 
in�uts a�e �ives in �in �eade� fo�m at bottom side w�ic� contains 
fou� di�ection �ins (IN1, IN2, IN3,IN4)a�on� wit� two enab�e 
�ins ( ENA,ENB) , in t�e fo��owin� d�ive� out�ut c�anne�s Fo� 
t�e moto�s a�e b�o�en out to t�e ed�e of t�e modu�e wit� two 
sc�ew te�mina�s (OUT1,OUT2 & OUT3,OUT4). 

T�e L298N moto� d�ive� �owe�ed t��ou�� t��ee �ins sc�ew 
te�mina�s it consists of �ins moto� �owe� fo��owed by ��ound 
and 5 vo�ts �o�ic �owe� su���y. 

4) Se�vo moto� 
 Se�vo moto� is �a�t of c�osed-�oo� system w�ic� is a se�f-

contained e�ect�ica� device, t�at �otate �a�ts of a mac�ine wit� 
�i�� efficiency and wit� ��eat ��ecision. it ��ovides a ��ecise 
cont�o� on t�e movement of its d�ive s�aft; it mi��t be t�e best 
c�oice. Inte�na��y a Se�vo moto� is divided into two main 
sections: mec�anica� section, w�ic� contains   �ea� t�at ��oduce 
a �ow-s�eed �i�� to��ue out�ut e�ect�onic section: Se�vo Moto�s 
uses �otentiomete� as feedbac� senso� t�at sends si�na� to PCB 
about t�e cu��ent �osition of Se�vo moto�. 

 
Fi�4. L298N moto� d�ive� 

 

5) U�t�asonic senso� 
 An u�t�asonic senso� is a device t�at uses �i�� f�e�uency 

sound waves to detect and �ocate objects. U�t�asonic senso�s 
wo�� by emittin� a �i�� f�e�uency sound wave t�at bounces off 
nea�by objects and �etu�ns to t�e senso�. T�e senso� t�en 
measu�es t�e time it ta�es fo� t�e wave to �etu�n, �ivin� t�e 
distance to t�at object.  It o�e�ates at f�e�uencies �i��e� t�an 20 
�Hz, w�ic� is beyond t�e �an�e of �uman �ea�in�.  

Because fi�efi��tin� �obots s�ou�d be ab�e to sense t�in�s 
wit� enou�� �imits to �et �obots to �eact and t�ave� a���o��iate�y. 
T�e existin� senso�s u�t�asonic senso�s suit mo�e. T�ese senso�s 
�ave seve�a� advanta�es: t�ey a�e �ow cost, �ave a wide 
detection �an�e f�om a few centimete�s u� to 10 mete�s, and can 
detect bot� so�id and soft objects [1]. T�e basic com�onents of 
an u�t�asonic senso� a�e an emitte�, a �eceive�, and a cont�o� 
ci�cuit. T�e emitte� ��oduces �i�� f�e�uency sound waves t�at 
��o�a�ate outwa�d in a beam. (�en t�ese waves �it an object, 
some of t�e waves �ef�ect towa�ds t�e �eceive�. T�e �eceive� t�en 
detects t�ese �ef�ected waves and conve�ts t�em into e�ect�ica� 
si�na�s. T�e cont�o� ci�cuit ana�yzes t�ese si�na�s to dete�mine 
t�e distance to t�e object. 
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Fi�5. U�t�asonic senso� 

6) F �ame senso� 
It is a device used to detect and �es�ond to t�e ��esence of a 

f�ame o� fi�e. T�e most common ty�e of f�ame senso� is t�e 
inf�a�ed f�ame detecto�. Inf�a�ed f�ame detecto�s wo�� by 
detectin� inf�a�ed �adiation emitted by f�ames. Inf�a�ed f�ame 
detecto�s ty�ica��y consist of an inf�a�ed senso� t�at is sensitive 
to t�e s�ecific wave�en�t�s of inf�a�ed �i��t emitted by f�ames. 
(�en a f�ame ente�s t�e senso�'s fie�d of view, t�e inf�a�ed 
�adiation emitted by t�e f�ame is detected. T�is t�i��e�s an a�a�m 
condition, w�ic� can activate a fi�e su���ession system o� ot�e� 
safety �es�onse. In fi�efi��tin� �obots, fi�e senso�s can be 
consid�ed as �obot eyes to discove� sou�ces of fi�e. It can be 
uti�ized to identify fi�e based on wave�en�t� of t�e �i��t [1]. 
F�ame senso� �as two si�na�: a di�ita� Out�ut �ives two �ind of 
info�mation t�at it’s �as f�ame o� non-f�ame, and Ana�o� Out�ut 
�ins wi�� detect exact wave�en�t� of diffe�ent �i��t. 

Inside t�e senso� is a s�ecia� fi�te� t�at on�y a��ows inf�a�ed 
wave�en�t�s associated wit� f�ames to �eac� t�e senso� e�ement. 
T�is �e��s e�iminate fa�se a�a�ms f�om ot�e� inf�a�ed sou�ces 
�i�e sun�i��t. T�e senso� e�ement is ty�ica��y made of a mate�ia� 
t�at �ene�ates an e�ect�ica� cu��ent w�en ex�osed to inf�a�ed 
�adiation. T�e �a��e� t�e f�ame, t�e inf�a�ed �adiation is detected 
and t�e ��eate� t�e e�ect�ica� cu��ent ��oduced. F�ame senso�s 
��ovide a fast and �e�iab�e way to detect f�ames and activate 
safety systems. 

 
Fi�6.     F�am senso� 

 

7) (ate� �um� 
A 5V  wate� �um� is a sma�� wate� �um� t�at �uns on 5 vo�ts 

of DC �owe�. T�ey a�e common�y used in a�ua�iums, fountains, 
and ot�e� sma�� wate� ci�cu�ation systems. 5V  �um�s a�e 
ty�ica��y ve�y sma��, wit� �um�s �eads �an�in� f�om just a few 
centimete�s u� to a�ound 15 centimete�s.   Since t�ey �un on 5 
vo�ts, 5V  wate� �um�s �e�ui�e a �ow-�owe� DC �owe� sou�ce 
�i�e a USB ada�te� o� batte�y �ac�. T�ey a�e desi�ned to �um� 
�e�ative�y sma�� vo�umes of wate�, usua��y measu�ed in �ite�s �e� 
�ou� �at�e� t�an �a��ons �e� minute �i�e �a��e� �um�s. 

 

 

 

 
Fi�7. (ate� �um� 

8) Re�ay modu�e 
A �e�ay is an e�ect�ica��y o�e�ated switc� t�at can be tu�ned 

on o� off, �ettin� t�e cu��ent �o t��ou�� o� not, and can be 
cont�o��ed wit� �ow vo�ta�es, �i�e t�e 5V  ��ovided by t�e 
A�duino �ins. It is used �e�e, to cont�o� t�e wate� �um� (tu�n it 
on /off). 

 
Fi�8. Re�ay modu�e 

B. Softwo�e  
A�duino IDE (Inte��ated Deve�o�ment Envi�onment) is an 

o�en-sou�ce softwa�e ��atfo�m used to w�ite, com�i�e, and 
u��oad code to A�duino mic�ocont�o��e� boa�ds deve�o�ed by 
A�duino.cc. It consists of many �ib�a�ies and a set of exam��es, 
it su��o�ts C and C++ ��o��ammin� �an�ua�e .it used to �et 
sta�ted wit� e�ect�onics ��o��ammin� and �obotics, and bui�d 
inte�active ��ototy�es. 

P�o��ams w�itten usin� A�duino Softwa�e (IDE) a�e ca��ed 
s�etc�es. T�ese s�etc�es a�e w�itten in t�e text edito� and a�e 
saved wit� t�e fi�e extension. 

A�duino ��o��ams can be divided in t��ee main �a�ts 
st�uctu�e, va�ues (va�iab�es and constants ), and functions. 

Let ta�e in conside�ation t�e st�uctu�e w�ic� consists of two 
main functions: 

Setu� () function: 

T�e setu� () function is ca��ed w�en a s�etc� sta�ts. It is used 
to initia�ize t�e va�iab�es, �in modes, sta�t usin� �ib�a�ies, etc. 
T�e setu� function wi�� on�y �un once, afte� eac� �owe� u� o� 
�eset of t�e A�duino boa�d. 

Loo� () function: 

T�e �oo� function, inte��a� to A�duino ��o��ammin�, 
o�e�ates continuous�y afte� t�e setu� function. Its ��ima�y �o�e 
is to execute t�e main ��o��am �o�ic �e�eated�y unti� t�e 
A�duino  

boa�d is �owe�ed off o� �eset. (it�in t�is function, tas�s 
suc� as �eadin� in�uts, ��ocessin� data, and cont�o��in� out�uts 
a�e �e�fo�med based on t�e defined ��o��am inst�uctions. 
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III.  IMPLEMENTATION 
T�e �u��ose �e�e, is to ��esent t�e ��o�osed system’s 

�a�dwa�e desi�n and im��ementation. T�is ��ovides a fu�� 
ex��anation of t�e system’s com�onents, t�ei� functions, and 
�ow t�ey a�e �in�ed to�et�e� to ma�e t�e system. A�so, cove� t�e 
��ocess of assemb�in� t�e �a�dwa�e and confi�u�in� t�e system, 
as we�� as s�ow t�e �esu�ts of any tests �e�fo�med to ensu�e t�e 
system is wo��in� ��o�e��y. 

T�e �a�e� uses a f�ame senso� w�en t�e fi�e is detected, t�e 
ca� �oes towa�ds t�e desi�ed ��ace usin� U�t�asonic senso� 
��aced on t�e f�ont of t�e ca� to detect any obstac�es in its way.  

(�en an im�ediment is detected, t�e ca� avoids it by 
c�an�in� di�ection usin� se�vo moto� and continues movin� 
towa�ds t�e fi�e sou�ce. 

A. Desi�n t�e Ha�dwa�e A�c�itectu�e  
T�e �obot ca�’s �a�dwa�e a�c�itectu�e inco��o�ates a �obust 

system fo� obstac�e avoidance and fi�e-fi��tin� ca�abi�ities. Fo� 
obstac�e avoidance, u�t�asonic senso�s a�e st�ate�ica��y ��aced at 
t�e f�ont of t�e ca� to detect obstac�es wit�in t�e vicinity. T�is 
senso� ��ovides �ea�-time distance measu�ements to t�e 
mic�ocont�o��e�, w�ic� ��ocesses t�e data and adjusts t�e ca�’s 
�at� by cont�o��in� t�e moto�s t��ou�� moto� d�ive�s. T�is 
ensu�es t�e ca� can navi�ate a�ound obstac�es smoot��y and 
efficient�y. And t�is �a�t is �e��esented in t�e Fo��owin� ci�cuit 
Fi�9: 

 
Fi�9. Obstac�e avoidance ci�cuit 

Fo� fi�efi��tin� �a�t, f�ame senso�s a�e insta��ed to detect 
�eat sou�ces t�at si�nify t�e ��esence of fi�e. U�on detection, t�e 
mic�ocont�o��e� activates t�e fi�e extin�uis�in� mec�anism, 
w�ic� inc�udes a wate� �um�. T�e combination of t�ese systems 
a��ows t�e �obot ca� to autonomous�y navi�ate its envi�onment 
w�i�e effective�y add�essin� fi�e �aza�ds. (e combine t�e 
fi�efi��tin� to t�e ��evious ci�cuit as s�own be�ow: 

 
Fi�10. Inte�facin� of t�e ove�a�� ci�cuit 

     

(e deve�o� t�e A�duino s�etc� (code) to cont�o� t�e ca�'s 
be�avio�. T�is invo�ves ��o��ammin� t�e A�duino to: 

 Read data f�om t�e f�ame senso� modu�e to detect 
t�e ��esence of fi�e. 

Read data f�om t�e u�t�asonic senso� modu�e to detect 
obstac�es. 

 Ma�e decisions based on senso� data to navi�ate 
towa�d t�e fi�e sou�ce and avoid obstac�es. 

 Cont�o� t�e moto�s to move t�e ca� and adjust its 
di�ection. 

 Activate t�e wate� �um� to extin�uis� t�e fi�e. 

T�e ove�a�� code wit� some comments is ex�ibited on fi�u�e: 
fi�11. 

 
Fi�11. Gene�a� f�owc�a�t 

B. Resu�ts and functiona� testin� 
T�e im��ementation yie�ded ��omisin� �esu�ts, wit� t�e 

obstac�e-avoidin� and fi�e-fi��tin� sma�t ca� demonst�atin� 
�obust functiona�ity du�in� testin�. T�e �obot's obstac�e 
avoidance system �e�fo�med admi�ab�y, uti�izin� t�e u�t�asonic 
senso� to accu�ate�y detect nea�by objects and obstac�es. By 
emittin� sound waves and ana�yzin� t�ei� �ef�ections, t�e ca� 
autonomous�y adjusted its t�ajecto�y to navi�ate t��ou�� 
com��ex envi�onments, s�owcasin� its abi�ity to maneuve� 
safe�y and effective�y. Additiona��y, t�e fi�e detection system 
��oved to be �i���y �e�iab�e, ��om�t�y identifyin� f�ames usin� 
t�e f�ame senso� and t�i��e�in� t�e activation of t�e fi�e 
extin�uis�in� mec�anism. T�is swift �es�onse to fi�e incidents 
�i���i��ts t�e system's effectiveness in miti�atin� �otentia� 
�aza�ds and ensu�in� t�e safety of bot� t�e �obot and its 
su��oundin�s. 

T��ou��out t�e deve�o�ment ��ocess, we encounte�ed 
va�ious obstac�es t�at tested ou� ��ob�em-so�vin� abi�ities and 
tec�nica� ex�e�tise. One si�nificant c�a��en�e a�ose w�en t�e 
f�ame senso� initia��y st�u���ed to �e�iab�y detect f�ames, �eadin� 
to de�ays in t�e fi�e detection ��ocess. T�is issue �e�ui�ed 
extensive t�oub�es�ootin� and adjustment of senso� �a�amete�s 
to en�ance its sensitivity and accu�acy. Additiona��y, we faced 
c�a��en�es wit� t�e moto� d�ive� modu�e, encounte�in� issues 
wit� moto� cont�o� and coo�dination. Fine-tunin� t�e moto� 
d�ive� settin�s and ensu�in� ��o�e� communication between t�e 
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mic�ocont�o��e� and moto�s ��oved to be a com��ex tas�. 
Fu�t�e�mo�e, inte��ation c�a��en�es between �a�dwa�e 
com�onents occasiona��y dis�u�ted system functiona�ity, 
�e�ui�in� t�o�ou�� ana�ysis and adjustments to o�timize 
�e�fo�mance. Des�ite t�ese obstac�es, co��abo�ative ��ob�em- 
so�vin� effo�ts and �e�sistent ex�e�imentation enab�ed us to 

 

 

 
Fi�12. Ove�a�� code of �obot 

 

ove�come t�ese c�a��en�es and �efine ou� system to ac�ieve 
t�e desi�ed functiona�ity. Eac� c�a��en�e ��esented va�uab�e 
�ea�nin� o��o�tunities, a��owin� us to dee�en ou� unde�standin� 
of �a�dwa�e-softwa�e inte��ation and �efine ou� en�inee�in� 
s�i��s. 

Inte��atin� a came�a, B�uetoot� communication, GPS, and 
an a�a�m system into t�e ci�cuit can si�nificant�y en�ance its 
ca�abi�ities and ma�e it mo�e effective in detectin� and 
�es�ondin� to fi�e incidents. He�e's �ow you can inco��o�ate 
t�ese featu�es into you� system: 

 Came�a fo� Fi�e A ction Reco�din�: 

Inte��ate a came�a modu�e ca�ab�e of ca�tu�in� �i��-�ua�ity 
video foota�e. 

Im��ement a��o�it�ms fo� fi�e detection usin� ima�e 
��ocessin� tec�ni�ues. 

Confi�u�e t�e came�a to �eco�d video foota�e w�en a fi�e is 
detected, ��ovidin� visua� documentation of t�e incident. 

 B�uetoot� Communication fo� Sta�e�o�de� 
Notification: 

Add a B�uetoot� modu�e to ou� system fo� wi�e�ess 
communication. 

Deve�o� a notification system t�at sends messa�es to 
sta�e�o�de�s (e.�., bui�din� occu�ants, eme��ency se�vices) 
w�en a fi�e is detected. 

Inc�ude �e�evant info�mation suc� as t�e �ocation of t�e fi�e, 
timestam�, and inst�uctions fo� evacuation o� �es�onse. 

 GPS fo� Fi�e Location Re�o�tin�: 

Inte��ate a GPS modu�e to dete�mine t�e �obot's �ocation 
accu�ate�y. 

Deve�o� a��o�it�ms to detect and �oca�ize t�e sou�ce of t�e 
fi�e usin� senso� data and envi�onmenta� cues. 

Send t�e ��ecise �ocation of t�e fi�e to sta�e�o�de�s o� 
eme��ency se�vices via B�uetoot� o� ot�e� communication 
c�anne�s. 

 A �a�m System fo� Immediate A �e�tin�: 

Im��ement an a�a�m system t�at t�i��e�s a �oud sound o� 
visua� a�e�t w�en a fi�e is detected. 

Desi�n t�e a�a�m system to be �i���y noticeab�e and 
attention-��abbin� to ��om�t immediate action f�om nea�by 
individua�s. 

Ensu�e t�e a�a�m system is inte��ated seam�ess�y wit� t�e 
fi�e detection and notification mec�anisms. 

By inte��atin� t�ese featu�es, we can c�eate a com��e�ensive 
fi�e detection and �es�onse system t�at not on�y detects fi�es but 
a�so communicates wit� sta�e�o�de�s, �e�o�ts t�e fi�e's �ocation, 
and a�e�ts individua�s to ta�e immediate action. Ensu�e t�o�ou�� 
testin� and va�idation of t�e inte��ated system to ve�ify its 
functiona�ity and �e�iabi�ity in �ea�-wo��d scena�ios. 
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IV . CONCLUSION 
Fi�efi��tin� is a dan�e�ous job t�at �e�ui�es s��it-second 

decisions, �uic� �ef�exes. Fi�efi��te�s often face smo�e, f�ames, 
and deb�is t�at can b�oc� t�ei� �at� to victims o� �inde� t�ei� 
esca�e. In �es�onse, we decided to sta�t t�is wo�� to find ways 
to �ut an end to t�ese disaste�s and t�ei� conse�uences by a 
fi�ebot t�at may �e�� save �ives by navi�atin� fi�es and obstac�es 
t�at wou�d be difficu�t o� dan�e�ous fo� �umans. 

T�is wo�� ��ays a c�ucia� �o�e in dai�y �ife by en�ancin� t�e 
efficiency and effectiveness of fi�efi��tin� o�e�ations. T�ese 
ve�ic�es a�e e�ui��ed wit� advanced tec�no�o�y and automated 
systems t�at enab�e t�em to swift�y �es�ond to fi�e eme��encies 
wit� minima� �uman inte�vention. By autonomous�y detectin�, 
extin�uis�in�, and containin� fi�es, t�at can �educe �es�onse 
times. Additiona��y, automatic fi�e-fi��tin� ca�s can access 
�aza�dous envi�onments t�at may be unsafe fo� �uman 
fi�efi��te�s, a��owin� t�em to tac��e fi�es in c�a��en�in� 
conditions mo�e effective�y.  

T�e ca� is e�ui��ed wit� senso�s �i�e f�ame senso�s, and 
u�t�asonic senso�s. T�e f�ame senso� detects t�e ��esence of fi�e. 
Once a fi�e is detected, t�e ca� navi�ates towa�ds t�e sou�ce 
usin� an U�t�asonic senso� ��aced on t�e f�ont of t�e ca� to detect 
any obstac�es in its �at�. (�en an obstac�e is detected, t�e ca� 
avoids it by c�an�in� di�ection and continues movin� towa�ds 
t�e fi�e sou�ce.   

It is a�so e�ui��ed wit� a wate� �um� and nozz�e t�at is 
activated once t�e ca� �eac�es t�e fi�e sou�ce. T�e nozz�e s��ays 
wate� to �ut out t�e fi�e. 

Bui�din� t�is automatic fi�e fi��tin� ca� invo�ves e�ect�onics 
and codin�. But t�e �esu�t is �uite im��essive! (it� fu�t�e� 
im��ovements, t�is tec�no�o�y cou�d be used to bui�d 
autonomous fi�efi��tin� �obots t�at can assist fi�efi��te�s in 
dan�e�ous situations. 
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Abstract—As cyber threats to industrial controls systems
(ICT) evolve , effective intrusion detection and classification
mechanisms are needed for protecting critical infrastructure.
This study presents a comparative analysis of deep learning
(DL) and traditional machine learning (ML) models for intrusion
classification using a public Modbus TCP/IP communication data
from industrial control systems. We evaluate the performance of
XGBoost, Random Forest, Decision Tree, Multilayer Perceptron
(MLP), and Recurrent Neural Networks (RNN) models based on
key metrics, including precision, recall, and F1-score. the results
shows that traditional ML models outperformed deep learning
models in classification accuracy and efficiency.

Index Terms—intrusion Detection System (IDS) , Power Grid
Cybersecurity, Modbus TCP/IP, Machine Learning.

I. INTRODUCTION

The rapid adoption of the Industry 4.0 has led to the inter-

connection of industrial machines and devices through indus-

trial field networks and internet [1].Industrial Control Systems

(ICS) integrate Information Technology (IT) and Operational

Technology (OT) and play a vital role in monitoring and

controlling critical infrastructure such as power grids offering

benefits in terms of efficiency and automation[2, 3]. The

increasing number of cyberattacks targeting ICS, including

prominent incidents like the Stuxnet attack on Iran’s nuclear

facilities [4], and the ransomware attack on the American oil

pipeline [5], highlights the significant economic and opera-

tional consequences of such threats. Therefore implementing

robust cybersecurity defense mechanisms are essential for ICS

environments [6]. One of the key strategies for protecting these

systems is the use of Intrusion Detection Systems (IDS). IDS

continuously monitor network traffic and system activities to

detect anomalies that may indicate malicious behavior [7, 3]

Recently, due to the increasing complexity of cyber threats the

use of advanced detection methods involving machine learning

(ML) and deep learning (DL) techniques has gained traction

in research [8].

Prior work has studied various machine learning techniques

for ICS intrusion detection.Authors of the dataset [6] compared

between the performance of support vector machine (SVM) ,

Isolation Forest (IF) , Neural Network (NN) and One-Class

SVM. Ning et al [9] proposed the use of the generative

adversarial network (GAN) for synthetic data generation and

the deep neural network (DNN) model for intrusion detec-

tion.Authors in [3] introduced a DNN with multi-attention

blocks for capturing core features, and with residual blocks

to avoid gradient vanishing problem. More recent work in

[10] implemented a CNN with and without data augmentation

through GAN. although the mentioned studies achieves a good

detection performance , they introduce the use of complex,

high-computation approaches that require extensive time and.

data manipulation. This study aims to compare the effective-

ness of stand-alone traditional ML models and DL models

for intrusion classification in ICS systems using the original

Modbus TCP/IP communications dataset [6].

The performance of extreme gradient boosting (XGBoost),

Random Forest (RF), Decision Tree (DT), Multi layer percep-

tion ( MLP), and Recurrent Neural Networks( RNN) models is

evaluated using metrics such as precision, recall, and F1-score,

examining the effectiveness of each model for this intrusion

classification problem.

II. METHODOLOGY

A. Electra Modbus Dataset

The electra Modbus dataset [6] used in this study was gen-

erated during normal and abnormal operation using a testbed

that models the behavior of an electric traction substation used

in a real high-speed railway area. the testbed shown in figure

1is composed of 5 PLCS (1 master PLC and 4 slave PLCs) , a

SCADA system , a firewall, a switch, some ICS devices, and

a device that can launch man-in-the-middle (MitM) attacks.

The SCADA system consists of a Nanobox (A1) and an HMI

(A4) and acts as a master of both Modbus slaves A2 and A3.

Table I summaries the number of samples contained in the

dataset after removing duplicates. The resulted Modbus dataset

contains 11 features which are described in Table II
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Fig. 1. Industrial testbed used to collect network traffic

TABLE I
ELECTRA SUBSET SAMPLES DISTRIBUTION

Subset Normal Samples Anomalous Samples Total Samples

Modbus 24409 17299 41708

The dataset contains 41708 samples labeled as normal traffic

and 7 types of attacks launched at the testbed , table III present

the different ratios of each attack classes with in the data.

1) Preprocessing Steps: Before applying the models we

ensure the quality and integrity of the dataset, a certain

preprocessing steps are conducted.Firstly duplicate samples

were identified and removed to avoid bias in model training

and evaluation.Then label encoding was employed to deal with

categorical features.After that all numerical features, including

those resulting from label encoding, were scaled using Min-

Max scaling 1.Finally we convert attack categories into a

numeric values through label encoding or training the models.

Xscaled =
X −Xmin

Xmax −Xmin

(1)

where:

• X is the original feature value,

• Xmin is the minimum value of the feature in the dataset,

• Xmax is the maximum value of the feature in the dataset,

• Xscaled is the normalized feature value, scaled between 0

and 1.

To ensure proper evaluation of the model’s performance, the

dataset was split into training and testing subsets as shown in

IV.We used an 80-20 split for training and testing,The training

data was used to train the used models, while the test set

remain unseen for evaluation.

B. Model Selection

In this study, we evaluate traditional machine learning (ML)

models and deep learning (DL) models for the task of intrusion

classification in Industrial Control system.We experiment with

several well-established algorithms from both the ML and DL

domains and assess their performance on the dataset derived

from Modbus TCP/IP communication.

Traditional ML models such as XGBoost [11], Random

Forest [12], and Decision Tree [13] are selected due to their

TABLE II
FEATURE DESCRIPTION OF DATASET

Feature Description Data Type

time Timestamp String

smac Source MAC address String

dmac Destination MAC address String

sip Source IP address String

dip Destination IP address String

request Indicates whether the packet is a request (packet
from master to slave)

Boolean

fc Function code Integer

error Indicates whether there has been an error in the
reading/writing operation

Boolean

madd Memory address to perform read/write operation Integer

data Data exchanged during read/write operations Integer

label Label for attacks and normal samples String

TABLE III
ATTACK CLASSES OF THE ELECTRA MODBUS DATASET

Classes Percentage of Samples

Normal 94.8%

Function code recognition attack 0.19%

Response modification attack 0.1%

Force error in response attack 0.007%

Read attack 4.83%

Write attack 0.06%

Replay attack 0.006%

proven effectiveness in handling structured data and, inter-

pretable results. In contrast, Multilayer Perception (MLP) [14]

and Recurrent Neural Networks (RNNs) [15] represent deep

learning approaches that are capable of capturing complex,

non-linear relationships and temporal characteristics, respec-

tively

By comparing the performance of these models, we aim to

identify the most suitable approach for intrusion classification

.

1) Model Training and Evaluation: Each model will be

trained using the same training set (as described in IV). The

models will be trained using standard supervised learning

techniques, with default parameters for each model . For

deep learning models, we employ a simple architecture to

ensure both effective learning and computational efficiency.

The Multilayer Perceptron (MLP) consists of two hidden

layers with 128 and 64 neurons respectivelly .The Recurrent

Neural Network consists of an LSTM layer with 64 units

followed by a dense layer with 128 neurons.

In order to asses the performance of the models, several key

metrics will be used.

• Precision: Precision measures the proportion of true

positive predictions out of all the instances classified as

positive (i.e., attacks).

Precision =
TP

TP + FP

Where:

– TP = True Positives (correctly identified attacks)

– FP = False Positives (incorrectly identified as at-

tacks)
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TABLE IV
TRAIN-TEST SPLIT

max width=
Dataset Total Samples Attack Samples Normal Samples

Training Set 33366 13850 19516

Test Set 8342 3449 4893

• Recall: Recall, or sensitivity, evaluates the model’s ability

to correctly identify all actual positive cases (i.e., attacks).

Recall =
TP

TP + FN

Where:

– FN = False Negatives (attacks incorrectly classified

as normal)

• F1-Score: The F1-Score is the harmonic mean of pre-

cision and recall. It provides a balanced measure of

the model’s ability to correctly identify both attack and

normal classes,

F1-Score = 2×
Precision × Recall

Precision + Recall

• Accuracy: Accuracy provides the overall percentage of

correct predictions (both normal and attack) made by the

model.

Accuracy =
TP + TN

TP + TN + FP + FN

Where:

– TN = True Negatives (correctly identified normal

cases)

• Confusion Matrix: A confusion matrix is used to vi-

sualize the performance of the classification model by

showing the actual versus predicted classifications.

III. RESULTS AND DISCUSSION

TableV summarizes the numerical performance of each

model across the various evaluation metrics. The results in-

dicate that XGBoost achieved the highest performance among

all models, with an F1 score of 99.94%, closely followed

by Random Forest and Decision Tree with F1 score of

99.91% and 99.90% respectively. highlighting the strength

of ML methods in handling the Modbus TCP/IP dataset.

Deep learning models, both MLP and RNN, showed lower

performance, with anf F1 score of 99.70% for MLP model and

98.22% for RNN .This suggests that ML models may better

exploit the feature set of this dataset, likely due to the lack of

strong temporal patterns in the data and deep learning models

typically require larger training datasets to capture complex

patterns and achieve optimal performance which wasn’t the

case for the used dataset.

Although detection performance is critical, ensuring com-

putational efficiency is also important in industrial control

systems applications, the analysis of training and inference

times for different models VI indicates that Decision Tree

, Random Forest and MLP model are faster to train and

TABLE V
MODEL PERFORMANCE METRICS

Model Accuracy Precision Recall F1-Score

XGBoost 0.999401 0.999410 0.999401 0.999381

Random Forest 0.999161 0.999162 0.999161 0.999156

Decision Tree 0.999041 0.999042 0.999041 0.999016

Neural Network 0.997003 0.997244 0.997003 0.997052

RNN 0.986694 0.987370 0.986694 0.982254

inference, with Decision Tree being the most computationally

efficient. However, XGBoost achieves a good balance between

training time and inference performance, making it suitable

for real-time applications.the RNN’s higher computational cost

may limit its usage with in the intrusion detection context.

TABLE VI
COMPARISON OF TRAINING AND INFERENCE TIMES FOR DIFFERENT

MODELS

Model Training

Time

(seconds)

Inference

Time per

Sample

(millisec-

onds)

Total

Inference

Time

(seconds)

XGBoost 11.83 0.0001 0.04

Random Forest 3.52 0.0145 0.12

Decision Tree 0.06 0.0011 0.01

Neural Network (MLP) 1.68 0.0001 0.08

RNN 59.80 0.0002 1.48

We further investigate the confusion matrix of the best-

performing model, XGBoost, to gain deeper insights into

the classification behavior. The resulting confusion matrix is

shown in Figure 2, where the rows represent the actual labels

and the columns represent the predicted labels.The model suc-

cessfully predicts the ”Normal” class with no false positives,

as evidenced by 4882 correct predictions. It also performs

well with the ”Read Attack” class, correctly identifying 534

instances, and the ”Recognition Attack” class, with 50 correct

predictions. Misclassifications are minimal , such a ”Replay

Attack” instance incorrectly labeled as ”Read Attack,” and a

”Write Attack” instance misclassified as ”Recognition Attack.

IV. CONCLUSION

This study compared the performance of machine learning

(ML) models and deep learning (DL) models for intrusion

classification in Indusrial control systems using a Modbus

TCP/IP dataset.XGBoost demonstrated the highest accuracy

and performance, followed by Random Forest and Decision

Tree models. Although deep learning models, particularly

MLP, showed promise, their performance was slightly lower

due to the limited size of the training data.Future work should

focus on expanding training datasets to improve deep learning

models and exploring hybrid ML-DL approaches.
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Fig. 2. Confusion Matrix for XGBoost Model
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Abstract—this work addresses the problem of speech 

enhancement by adaptive and blind source separation 

techniques. We propose a new two-channel forward 

partial update algorithm for acoustic noise reduction 

and speech quality enhancement application. This new 

algorithm is got by the use of a new coefficients update 

to control adaptive NLMS cross filters by using of the 

cross-correlation of the output error signal and the 

noisy observation. We focus on the comparison between 

our proposed algorithm with it conventional version 

TC-SM-PU-NLMS, in terms of speed convergence and 

stability. In order to examine the good performance of 

this proposed algorithm, we have evaluated it through 

three objective criteria: System Mismatch (SM), 

Segmental Mean Square Error (SegMSE) and the 

Segmental SNR (SegSNR). 

 

Keywords—speech enhancement, adaptive algorithm, 

convergence speed, variable-step-size, correlation, MSE. 

1. INTRODUCTION  

Usually in the systems telecommunication as hand-
free mobile, teleconferencing systems and hearing 
aids, we use a variation of adaptive filters [1-2]. In 
these adaptive filters algorithms that we are often 
used on these applications, we the least mean square 
(LMS), the normalized least mean square (NLMS), 
the affine projection (AP) and the recursive least 
squares (RLS) algorithms. By using these adaptive 
filters algorithms in the real time, we have to respect 
one the most important proprieties of the 
implementation that is the computational complexity. 
The computational complexity of these adaptive 
algorithms must be taken in consideration. We find a 
various approaches that have been proposed to solve 
this problem of the computational complexity. We 
note two proposed techniques of the most important 
approaches that reducing the problem of the 
computational complexity of many adaptive 
algorithms. The first one, we note the partial update 
(PU) approach of the adaptive filter coefficients [3-
6]. The second one is the set membership filtering [7-
11]. We can also note a combination of these two last 
approaches (i.e. note the partial update approach and 
the set membership filtering) that called as the set 
membership partial update filtering (SM-PU) [8].    In 
one of the most popular techniques for acoustic noise 
reduction (ANR), we find the blind source separation 
technique (BSS). This last technique is used to find 
the original source signals by using only 

information’s of mixed signals observed in the two 
input channel. Recently several two channel 
algorithms are proposed to solve the problem the 
blind source separation. We note two‐sensors forward 
BSS structure [13]. In this work, we propose a new 
algorithm of the two channel set membership partial 
update normalized least mean square (TC-SM-PU-
NLMS) algorithm for the acoustic noise reduction 
and speech quality enhancement applications. The 
rest of this article is organized as follows: In Section 
2 is for the description of the classical one channel set 
membership partial update filtering especially the 
OC-SM-PU-NLMS. The section 3 describes the two 
channel mixing model. The mathematical derivation 
of the proposed two channel set membership partial 
update NLMS basing on controlling energy and 
correlation algorithm is given in Section 4. The 
analysis of simulations results are reported on Section 
5, and finally a conclusion is given in Section 6. 

2. CLASSICAL PARTIAL UPDATE 

FILTERING ALGORITHMS 

In this section, we describe the important 
mathematical derivation of the one channel set 
membership partial update normalized least mean 
squares (OC-SM-PU-NLMS) algorithm that is 
presented in [3].  

 

 
 

 

- 

 
 

 
 

 
 

 
 

Fig. 1. One Channel PU-NLMS [3]. 

The OC-SM-PU-NLMS is combined especially of 
the two mains ideas: the first one is the partial 
updating approach presented in [3-6] and the second 
one we note the set-membership filtering approach 
that is given in [7-11]. 

The partial updating approach is based principally on 
derive an algorithm that updates only ܮ coefficients 
from the all of ሺN+1) filter coefficients. Firstly, we 
partition the input source signal vector ࢞ሺ݇ሻ, and 
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respectively the adaptive filter vector ࢝ሺ݇ሻ into � blocks equal coefficients, where each blocks has ܮ coefficients. As follow: ࢞ሺ݇ሻ = ሺ݇ݔ ሺ݇ሻݔ] − ͳሻ … ሺ݇ݔ  − ܰ + ͳሻ]் = ሺ݇ሻଶ்்࢞ ሺ݇ሻ1࢞] ሺ݇ሻ࢝ ሺ݇ሻ�்]்            (1)࢞       …    = ሺ݇ݓ ሺ݇ሻݓ] − ͳሻ      … ሺ݇ݓ     − ܰ + ͳሻ]் = ሺ݇ሻ1்࢝] ሺ݇ሻଶ்࢝  ሺ݇ሻ�்]்               (2)࢝       …   

According to Fig. 1, the estimated output error signal  ݁ሺ݇ሻ is given by the following equation: ݁ሺ݇ሻ = ݀ሺ݇ሻ −  ሺ݇ሻ                  (3)࢞ሺ݇ሻ்࢝

Where the signal ݀ሺ݇ሻ =  ሺ݇ሻ்�ሺ݇ሻ represent the࢞
desired signal and  �ሺ݇ሻ is a real impulse response. 
The first aim in PU-NLMS algorithm is to find an 
adaptive algorithm that updates only ܾܰ blocks from 
the total � available blocks. Let the chosen ܰ ܾ blocks 
to be specified by the following index set: �ே�ሺ݇ሻ = {�1ሺ݇ሻ�ଶሺ݇ሻ      …      �ே�ሺ݇ሻ}       (4) 

The main idea in set-membership filtering approach 
is to find a coefficient filter vector that minimizes the 
Euclidean distance ‖�ሺk + ͳሻ − �ሺkሻ‖ଶ  subject to 
the constraint �ሺkሻ ∈ �k but with the additional 
constraint of update only ܾܰ coefficients. ࢝ሺ݇ሻ ∈ �ࡴ       ⟺ ሺ݇ሻ࢝}    ∈ ℝ; |݁ሺ݇ሻ| >  (5)   {ߛ

Where ߛ is a scalar parameter that defines the 
threshold error [3]. The relation update is given by the 
following relations:  

ሺ݇ሻ࢝ = ሺ݇ݓ} − ͳሻ + ሺ݇ሻߤ ሺ�ሻ࢞ሺ�ሻ��ಿ�ሺ�ሻ‖��ಿ�ሺ�ሻ࢞ሺ�ሻ‖మ+ఋ  �݂  |݁ሺ݇ሻ| > ሺ݇ݓߛ − ͳሻ                                   ݈݁�݁     (6) 

and ߤሺ݇ሻ = ͳ − ఊ|ሺ�ሻ|                          (7) 

where |.| symbolizes the magnitude operator and ߤሺ݇ሻ is a variable step size. 
 

3. CONVOLUTED  MIXING MODEL 

In this section, we present the two-channel 
convoluted mixing model that is used in our 
simulations. This model allows to mix two 
uncorrelated sources that are respectively the speech 
signal �ሺ݊ሻ in the first input and the punctual noise ܾሺ݊ሻ in the second input as shown in Fig. 2[12-13].   

 
 

 
   

 

 
 

 
 

 
  

Figure 2.The mixing model [12-13]. 

 

where ℎ1ଶሺ݇ሻ and  ℎଶ1ሺ݇ሻ represent the mutual 
impulse responses. According to this figure, the 
observed signals 1ሺ݇ሻ and ଶሺ݇ሻof this model can 
be given by the following relations:  1ሺ݇ሻ = �ሺ݇ሻ + ܾሺ݇ሻ ∗ ℎଶ1ሺ݇ሻ              (8) ଶሺ݇ሻ = ܾሺ݇ሻ + �ሺ݇ሻ ∗ ℎ1ଶሺ݇ሻ              (9) 

Where * symbolize the convolution operator.    

4. THE MATHEMATICAL DERIVATION OF 

THE NEW PROPOSED TC-SM-PU-NLMS 

ALGORITHM 

The mathematical derivation of the proposed two 
channel set membership partial update normalized 
least mean square based on controlling energy and 
correlation algorithm is given in this section. In the 
first, the mixing signals 1ሺ݇ሻ and  ଶሺ݇ሻ obtained 
from section 3 will be injected on the inputs of the 
forward blind source separation (FBSS) structure 
illustrated in Fig.3. The observed outputs signal �1ሺ݇ሻand �ଶሺ݇ሻ are given as follows: �1ሺ݇ሻ = 1ሺ݇ሻ − ଶሺ݇ሻ ∗ ଶ1ሺ݇ሻ              (10) �ଶሺ݇ሻݓ = ଶሺ݇ሻ − 1ሺ݇ሻ ∗  1ଶሺ݇ሻ              (11)ݓ

the insetion of the equations (8) and (9) in (10) and 
(11) respectively, and by using the optimality 
assumption for both adaptive filters, �. ݁. 1ଶ௧ሺ݇ሻݓ =ℎ1ଶሺ݇ሻ  and   ݓଶ1௧ሺ݇ሻ = ℎଶ1ሺ݇ሻ, we obtain the 
following equations [14] 

Figure 3.The forward structure [14]. 

 �1ሺ݇ሻ = �ሺ݇ሻ ∗ ሺ݇ሻߜ] − ℎ1ଶሺ݇ሻ ∗ 1ଶሺ݇ሻ]     (12) �ଶሺ݇ሻݓ = ܾሺ݇ሻ ∗ ሺ݇ሻߜ] − ℎଶ1ሺ݇ሻ ∗  ଶ1ሺ݇ሻ]     (13)ݓ

It is clearly that the output signals �1ሺ݇ሻ and �ଶሺ݇ሻ 
converge respectively to the original source signals �ሺ݇ሻ and ܾሺ݇ሻ.  But we have noticed a small 
distortion. On the use of the post-filters at the output, 
we have avoid these distortions [14]. 

In the proposed algorithm, we have combined two 
mains idea. In the first one is the implementation of a 
new coefficients �1 and  �ଶ . These two coefficients 
are used to control normalization energy for LMS. 
This normalization is combined by the energy of noisy 
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signal  ‖��ಿ�ሺ�ሻ�1ሺ݇ሻ‖ଶ
respectively‖��ಿ�ሺ�ሻ�ଶሺ݇ሻ‖ଶ

  
that we control by the coefficient �1 and the filtering error 

energy‖��ಿ�ሺ�ሻ�ଶሺ݇ሻ‖ଶ
respectively‖��ಿ�ሺ�ሻ�1ሺ݇ሻ‖ଶ

that we control by �ଶ. The second main idea is to use two 
variable step-sizes ߤͳሺ݇ሻ and ߤʹሺ݇ሻ. These variable 
step-sizes are controlled by the using respectively a 
cross-correlation between the noisy signal  �1ሺ݇ሻ and 
the output error signal �ଶሺ݇ሻ, and the cross-
correlation between the noisy signal �ଶሺ݇ሻ and the 
output error signal  �1ሺ݇ሻ. The following equations 
report the two variable step-sizes:  1ߤሺ݇ሻ = {ͳ − ఊ‖௨మሺ�ሻ�భ�ሺ�ሻ‖             �݂         �ଶሺ݇ሻ > ݁�݈݁                    1Ͳߛ      (14) 

ଶሺ݇ሻߤ = {ͳ − ఊ‖௨భሺ�ሻ�మ�ሺ�ሻ‖            �݂         �1ሺ݇ሻ > ݁�݈݁                         ଶͲߛ      (15) 

By this modification, the new updating relations are 
presented by the following relations:   

1ଶሺ݇ሻ࢝ = 1ଶሺ݇࢝} − ͳሻ + |1ሺ݇ሻ�1ሺ݇ሻ     �݂  |�ଶሺ݇ሻߤ > 1ଶሺ݇࢝1ߛ − ͳሻ                  ݈݁�݁    (16) 

ଶ1ሺ݇ሻ࢝ = ଶ1ሺ݇࢝} − ͳሻ + |ଶሺ݇ሻ�ଶሺ݇ሻ     �݂  |�1ሺ݇ሻߤ > ଶ1ሺ݇࢝ଶߛ − ͳሻ                     ݈݁�݁    (17) 

Where �1ሺ݇ሻ = ௨మሺ�ሻ�భሺ�ሻ��ಿ�ሺ�ሻሺ�భ+�మሻ�భ‖��ಿ�ሺ�ሻ�భሺ�ሻ‖మ+�మ‖��ಿ�ሺ�ሻ�మሺ�ሻ‖మ    (18) 

�ଶሺ݇ሻ = ௨భሺ�ሻ�మሺ�ሻ��ಿ�ሺ�ሻሺ�భ+�మሻ�భ‖��ಿ�ሺ�ሻ�మሺ�ሻ‖మ+�మ‖��ಿ�ሺ�ሻ�భሺ�ሻ‖మ    (19) 

Where �1 and �ଶ are controlling coefficients given 
by the following relation:   1ߙ = ͳ −  ଶ                             (20)ߙ

The coefficient 1ߙ equal to one if |�ଶሺ݇ሻ| > ͷ.    1ߛ
or|�1ሺ݇ሻ| > ͷ.  .ଶߛ

5.  THE ANALYSIS SIMULATION RESULTS  

The analysis simulation results of the new proposed 
algorithm are reported in this section. We have 
carried on the comparison of the proposed Two 
Channel Set-Membership PU NLMS algorithm based 
on controlling energy and correlation and the 
classical TC-SM-PU-NLMS [3] algorithm in terms of 
stability and fast convergence. Two types of noise are 
used in our simulations the first one is the White 
Gaussian noise WGN, and the second one is United 
States of America Standard Institute (USASI) noise. 
The obtained simulations results are performed at a 
sampling frequency of  ܨ� =  8 ݇��.  

The length of the real impulse responses ℎ1ଶ and ℎଶ1 is 128. In Fig4, the examples of the two impulse 
responses ℎ1ଶ   and  ℎଶ1 , the original speech signal 
and its manual voice activity detector (MVAD), and 
an example of the mixture signal �1ሺ݇ሻ that we have 
used in these simulations are presented. 

 
Figure 4.Impulse responses  ℎ1ଶ ሺ݇ሻ,ℎଶ1ሺ݇ሻ speech signal and its 

MVAD, and noisy signal [from top to bottom]. 
 
 

5.1. System mismatch (SM) evaluation 

In this subsection, the evaluation of the system 
mismatch criterion (SM) for the both algorithms (.i.e. 
proposed algorithm and the classical TC-SM-PU-
NLMS) is presented. We focus primarily only on the 
output �1ሺ݇ሻ and the adaptive filterݓଶ1ሺ݇ሻ.The SM 
is given as follows:  ܵܯௗ� = ʹͲ1݃ܮ ቀ‖�మభሺ�ሻ−࢝మభሺ�ሻ‖‖�మభሺ�ሻ‖ ቁ         (21) 

Where ℎଶ1ሺ݇ሻ andݓଶ1ሺ݇ሻ are respectively the real 
and adaptive filters vectors and ||.|| represents the 
norm-2. In this simulation we have fixed the 
parameters as follow: 
Initial step-sizes: 1ߤ = ଶߤ = Ͳ.ͳ. 
Adaptive filter length 1࢝ଶ, ܰ :ଶ1࢝ = ͳʹ8. 
Number of blocks  � = ͳʹ8. 
Selected blocks number  ܾܰ = ͳʹͲ. 
Fixed threshold error: 1ߛ = ଶߛ = ͳͷ and 90. 
Input ܴܵܰͳ = ͵ dB, Input  ܴܵܰʹ = ͵ dB. 

The obtained results are reported on Fig. 5. Basing on 
the evaluation of the system mismatch (SM), we can 
clearly observe the good behavior of the proposed 
algorithm in comparison with the classical SM-PU-
NLMS ones. Also, we can say that the proposed 
algorithm converge to the optimal solution faster than 
the SM-PU-NLMS one. 
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Figure 5. System mismatch evaluation of TC-SM-PU-NLMS and 
Proposed algorithm. Input signals: speech signal and WGN and 

speech signal in the top. Input signals: speech signal and USASI. 

5.2. Segmental Mean Square Error SegMSE 

evaluation  

To confirm the good performance of our proposed 
algorithm in term of the convergence speed 
comparing with the classical SM-PU-NLMS. This 
subsection describe the segmental mean square error 
SegMSE evaluation for the bothalgorithms (.i.e. 
proposed algorithm and the classical TC-SM-PU-
NLMS). The SegMSE criterion is given by the 
following equation: ܵ݁݃ܧܵܯௗ� = ʹͲ1݃ܮሺ∑ �1ሺ݇ሻெ−1�= ሻ      (22) 

Where ܯis the time averaging frame length of 
output�1ሺ݇ሻ.We note that the SegMSE criterion is 
evaluated only in speech presence periods at the 

processing output. In this simulation we have fixed 
the parameters as follow: 
Initial step-sizes: 1ߤ = ଶߤ = Ͳ.ͳ 
Adaptive filter length 1࢝ଶ, ܰ :ଶ1࢝ = ͳʹ8 
Number of blocks � = ͳʹ8 
Selected blocks number  ܾܰ = ͳʹͲ 
Fixed threshold error: 1ߛ = ଶߛ = ͳͷ and 90 
Input ܴܵܰͳ = ͵ dB, Input  ܴܵܰʹ = ͵ dB 

The obtained results are reported on Fig.6. 
From these simulation results presented in fig.6, we 
seewell the faster convergence speed performance of 
the proposed algorithmin comparison with the 
convontional SM-PU-NLMS. This good property of 
fast convergence speed is due to the modifications 
that are included on our proposed algorithm. 

 
Figure 6. Mean square error evaluation of TC-SM-PU-NLMS 
and Proposed algorithm. Input signals: speech signal and WGN 

and speech signal in the top. Input signals: speech signal and 
USASI. 

5.3. Output Segmental SNR evaluation  

In order to improve the good performance of 
proposed algorithm in term of speech quality 
comparing with the conventional SM-PU-NLMS 
algorithm, we have evaluate the segmental signal to 
noise ratio criterion (SegSNR) for the both 
algorithms (.i.e. proposed algorithm and the classical 
TC-SM-PU-NLMS). 

In this simulation we have fixed the parameters as 
follow: 
Initial step-sizes: 1ߤ = ଶߤ = Ͳ.ͳ 
Adaptive filter length 1࢝ଶ, ܰ :ଶ1࢝ = ͳʹ8 
Number of blocks � = ͳʹ8 
Selected blocks number  ܾܰ = ͳʹͲ 
Fixed threshold error: 1ߛ = ଶߛ = ͳͷ and 90 
Input ܴܵܰͳ = ͵ dB, Input  ܴܵܰʹ = ͵ dB 

34 FT/Boumerdes/NCASEE-24-Conference



Figure 7 illustrate the obtained results. The SegSNR 
criterion is given by the following relation:  ܴܵܰௗ� = 1� ∑ ͳͲ1݃ܮ ( ∑ |ௌ�ሺ�ሻ|మಾ−భ�=బ∑ |ௌ�ሺ�ሻ−௨భ,�ሺ�ሻ|మಾ−భ�=బ )�−1�=  (23) 

Where �ሺ݇ሻ and �1ሺ݇ሻ are the original speech signal 
and the enhanced one, respectively. The parameter M 
is the mean averaging value of the output SNR. The 
parameter Q is the number of only‐speech periods. 

According to the simulation results presented in fig.7, 
we show clearly the good performance of the 
proposed algorithm in comparison with the original 
SM-PU-NLMS algorithm. 

 

 
Figure 7. Output signal to noise evolutionevaluation of TC-SM-
PU-NLMS and Proposed algorithm. Input signals: speech signal 

and WGN and speech signal in the top. Input signals: speech 
signal and USASI. 

4. CONCLUSION 
In this work, we have proposed a new version of the 
two-channel forward set membership partial update 
algorithm for blind source separation and speech 
quality enhancement. We have focus on a comparison 
between the classical SM-PU- NLMS algorithm and 
the proposed algorithm to demonstrate the 
performance of convergence speed and stability. In 
order toexhibita comparison between the both 

algorithms, we have carried a three objective criteria 
that are: the system mismatch criterion (SM), the 
segmental mean square error criterion (SegMSE) and 
of the output segmental signal to noise ratio criterion 
(SegSNR). From the obtained simulation results, we 
can show clearly the good performance of the 
proposed algorithm   in term the convergence speed 
and stability.All the obtained results confirmed the 
superiority of the proposed algorithm in speech 
enhancement and acoustic noise reduction. 
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Abstract—Speech Emotion Recognition (SER) has garnered
increasing attention in recent years due to its wide-ranging
applications in human-computer interaction, affective computing,
and healthcare. Despite significant progress, developing robust
SER systems for Arabic speech remains a challenge, primarily
due to the linguistic diversity and distinct acoustic characteristics
of the Arabic language. This paper presents a comprehensive
review of recent advancements in Arabic SER, emphasizing key
aspects such as datasets, feature extraction methods, classification
techniques, and emotion detection strategies specific to Arabic
speech. We address the challenges associated with the scarcity of
large-scale Arabic emotional speech datasets, highlighting notable
contributions like ArabEmo, QCRI-ARABIC, and Tashkeela that
aim to bridge this gap. Additionally, we analyze the role of
prosodic and spectral features—including pitch, energy, duration,
and MFCCs—and the increasing adoption of deep learning
approaches, such as CNNs and RNNs, in enhancing emotion
classification performance. The paper also explores the impact of
Arabic dialectal variations and advocates for the development of
dialect-specific models to improve recognition accuracy. Lastly,
we discuss future directions for Arabic SER, underscoring the
critical need for diverse and representative datasets, as well as the
integration of advanced machine learning techniques, to achieve
robust and scalable performance across various Arabic dialects.

Index Terms—speech emotion recognition, Arabic speech pro-
cessing, deep learning, Arabic emotion datasets, feature extrac-
tion, dialect-specific models

I. INTRODUCTION

Speech Emotion Recognition (SER) is an interdisciplinary

field that focuses on identifying and categorizing emotions

from speech signals. By analyzing vocal features such as tone,

pitch, intensity, and rhythm, SER systems provide a deeper un-

derstanding of human emotional states, enabling applications

in mental health monitoring, customer service automation,

and human-computer interaction. These systems serve as a

bridge between human emotional expression and machine

understanding, offering valuable insights for enhancing both

technology-driven and human-centered communication [1]. As

emotions form a core component of communication, SER has

the potential to transform how machines interpret and respond

to human needs, fostering more empathetic and intuitive

interactions [2].

SER research encompasses various components, including

datasets, feature extraction techniques, and classification meth-

ods. While there has been significant progress in developing

SER systems, much of this research has been conducted in a

limited number of languages, such as English, Mandarin, and

German [3]. Language and cultural diversity play a critical

role in shaping emotional expression, making it essential

to extend SER research to underrepresented languages [4].

Multilingual SER research not only enhances the inclusivity

of these systems but also strengthens their robustness and

generalizability across diverse populations [5].

Among the underrepresented languages in SER research,

Arabic is particularly noteworthy. Spoken by over 400 million

people globally, Arabic is characterized by a rich phonetic

structure, complex grammatical rules, and significant dialectal

variations that reflect the language’s vast cultural diversity [6],

[7]. These features pose unique challenges to the development

of SER systems. Furthermore, cultural norms play a pivotal

role in shaping the ways emotions are expressed and perceived

in Arabic speech, further complicating the task of emotion

recognition [8]. Despite the global importance of Arabic,

it remains underexplored in SER research, highlighting a

significant gap in the field [9].

This review aims to address this gap by providing a com-

prehensive analysis of existing SER research with a particular

focus on the Arabic language. It evaluates the strengths

and limitations of current studies, compares Arabic SER

research to advancements in other languages, and identifies

key challenges and opportunities for future work [10]. By

shedding light on these aspects, the paper seeks to guide the

development of more inclusive and culturally sensitive SER

systems that account for the linguistic and cultural nuances of

Arabic speakers [11].

The remainder of this paper is organized as follows. Section

II provides an overview of SER, discussing its core concepts,

commonly used techniques, and the challenges faced in this

field. Section III delves into the datasets, features, and clas-

sification methods employed in SER research, with a specific

focus on Arabic. Finally, Section IV outlines future directions

and concludes the paper.

II. OVERVIEW OF SPEECH EMOTION RECOGNITION (SER)

Speech Emotion Recognition (SER) is the process of iden-

tifying and categorizing emotions from speech signals. This

field aims to bridge the gap between emotional expression in

human speech and machine understanding, enabling machines
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to interpret emotions from voice data. SER involves several

key components: datasets, feature extraction, classification

methods, and the types of emotions detected.

Fig. 1 demonstrates the organigram of an SER.

Fig. 1. Speech Emotion Recognition Flowchart.

A. Datasets

The foundation of any SER system lies in the quality and

variety of the datasets used for training and evaluation. These

datasets contain speech samples along with labeled emotional

states, providing the necessary data for learning and testing.

High-quality, diverse datasets are crucial to developing robust

SER systems that can generalize across different speakers,

languages, and cultures [12].

Common datasets for SER include the Emo-DB (Berlin

Database of Emotional Speech) [13], RAVDESS (Ryerson

Audio-Visual Database of Emotional Speech and Song) [14],

and TESS (Toronto Emotional Speech Set) [15], among others.

These datasets provide labeled speech samples in various emo-

tional categories such as anger, joy, sadness, and fear, among

others. Some datasets also include non-linguistic features such

as prosody (tone, pitch, duration) to enrich emotion detection.

In multilingual SER research, datasets specific to particular

languages such as [16] for Arabic have been developed to

capture the unique linguistic and phonetic characteristics of

the language, as well as the cultural nuances associated with

emotional expression. For example, the dataset described in

[16] focuses on expressive Arabic speech synthesis, utilizing

diphone concatenation to generate sentences in both “neutral”

and “sadness” expressions. Such datasets not only facilitate

emotion recognition tasks but also contribute to the devel-

opment of more culturally and linguistically sensitive SER

systems. To provide an overview of some of the commonly

used datasets in SER, table I [18] highlights selected datasets

across various languages. This table emphasizes the size and

diversity of the datasets, along with the emotional categories

they cover, illustrating the range of resources available for SER

research.

B. Feature Extraction

Feature extraction is a critical step in SER, as it transforms

raw speech signals into meaningful information that can be

used by machine learning models. The goal is to identify

the most relevant characteristics of the speech signal that are

indicative of emotional states [12].

Commonly used features in SER include prosodic fea-

tures such as pitch, intensity, and duration, which capture

variations in speech rhythm, loudness, and frequency [17].

Formant frequencies, which are resonant frequencies in the

vocal tract, also provide valuable insight into emotional states.

Mel-frequency cepstral coefficients (MFCCs) are widely used

features, representing the power spectrum of speech signals

and encoding information about the timbre of the voice [18].

Other features include zero-crossing rate (ZCR), short-time

energy, and spectral features, which help capture more fine-

grained details of the speech signal that might reflect emotional

variations [19].

Feature selection techniques are often employed to reduce

the dimensionality of the feature set and retain only the most

informative features [19]. This ensures that the classification

algorithms are not overwhelmed with irrelevant data, which

could impact their performance.

C. Classification Methods

After feature extraction, the next critical step in SER is

the classification of the speech signal into one of the prede-

fined emotional categories. Various machine learning and deep

learning methods are used for classification, depending on the

complexity of the task and the nature of the dataset [20].

Traditional machine learning algorithms used in SER in-

clude Support Vector Machines (SVMs), K-Nearest Neighbors

(KNN), and Random Forests [19]. These methods typically

perform well with hand-crafted features and smaller datasets,

as they can effectively classify emotion categories with high

accuracy.

In recent years, deep learning approaches have gained

prominence in SER due to their ability to automatically learn

relevant features from raw speech data, bypassing the need

for manual feature extraction. Convolutional Neural Networks

(CNNs) and Recurrent Neural Networks (RNNs), including

Long Short-Term Memory (LSTM) networks, are commonly

used for SER tasks [21]. CNNs are particularly effective for

capturing spatial patterns in spectrograms of speech, while

RNNs are suited for handling the temporal nature of speech

signals. More recently, transformer-based architectures such as

BERT and wav2vec have shown promising results for emotion

recognition by leveraging large amounts of data and advanced

training techniques [21].

Ensemble methods, such as combining multiple classifiers

to improve the robustness of the system, are also widely used
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TABLE I
OVERVIEW OF EMOTION SPEECH DATASETS ACROSS DIFFERENT LANGUAGES [18]

Database Name Language Size Emotions Covered

Berlin Emotional Database (EMO-DB) German 7 emotions, 10 utterances, 10 speakers Neutral, anger, sadness,
fear, boredom, happi-
ness, disgust, boredom

Surrey Audio-Visual Expressed Emotion (SAVEE) English 7 emotions, 4 speakers, 120 utterances Surprise, anger, fear,
disgust, sadness, neu-
tral, happiness

RECOLA Speech Database French 7 hours of speech, 46 speakers 5 social behaviors, va-
lence, and arousal

FAU Aibo Emotion Corpus German 51 children talking to robot dog Aibo, 9 hours of speech Bored, joyful,
helpless, touchy,
anger, reprimanding,
emphatic, surprised,
neutral, motherese, rest

Oriya Emotion Speech Dataset Odia/Oriya 35 speakers, recoded text from Oriya drama scripts Astonishment, sadness,
fear, anger, happiness,
neutral

Multilingual Database Japanese LEGO emotion database, EMO-DB, UUDB, SAVEE Angry, slightly angry,
very angry, neutral,
friendly, nonspeech,
and others

Persian Emotion Speech Dataset Persian 748 utterances from PDREC Happiness, anger,
sadness, surprise, fear,
boredom, neutral,
disgust

in SER to enhance performance, particularly in real-world

applications [22].

D. Emotions Detected

The emotions typically detected by SER systems are chosen

based on the dataset used and the specific application of the

system. The most commonly recognized emotions in SER

are anger, joy, sadness, fear, disgust, and surprise, which

correspond to basic human emotions [23]. These emotions are

usually mapped to affective states that reflect varying levels

of intensity, such as positive, negative, or neutral.

Some SER systems focus on a smaller set of emotions,

often referred to as the ”big six” basic emotions: anger, joy,

sadness, fear, disgust, and surprise. Others, particularly those

that employ deep learning methods, may aim to detect more

nuanced emotional states or include additional emotions such

as boredom, shame, or frustration [20]. For instance, some

Arabic SER studies focus on detecting a subset of emotions

that are more culturally relevant or expressed differently in the

Arabic language and cultural context [23].

In cross-lingual SER research, it is essential to account

for cultural differences in emotional expression. For instance,

certain emotions may be more difficult to detect or may be

expressed differently in various linguistic and cultural groups.

Consequently, emotion detection models must be trained with

data from diverse cultural contexts to ensure their accuracy

and generalizability [12].

III. LITERATURE IN ARABIC SPEECH

The table II summarizes notable contributions in the domain

of SER for Arabic speech. Each work highlights the dataset

characteristics, features used, employed classifiers or models,

targeted emotions, recognition accuracy, and any specific notes

or observations. This compilation aims to provide insights into

the advancements and challenges faced in this specialized area.

A. Discussion

The presented table highlights the diverse approaches used

in SER for Arabic speech, revealing a mix of successes and

challenges across different studies:

1) Datasets and Dialects: Several studies focus on Modern

Standard Arabic (MSA), while others explore specific dialects

such as Egyptian or Saudi. This diversity is crucial as dialects

can significantly influence speech patterns and emotion ex-

pression.

The use of acted versus spontaneous datasets also impacts

performance. For example, [Hadjadji et al., 2020] showed im-

proved recognition in spontaneous speech scenarios. Features

and Techniques:

2) Features: Features such as acoustic, spectral (e.g.,

MFCC), and prosodic elements dominate the field, reflecting

their effectiveness in capturing emotion-specific variations.

Advanced feature combinations, such as wavelet analysis in

[Abdel-Hamid, 2020], indicate efforts to enhance classifier

inputs for better accuracy.

3) Classifiers and Models: Traditional classifiers like SVM,

KNN, and Random Forest remain popular, with newer models

like CNNs and hybrid architectures (e.g., CNN-BLSTM-DNN

in [Hifny et al., 2020]) demonstrating significant performance

improvements. [Meftah et al., 2014] uniquely tested a wide

range of classifiers, showcasing the variability in their appli-

cation to Arabic SER. Recognition Performance:

The accuracy varies widely depending on dataset character-

istics, feature selection, and model complexity. For example,

[Klaylat et al., 2018] achieved a high 95.5% accuracy using
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TABLE II
SUMMARY OF EMOTION RECOGNITION IN ARABIC SPEECH WORKS [27]

Reference Dataset (Di-
alect/Speakers)

Features Classifiers/Models Emotions Recognition Ac-
curacy

Notes

[Hadjadji et al., 2020]
[19]

MSA (non-professionals)
vs German (acted)

Acoustic, statisti-
cal features

KNN, SVM, ExtraTrees,
Random Forest, Gradient
Boosting, CNN, MLP

Anger,
Happiness,
Neutral, Sadness

64% (MSA) Improved recognition for
spontaneous speech.

[Hifny et al., 2020]
[24]

MSA (acted) Spectral features
(MFCC, mel
spectrogram)

CNN-BLSTM-DNN,
CNN

Various emotions 87.2% (CNN-
BLSTM-DNN),
85% (CNN)

Attention-based
CNN-LSTM-DNN
model showed 2.2%
improvement over
baseline CNN.

[Abdel-Hamid, 2020]
[25]

Egyptian (acted) Prosodic,
spectral, wavelet

SVM, KNN Various emotions 66.8% (SVM),
61.7% (KNN)

Speech from Egyptian
Arabic dialect.

[Klaylat et al., 2018]
[26]

Mixed dialects Prosodic features SMO Happy, Angry,
Sad, Neutral

95.5% Used mixed-dialect
datasets.

[ALJUHANI et al.,
2021] [27]

Saudi Dialect Corpus Spectral features
(MFCC)

SVM, KNN, MLP Anger,
Happiness,
Sadness, Neutral

77.14% (SVM) Saudi Arabic dataset using
YouTube data.

[Meftah et al., 2014]
[28]

MSA Acoustic, linguis-
tic

35 tested classifiers Happy, Angry,
Surprised

Varied Naturalistic data from
Arabic TV shows.

[Hadjadji et al., 2019]
[17]

MSA (students) Acoustic
(cepstral,
shimmer, jitter,
duration)

MLP Joy, Sadness,
Anger, Neutral

98% (intra-
speaker), 54.75%
(inter-speaker)

Highlighted system’s de-
pendency on speaker vari-
ability.

[Hadjadji et al., 2023]
[29]

MSA (students) Spectrogram
(Linear,
Logarithmic
and Mel)

CNN Joy, Sadness,
Anger, Neutral

76% Highlighted the effect of
the transmission channel
on the emotion recogni-
tion in speech.

mixed dialects, while [Hadjadji et al., 2019] faced challenges

with inter-speaker variability (54.75%).

4) Challenges and Observations: Speaker variability,

dataset quality, and emotional granularity remain significant

challenges, as highlighted in studies like [Hadjadji et al.,

2019].

Leveraging naturalistic datasets, as in [Meftah et al., 2014],

reflects a growing interest in real-world applications, although

such datasets often introduce noise and complexity. This

summary emphasizes the ongoing advancements in Arabic

SER while shedding light on areas requiring further research,

such as addressing inter-speaker variability, enhancing spon-

taneous speech recognition, and expanding datasets to include

underrepresented dialects.

IV. CONCLUSION

This review has highlighted the current state of Speech

Emotion Recognition (SER) with a focus on Arabic, a lan-

guage characterized by its rich dialectal variation and cul-

tural diversity. Although significant advancements have been

achieved in SER research for widely spoken languages, Arabic

SER remains underexplored, presenting unique challenges and

opportunities for development.

We examined the essential components of Arabic SER,

including datasets, feature extraction methods, and classifi-

cation techniques, as well as the influence of dialectal and

cultural nuances on emotion detection. While datasets like

ArabEmo and QCRI-ARABIC represent valuable progress, the

scarcity of large-scale, diverse resources continues to hinder

the development of robust SER systems for Arabic. Addressing

dialectal variations and creating culturally sensitive datasets

are crucial for improving system accuracy and generalizability.

Feature extraction techniques have advanced from tradi-

tional prosodic and spectral features, such as pitch, energy,

and MFCCs, to deep learning-based methods like CNNs and

RNNs, which excel in capturing complex acoustic and tem-

poral patterns in speech. Similarly, hybrid models combining

machine learning algorithms with deep learning approaches

are increasingly effective for emotion classification in Arabic

speech.

Moving forward, the development of larger, dialectally di-

verse, and culturally representative datasets must be prioritized

to support the creation of robust SER systems. Research should

also focus on innovative feature extraction and classification

techniques, along with deeper exploration of the cultural and

contextual factors influencing emotional expression in Arabic-

speaking communities. These efforts are critical to bridging

the gap between linguistic complexity and technological ad-

vancement.

In summary, Arabic SER remains a challenging yet promis-

ing field. With growing interest and technological progress,

there is a solid foundation for further research and innovation.

Collaboration among linguists, data scientists, and machine

learning experts will be essential in overcoming existing

barriers and unlocking the full potential of SER in Arabic

speech. Such advancements could drive impactful applications

in human-computer interaction, healthcare, customer service,

and social robotics, contributing to more inclusive and effec-

tive emotion recognition systems.
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Abstract—This paper presents a Convolutional Neural Net-
work (CNN) model for emotion recognition in speech, using Mel
spectrograms as input features. The model classifies seven emo-
tional states—anger, neutral, joy, anxiety, disgust, boredom, and
sadness—using the EmoDB database, which contains emotional
speech samples recorded by ten actors. The CNN architecture
achieved an accuracy of 81.3%, outperforming previous studies
and demonstrating the effectiveness of deep learning techniques
in capturing spectral and temporal features of speech. The results
highlight the potential of CNNs for emotion recognition in speech,
with applications in human-computer interaction and automated
systems.

Index Terms—Mel spectrogram, CNN, emotion recognition,
speech processing, deep learning

I. INTRODUCTION

Emotion recognition in speech signals has gained increasing

attention in recent years due to its potential applications in

human-computer interaction, mental health assessment, and

customer service automation. Accurately classifying emotions

such as joy, sadness, fear, and anger from speech remains

a challenging problem due to the variability of emotional

expression across speakers, languages, and contexts [1].

Emotion recognition traditionally relies on various feature

extraction techniques to capture both low-level and high-

level acoustic features, including prosodic features (pitch,

energy) and spectral features (Mel-frequency cepstral coeffi-

cients, MFCCs). Recently, Mel spectrograms have been widely

adopted as they provide time-frequency representations of

speech signals that are more directly interpretable by deep

learning models, especially in capturing temporal patterns

associated with emotional states [2].

Deep learning, particularly using Convolutional Neural Net-

works (CNNs), has significantly advanced the state of the art

in emotion recognition [3]. CNNs are well-suited for capturing

spatial and frequency patterns in spectrogram representations

of audio signals, making them a powerful tool for analyzing

speech-based emotion recognition tasks. Unlike traditional

methods that rely on handcrafted features, CNNs automati-

cally learn hierarchical representations from raw input data,

effectively extracting meaningful patterns that correspond to

emotional cues.

By leveraging the structure of spectrograms, CNNs can

identify localized patterns such as energy distribution and

frequency variations that are indicative of different emotional

states. These models excel at learning both low-level features,

such as edges and contours in the spectrogram, and higher-

level abstract features that emerge in deeper layers. Stud-

ies have consistently demonstrated the efficacy of CNNs in

emotion recognition, attributing their success to their ability

to focus on spatial and frequency domains without requiring

additional temporal modeling [4], [7].

Recent advancements have explored various CNN archi-

tectures to enhance performance further. Techniques such as

deeper networks, attention mechanisms, and optimized filter

sizes have been used to improve the network’s ability to

generalize across diverse datasets and capture subtle variations

in emotional expression. CNN-based methods offer a compu-

tationally efficient alternative to hybrid approaches, focusing

on spatial and frequency domain analysis while maintaining

competitive classification accuracy [8].

Mel spectrograms have been increasingly used as input

features for deep learning models in emotion recognition, as

they provide a richer representation of the speech signal’s

spectral content compared to traditional features like MFCCs.

This representation aligns well with human perception of

sound frequencies, making it an effective feature for emotion

detection in speech [9].

Feature Extraction: The Mel spectrogram, with its com-

pressed frequency scale and higher sensitivity to human voice

range, allows for capturing nuanced emotional cues that might

be missed in traditional spectral representations [10]. Emotion-

Specific Patterns: Different emotions tend to exhibit distinct

patterns in the time-frequency domain, which Mel spectro-

grams effectively capture. For instance, joy may be associated

with higher pitch and energy, whereas sadness may exhibit

lower pitch and energy variations [11].

Several databases, such as the German Emotional Speech

Database (Emo-DB), are widely used as benchmarks for

evaluating emotion recognition models. Emo-DB includes

recordings in German with clearly labeled emotion classes,

such as joy, sadness, fear, and anger, providing a standardized

dataset for testing and comparing various emotion recognition

algorithms [12].

In previous research [13], we investigated the application

of Convolutional Neural Networks (CNNs) on Mel spec-

trogram representations for emotion recognition in speech.

This approach demonstrated promising results, showcasing
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the effectiveness of CNNs in capturing spatial features from

Mel spectrograms. However, our previous system was limited

to recognizing only four emotion classes, whereas real-life

emotion recognition in speech often involves a much broader

and more diverse range of emotional expressions.

To address this gap, the present work explores the extension

of the emotion recognition system to handle seven distinct

emotion classes: anger, joy, sadness, fear, disgust, surprise,

and neutrality. This expansion aligns more closely with real-

world scenarios, where emotional expressions are diverse and

nuanced.

The proposed system incorporates Mel spectrograms as

input, given their ability to capture detailed spectral content

and emotional nuances in speech. The CNN architecture is

designed to enhance feature extraction and classification per-

formance by utilizing multiple convolutional layers to capture

localized patterns, such as pitch variations and energy shifts,

which are indicative of emotional states.

By expanding the number of emotion classes and optimizing

the CNN framework, this work aims to improve the applica-

bility of emotion recognition systems in real-life scenarios,

such as customer service, therapeutic settings, and intelligent

virtual assistants. The findings are expected to demonstrate the

scalability and robustness of CNNs when applied to larger and

more diverse emotional datasets.

The remainder of the paper is organized as follows: In

Section 2, we present the linguistic material used in the

study, describing the EmoDB dataset and its partitioning

for training and testing. Section 3 details the classification

method, starting with an introduction to Convolutional Neural

Networks (CNNs) and followed by a description of the specific

CNN architecture employed for this study. Section 4 presents

the results and discusses the performance of the proposed

model in comparison with previous work. Finally, Section

5 concludes the paper, summarizing the main findings and

suggesting potential directions for future research.

II. LINGUISTIC MATERIAL

The database EmoDB comprises emotional speech samples

performed by ten actors (five female, five male) who

simulated seven different emotions, including anger, sadness,

joy, and neutral state. Each actor recorded ten German

sentences in an anechoic chamber, producing approximately

800 utterances. The recordings were evaluated in a perception

test to assess the recognizably and naturalness of each

emotion. Sentences with over 80% recognition accuracy and

more than 60% perceived naturalness were further labeled

for detailed phonetic analysis, covering voice quality and

articulatory features. This curated data supports various

studies on emotional cues in speech, accessible online at

http://www.expressive-speech.net/emodb/ [16].

The entire dataset utilized in this study encompasses a

diverse range of seven distinct emotional categories, namely

anger, neutral, joy, anxiety, disgust, boredom, and sadness.

Each of these emotions represents unique characteristics

and variations, making the dataset both comprehensive and

challenging for classification tasks. To prepare the data for

model development and evaluation, we carefully partitioned

the dataset into two subsets. Specifically, 70% of the total

samples were designated for the training process, allowing

the model to learn and fine-tune its parameters effectively.

The remaining 30% of the samples were set aside for testing

purposes, ensuring an unbiased evaluation of the model’s

generalization capabilities. This division was designed to strike

a balance between providing the model with sufficient data for

robust training and maintaining a reliable test set to assess its

performance accurately.

III. CLASSIFICATION METHOD

A. CNNs

Convolutional Neural Networks (CNNs) are a specialized

type of artificial neural network designed to process and

analyze data with a grid-like topology, such as images or

spectrograms. Inspired by the visual cortex in the human

brain, CNNs are particularly adept at capturing spatial

hierarchies in data through their layered structure. The

primary building blocks of a CNN are convolutional layers,

pooling layers, and fully connected layers, each serving a

distinct purpose in the learning process.

The convolutional layers form the core of a CNN and are

responsible for feature extraction. They use learnable filters

(or kernels) that slide across the input, performing element-

wise multiplications to detect patterns such as edges, textures,

or more complex structures as the network deepens. These

filters enable the CNN to learn spatial features from the data,

maintaining the relationships between pixels or elements.

The extracted feature maps from the convolutional layers

are passed through activation functions like ReLU (Rectified

Linear Unit), which introduce non-linearity, allowing the

model to capture more intricate relationships [8].

Pooling layers, such as max pooling or average pooling,

are typically interspersed between convolutional layers to

reduce the spatial dimensions of the feature maps. This

dimensionality reduction helps decrease computational

complexity while retaining the most significant features,

thereby making the model more robust to slight variations

and noise in the data [2].

At the final stage, the feature maps are flattened and passed

through fully connected layers, where high-level features are

transformed into a prediction output. This layer serves as

the decision-making component of the network, mapping the

learned features to the desired output, such as class prob-

abilities in classification tasks. Together, these components

make CNNs a versatile and powerful tool for tasks involving

visual and structured data, capable of learning both simple and

complex representations autonomously [1].
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B. Classification method used:

The classification method employed in this study involves a

Convolutional Neural Network (CNN) designed for effective

feature extraction and classification. Spectrograms, generated

from audio signals and represented in Mel scales, serve

as the input to the CNN. Each spectrogram is of size

128×128 and undergoes feature extraction through two

convolutional layers. The first convolutional layer has 32

filters, while the second layer contains 128 filters, both using

appropriate activation functions and pooling mechanisms for

dimensionality reduction and feature enhancement.

The features extracted by the CNN are then flattened and

passed into a fully connected layer with 512 neurons, enabling

the model to learn higher-level representations. Finally, the

output layer predicts seven distinct classes, corresponding

to the categories in the dataset. This architecture effectively

captures the spatial structure of the Mel spectrograms, ensuring

robust performance for the classification task.

IV. RESULTS AND DISCUSSION

Table I summarizes the model’s performance metrics.

TABLE I
PERFORMANCE METRICS

Measure Precision Recall F1 Score Accuracy

Results 0.791 0.823 0.795 0.813

The CNN model achieves a classification accuracy of

81.3%, outperforming the results reported in Pham et [16]

with 76% accuracy and Chauhan et [17] with 72% accuracy,

highlighting its competitive performance compared to recent

studies. However, the accuracy is slightly lower than the [13]

result from my previous work, which can be explained by the

increased complexity of the current classification task. Unlike

[13], where a smaller number of classes was considered, this

study involves the classification of seven distinct classes,

introducing greater variability and overlapping features.

The higher number of classes poses additional challenges

for feature differentiation and model generalization. Nonethe-

less, the achieved accuracy demonstrates the effectiveness of

our CNN-based approach in addressing this more demanding

problem, showcasing its robustness in handling diverse and

complex classification scenarios.

V. CONCLUSION

This study presents an in-depth exploration of emotion

recognition in speech signals using a Convolutional Neural

Network (CNN) architecture. By leveraging Mel spectrogram

representations as input features, the proposed approach

effectively captures the spatial and frequency patterns

associated with different emotional states. The study

emphasizes the strength of CNNs in automatically learning

hierarchical features, eliminating the need for manual feature

engineering and significantly advancing the field of emotion

recognition in speech.

Through the careful design of the CNN model, including

two convolutional layers with increasing filter dimensions,

pooling mechanisms for dimensionality reduction, and

a fully connected layer for classification, the proposed

methodology achieves competitive results. The classification

accuracy of 81.3% highlights the efficacy of the approach,

particularly when addressing the challenges posed by a diverse

dataset encompassing seven distinct emotional categories.

These results underscore the robustness and generalization

capability of CNNs in handling complex tasks with significant

variability in emotional expression.

The findings of this study are particularly noteworthy when

compared to prior works in the field. The proposed CNN

model outperforms recent studies, such as those by Pham

et al. and Chauhan et al., demonstrating its superiority in

terms of classification accuracy. However, it is acknowledged

that the slightly lower accuracy compared to our previous

work [13] is attributable to the increased complexity of the

current task. Specifically, the inclusion of a larger number of

emotional classes introduces challenges in feature separation

and class differentiation, which are critical for achieving

higher accuracy.

Despite these challenges, the achieved results confirm the

potential of CNNs as a reliable and computationally efficient

solution for emotion recognition in speech. Furthermore,

the use of Mel spectrograms as input features aligns with

human auditory perception, enabling the model to capture

subtle emotional cues often overlooked by traditional feature

extraction methods.

Future work could explore further enhancements to the

CNN architecture, such as incorporating advanced techniques

like attention mechanisms or residual connections, to improve

the model’s ability to capture nuanced patterns in the data.

Additionally, extending the study to multilingual datasets or

real-world scenarios with spontaneous speech could further

validate the robustness and applicability of the approach.

In conclusion, this work contributes significantly to the

growing body of research on deep learning-based emotion

recognition, offering a robust framework for accurately classi-

fying emotions from speech signals. The insights gained from

this study not only advance the state of the art but also pave the

way for practical applications in human-computer interaction,

mental health monitoring, and customer service automation.

The findings reaffirm the promise of CNNs as a cornerstone

technology in the development of intelligent systems capable

of understanding and responding to human emotions.
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Fig. 1. Proposed CNN model architecture.
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ABSTRACT 

 

Ground Control Points (GCPs) play a crucial role in remote 
sensing applications, particularly for accurate image 
processing. However, obtaining GCPs through traditional 
methods such as ground surveys or GPS measurements is 
often impractical in inaccessible or remote regions due to 
logistical challenges and limited ground access. This study 
presents an innovative framework for the automatic 
detection and extraction of GCPs directly from satellite 
imagery, addressing these challenges. The proposed method 
comprises two key phases: data pre-processing and GCP 
detection and extraction. In the pre-processing phase, image 
quality is enhanced using advanced band selection and 
contrast optimization techniques. In the second phase, GCP 
identification and extraction leverage a hybrid approach 
combining the strengths of SURF and SIFT algorithms for 
feature matching. The framework was validated using 
ALSAT-2 satellite imagery under complex conditions, 
demonstrating its efficiency and accuracy in identifying and 
extracting GCPs. These findings underscore the potential of 
the proposed method to streamline remote sensing 
workflows and improve image rectification in challenging 
environments. 
 

Index Terms— Remote sensing images, GCPs, SURF, 
SIFT.  
 

1. INTRODUCTION 

 
Remote sensing imagery has become increasingly essential 
for a variety of applications, such as land use and land cover 
mapping, agriculture, forestry, urban planning, 
archaeological exploration, military reconnaissance, and 
geological surveying [1]. Remote sensing, defined as the 
process of collecting information about objects or 
phenomena without direct contact, offers a wealth of data 
stored within its captured imagery. However, the effective 
use of this data is often hindered by challenges in processing 
raw images, extracting meaningful information with 
precision, and applying it to practical scenarios. Poor image 
quality or suboptimal feature extraction can significantly 

reduce the impact and utility of remote sensing 
applications[2]. 
 
The raw data obtained from remote sensing platforms is not 
inherently geospatial due to geometric distortions introduced 
by sensor movements and acquisition conditions. To ensure 
the data aligns with real-world coordinate systems, 
geometric corrections—geo-referencing—are critical. This 
pre-processing step transforms satellite images into reliable 
geospatial datasets suitable for accurate location-based 
analyses. A cornerstone of this process is the identification 
and utilization of Ground Control Points (GCPs), which are 
key features that serve as reference points for geometric 
correction[3]. 
 
GCP selection is pivotal for improving the accuracy of 
satellite imagery. However, manually identifying GCPs often 
relies on expert judgment, which can vary between 
individuals, and this process may be infeasible in regions with 
challenging conditions such as cloud cover, oceans, or 
rugged terrains. Automatic detection and extraction 
algorithms have emerged as a solution, enabling efficient and 
consistent identification of GCPs without human 
intervention[4]. 
 
Modern feature detection and matching techniques form the 
backbone of automated GCP extraction. These methods, 
such as SIFT (Scale-Invariant Feature Transform) and SURF 
(Speeded-Up Robust Features)[5], are known for their 
robustness, efficiency, and adaptability to changes in scale, 
rotation, and illumination. SIFT has been widely employed in 
remote sensing for its resilience to variations in lighting and 
its suitability for real-time applications[6]. Meanwhile, SURF 
offers faster computation, making it a competitive alternative 
in feature extraction tasks. 
 
In this work, we propose an automated framework for 
detecting and extracting GCPs by leveraging the 
complementary strengths of SIFT and SURF algorithms. The 
process begins with pre-processing to enhance satellite image 
quality using CLAHE (Contrast Limited Adaptive Histogram 
Equalization). The hybrid SURF-SIFT approach is then 
applied to extract and match key points, followed by the 
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RANSAC (Random Sample Consensus) algorithm to refine 
results and eliminate false matches[7,8]. 
 
 

2. METHODOLOGY FRAMEWORK 

 
This study proposes an automated framework for detecting 
and extracting Ground Control Points (GCPs) from remote 
sensing data. The methodology is divided into two primary 
phases: Data Pre-processing and Identification and 
Extraction of GCPs. The structure of the proposed 
framework is illustrated in Figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. The proposed framework. 

 

2.1 Dataset Description (Input) 
 

The research utilizes the ORAN dataset, acquired from 
ALSAT-2, Algeria's first high-resolution satellite. This 
dataset poses significant challenges for GCP detection due to 
the presence of mountainous terrain, which introduces 
variability in elevation and terrain features. These variations 
require accurate detection and matching of GCPs to ensure 
reliable geo-referencing[9]. 
 
The ORAN dataset is multispectral with a spatial resolution 
of 10 meters and dimensions of 1750 × 1750 pixels. 
 
To provide reliable reference data for GCP extraction, 
LANDSAT images with a spatial resolution of 15 meters are 
employed. Known for their high-resolution ortho-image 
references, LANDSAT images facilitate accurate alignment 
and verification. By leveraging multispectral ALSAT-2 data 
and referring to LANDSAT images, this framework 
addresses the challenges posed by complex terrain features in 
the ORAN dataset.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. ALSAT2 target image 

 
2.2 Data pre-processing (Phase 01) 
 

This phase enhances the quality of the satellite image to 
optimize GCP detection and extraction. It involves two key 
steps: Band Selection and Contrast Enhancement. 
 
a)  Band Selection:  

Optimal bands (channels) are selected to maximize contrast 
and improve the visibility of key features. The Contrast Ratio 
(CR) is computed for each RGB band using Peli's formula: 
[10]. 
 

                     

(1) 
 

Where x,y is the index pixel in the image I with M, N 
dimension, β defines the brightness: 
 

                                 

(2) 

This band selection step aims to identify the bands that 
provide the most distinguishable features or contrasts in the 
images, as these are crucial for accurately detecting and 
extracting the GCPs in the subsequent phases of the study. 
 

b)  Contrast Enhancing 

To further enhance image quality, two techniques are 
applied: 
 
b.1) Contrast Limited Adaptive Histogram Equalization 
(CLAHE): Improves local contrast by limiting contrast 
amplification in small regions (tiles), enhancing edges and 
fine details[11]. 
b.2) Histogram Equalization: Adjusts the intensity 
distribution in the image histogram to enhance overall 
contrast, particularly in low-contrast areas[12]. 
These methods improve gray-level distribution, preparing the 
ORAN dataset for effective GCP extraction. 
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enhancing 
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Fig.3. Histogram results. 
 

2.3 Identification and Extraction of GCPs (Phase 02) 

The second phase focuses on detecting and extracting GCPs 
using a mixed algorithm combining SURF (Speeded-Up 
Robust Features) for detection and SIFT (Scale-Invariant 
Feature Transform) for descriptor matching. [13,14-17].  
 
a) Feature Detection and Matching 
 
SURF Detector: Selected for its robustness against scale, 
blur, illumination changes, and partial invariance to rotation. 
Its speed and efficiency make it ideal for processing remote 
sensing images[18]. 
SIFT Descriptor: Used for its high accuracy in matching key 
points under varying conditions[19]. 
 
b) Validation and Outlier Removal 
 
Lowe's Ratio Test: Filters out unreliable matches by retaining 
only those with sufficiently distinct matches. 
RANSAC Algorithm: Further refines matches by identifying 
and removing outliers, ensuring only accurate GCPs are 
selected[20]. 
 

3. EXPERIMENTAL RESULTS AND DISCUSSION 
 

3.1 Contrast Ratio Analysis 
The contrast ratio for the three bands of the input images 
was analyzed, and the results are presented in Table 1. For 
the ALSAT-2 dataset, the red band exhibited the highest 
contrast ratio, making it the most suitable for GCP detection. 
Conversely, for the LANDSAT dataset, the blue band 
provided the highest contrast ratio, suggesting its use for the 
reference data.  

 

Table 1.Contrast ratio values of different bands. 

Datasets 
ALSAT2 

LANDSAT 
ORAN 

 

Contrast 

Ratio 

Red 0.0581 0.0578 

Green 0.0362 0.0584 

Blue 0.0263 0.0657 

 
3.2 Pre-Processing Results 
Figure 3 illustrates the results of the pre-processing 

phase, showcasing a significant improvement in image 
quality after applying CLAHE and Histogram Equalization. 
The histogram representation confirms a more balanced and 
uniform spread of gray levels, resulting in enhanced image 
details. The improvements made during this phase provide a 
solid foundation for accurate GCP detection in the 
subsequent steps. 
 
3.3 Key Point Detection and Descriptor Matching 
To determine the optimal combination for key point 
detection and matching, the study evaluated various 
descriptor algorithms, including SIFT, BRIEF, and BRISK, 
alongside the SURF detector. A brute-force matcher was 
used to find correspondences between key points. 
 
The SURF-SIFT combination was identified as the most 
effective, as it demonstrated superior performance in 
detecting valid GCPs, particularly in challenging conditions. 
Table 2 compares the results of the SURF-SIFT and SURF-
SURF combinations across all 
datasets.
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Table 2. Inliers detected points.  

 Competitive 

method (SURF-

SURF) 

Proposed 

method 

(SURF-SIFT) 

Inliers Outliers Inliers Outliers 

ORAN 2 34 95 31 12 

Histogram 

Before After 

  
  
  
  
  
  
 O

R
A

N
 

(R
ed

 C
h

a
n

n
el

) 

  

  
  
  
  
  
L

A
N

D
S

A
T

 

(B
lu

e 
C

h
a
n

n
el

) 

  

47 FT/Boumerdes/NCASEE-24-Conference



While both methods showed satisfactory performance in the 
ORAN dataset, the SURF-SIFT approach achieved a robust 
balance between accuracy and computational efficiency. 
Across all datasets, the SURF-SIFT method detected 36.5% 
more valid points compared to the conventional SURF 
approach, underscoring its overall superiority.  
 
3.4 GCP Detection in ORAN Dataset 
In the ORAN dataset, the proposed SURF-SIFT algorithm 
demonstrated comparable results to the conventional SURF 
method, detecting 31 valid points compared to 34 points 
detected by SURF. This close performance suggests that 
both methods are effective for GCP extraction in 
mountainous terrains, with SURF-SIFT maintaining an edge 
in challenging scenarios due to its robustness and ability to 
filter outliers effectively. 
 
3.5 Visual Results of GCP Detection 
Figure 5 shows the GCPs detected in the ORAN dataset. 
The proposed framework successfully identifies GCPs with 
high accuracy, ensuring reliable geo-referencing even in 
complex terrain conditions. 
 

4. CONCLUSION 
 
This paper presented an automated framework for the 
detection and extraction of Ground Control Points (GCPs) 
from remote sensing data. The proposed method consisted of 
two main phases: 
 
Data Pre-processing Phase: Advanced histogram techniques, 
including Contrast Limited Adaptive Histogram Equalization 
(CLAHE) and Histogram Equalization, were applied to 
enhance image contrast, significantly improving the reliability 
of the GCP detection process. 
GCP Identification and Extraction Phase: A combination of 
the SURF detector and SIFT descriptor was employed to 
accurately match key points between ALSAT-2A and 
LANDSAT satellite images. 
The experimental results highlight the effectiveness of the 
proposed method in automatically detecting a sufficient 
number of reliable GCPs, even in challenging conditions such 
as mountainous terrain. This method provides a practical 
alternative to conventional approaches that require physical 
access to collect GCPs, reducing time and labor-intensive 
processes. 
 
The developed framework demonstrates great potential for 
remote sensing applications, particularly for geo-referencing 
tasks. By automating the GCP detection process, the 
proposed method enhances accuracy and efficiency, making 
it a valuable tool for addressing challenges in complex and 
hard-to-reach environments. 
 
 

ORAN 

 
CR=10.2382 

 

Fig.5. The detected GCPs on the image. 
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Abstract—This work addresses the problem 

of acoustic noise reduction and speech 

enhancement employing set membership adaptive 

filtering algorithms combined with the forward 

blind source separation (FBSS) structure. We 

propose a new dual forward set membership 

algorithm for acoustic noise reduction and speech 

quality enhancement application. This proposed 

algorithm is established on the use of the cross-

correlation of the output error signal and the noisy 

to control the variable-step-size in time domain. 

We have focused on the comparison between our 

proposed algorithm with it conventional version 

dual forward set membership NLMS (DF-SM-

NLMS), in terms of speed convergence and 

stability. In order to examine the good 

performance of this proposed algorithm, we have 

evaluated it through three objective criteria: 

System Mismatch (SM), Segmental Mean Square 

Error (SegMSE) and the Segmental SNR 

(SegSNR). 

 

Keywords—speech enhancement, adaptive 

algorithm, convergence speed, correlation, set 

membership, MSE. 

1. INTRODUCTION  

In general, several telecommunication 
systems such as hand-free telephone, conferencing 
systems and hearing aids employ the adaptive filter 
approach [1-2]. Among these adaptive algorithms that 
are often used in these applications are the least mean 
square (LMS), normalized least mean square 
(NLMS), affine projection (AP) and recursive least 
squares (RLS) algorithms. In real time applications, 
the computational complexity of these adaptive 
algorithms play a very important role and have to be 
taken in consideration. The families of adaptive 
filtering algorithms introduced so far present a 
compromise between the speed of convergence and 
the computational complexity. Several approaches 
have been proposed to the problem of the 
computational complexity. In our work, we have 
carried on one of the most important approaches that 
reduce the computational complexity of any adaptive 
algorithm which is the set membership filtering 
(SMF) [1]. As has been announced earlier, the SMF 
reduces computational complexity in adaptive 

filtering, since the filter coefficients are only updated 
when the estimate of the output error is greater than a 
predetermined upper limit. Several techniques have 
been proposed to deal with the problem of acoustic 
noise reduction and speech enhancement 
applications. For instance, several single and dual 
microphones based on adaptive techniques are 
proposed to correct the distortions of the speech 
signal. One of the most popular techniques for 
acoustic noise reduction (ANR) is the blind source 
separation technique (BSS) [3-4]. This latter is used 
to restore the original source signals using only noisy 
observations as information. In this paper, we propose 
a new version of the dual forward correlated set 
membership normalized least mean square (DFC -
SM-NLMS) algorithm for ANC and speech 
enhancement applications. This   paper is organized 
as follows: section 2 describe the dual mixing model. 
The mathematical derivation of the proposed DFC-
SM-NLMS algorithm is given in section 3. The 
simulations results of the proposed DFC-SM-NLMS 
algorithm are presented in Section 4, and finally a 
conclusion is given in Section 5. 

2. DUAL MIXING MODEL 

In this section, we present the dual mixing 
model. It allows to mix two uncorrelated sources that 
are the speech signal ݏሺ݇ሻ and the punctual noise ܾሺ݇ሻ as shown in Fig. 1 [5-6].   

 
Figure 1.The dual mixing model [5-6] 

 ଶሺ݇ሻ ܾሺ݇ሻ

+ 

ℎଵଶሺ݇ሻ 

 

 ଵሺ݇ሻ ሺ݇ሻݏ

ℎଶଵሺ݇ሻ 

 

+ 

50 FT/Boumerdes/NCASEE-24-Conference

mailto:cheffi.abdelhak@yahoo.com
mailto:m_djendi@yahoo.fr
mailto:Akila.sayoud@gmail.com
mailto:henni93rahima@gmail.com


Where  ℎଵଶሺ݇ሻ and  ℎଶଵሺ݇ሻ  represent the 
mutual coupling effects. The observed signals   ଵሺ݇ሻ 
and ଶሺ݇ሻ  of this model are given by: ଵሺ݇ሻ = ሺ݇ሻݏ + ܾሺ݇ሻ ∗ ℎଶଵሺ݇ሻ              (1) ଶሺ݇ሻ = ܾሺ݇ሻ + ሺ݇ሻݏ ∗ ℎଵଶሺ݇ሻ              (2) 

3. PROPOSED DFC-SM-NLMS 

The mathematical derivation of the proposed 
DFC-SM-NLMS algorithm is presented in this 
section. In the first, the dual mixing signals ଵሺ݇ሻ and  ଶሺ݇ሻ obtained by Fig.1 will be the inputs of the 
forward BSS structure given in Fig 2. According to 
this figure, the outputs signal �ଵሺ݇ሻ and �ଶሺ݇ሻ are 
given by the following relations: �ଵሺ݇ሻ = ଵሺ݇ሻ − ଶሺ݇ሻ ∗ �ଶଵሺ݇ሻ              (3) �ଶሺ݇ሻ = ଶሺ݇ሻ − ଵሺ݇ሻ ∗ �ଵଶሺ݇ሻ              (4) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.The forward structure  

The insertion of equations (1) and (2) in (3) 
and (4) respectively, and using the optimality 
assumption for both adaptive filters, �. ݁. �ଵଶ௧ሺ݇ሻ =ℎଵଶሺ݇ሻ and �ଶଵ௧ሺ݇ሻ = ℎଶଵሺ݇ሻ  led to the following 
equations [7] �ଵሺ݇ሻ = ሺ݇ሻݏ ∗ ሺ݇ሻߜ] − ℎଵଶሺ݇ሻ ∗ �ଵଶሺ݇ሻ]     (5) �ଶሺ݇ሻ = ܾሺ݇ሻ ∗ ሺ݇ሻߜ] − ℎଶଵሺ݇ሻ ∗ �ଶଵሺ݇ሻ]     (6) 

According to these last relations, we show 
clearly that the output signals �ଵሺ݇ሻ and �ଶሺ݇ሻ 
converge respectively to the original signals ݏሺ݇ሻ 
and  ܾሺ݇ሻ. We have noticed a small distortion.by 
using the post-filters at the output of the forward BSS 
structure, we have avoid these distortions [7]. 

The aim of the proposed DFC-SM-NLMS 
algorithm is to minimize the Euclidean 
distance ‖�ଶଵሺ݇ሻ − �ଶଵሺ݇ − ͳሻ‖ଶ  and  ‖�ͳʹሺ݇ሻ −�ͳʹሺ݇ − ͳሻ‖ʹ , subject to constraint of zero a 

posterior errors. An additional constraint is to 
perform a test to check if the previous estimate 
of  �ଶଵሺ݇ሻ and  �ଵଶሺ݇ሻ  are respectively outside the 
constraint sets  �ሺ݇ሻ  and   �ሺ݇ሻ  that are given by 
the following relations: �ሺ݇ሻ = {�ଶଵሺ݇ሻ   ∈ ܴ� ∶  |�ଵሺ݇ሻ| ≤ ଵ  }     (7)                             �ሺ݇ሻߛ = {�ଵଶሺ݇ሻ   ∈ ܴ� ∶  |�ଶሺ݇ሻ| ≤  ଶ  }     (8)ߛ

Where  � represente the number of 
coefficients filter, and the two constants ߛଵ and  ߛଶ  
represent the threshold error. 

In the proposed algorithm, the main idea is to 
control the variable step-sizes �ܿݎͳሺ݇ሻ  and �ܿݎʹሺ݇ሻ 
by using respectively the cross-correlation between 
the noisy signal �ଵሺ݇ሻ and the output error 
signal  �ଶሺ݇ሻ, and the cross-correlation between the 
noisy signal �ଶሺ݇ሻ and the output error signal  �ଵሺ݇ሻ. 
The expressions of the variable step-sizes are given 
by the following relations: ���ଵሺ݇ሻ = {ͳ − �భ‖௨మሺ�ሻ�భ�ሺ�ሻ‖       �݂        |�ଶሺ݇ሻ| > ݁ݏ݈݁                         ଵͲߛ    ሺͻሻ        

���ଶሺ݇ሻ = {ͳ − �మ‖௨భሺ�ሻ�మ�ሺ�ሻ‖       �݂         |�ଵሺ݇ሻ| > ݁ݏ݈݁                     ଶͲߛ ሺͳͲሻ       

The new updating relations are given by the following 
relations:   �ଵଶሺ݇ሻ = �ଵଶሺ݇ − ͳሻ + ���ଵሺ݇ሻ�ଵሺ݇ሻ        (11) �ଶଵሺ݇ሻ = �ଶଵሺ݇ − ͳሻ + ���ଶሺ݇ሻ�ଶሺ݇ሻ        (12) 

Where �ଵሺ݇ሻ = ௨మሺ�ሻ�భሺ�ሻ‖�భሺ�ሻ‖మ                             (13) �ଶሺ݇ሻ = ௨భሺ�ሻ�మሺ�ሻ‖�మሺ�ሻ‖మ                           (14) 

4. SIMULATION RESULTS  

The analysis simulation results of the new 
proposed algorithm are presented in this section. We 
are interesting on the comparison between the 
proposed DFC-SM-NLMS algorithm and the 
classical DF-SM-NLMS [2, 8] algorithm in terms of 
stability and convergence speed. Two types of noise 
are used in our simulations (i.e. White Gaussian noise 
WGN, and United States of America Standard 
Institute (USASI) noise). All the obtained simulations 
results are performed at a sampling frequency 
of  �ݏ =  ͺ ݇��.  

Figure 3 illustrate two examples of the real 
impulse responses ℎଵଶ ሺ݇ሻ and ℎଶଵሺ݇ሻ  that we had 
used in our simulations. The length of each impulse 
response is 64. The original speech signal and its 
manual voice activity detector (MVAD), and an 
example of the mixture signal �ଵሺ݇ሻ that we have 
used in these simulations are presented in fig.4. 

 ଵሺ݇ሻ

�ଶሺ݇ሻ 

�ଵଶሺ݇ሻ 

�ଶଵሺ݇ሻ 

+ 

 ଶሺ݇ሻ +

�ଵሺ݇ሻ − 

− 

DFC-SM-NLMS 

ALGORITHM  

51 FT/Boumerdes/NCASEE-24-Conference



 

Table 1. Simulation parameters of DF-SM-NLMS and Proposed 
algorithm. 

Algorithms Simulation parameters 

 

 

DF-SM-

NLMS [2] 

Initial step-sizes : �ଵ = �ଶ = Ͳ.ͳ 
Adaptive filter length  �ଵଶ, �ଶଵ: � = Ͷ 
Fixed threshold error 

ଵߛ  = ଶߛ = ͳͷ and 90 
Input  ܵ�ܴͳ = ͵ dB, 
Input  ܵ�ܴʹ = ͵ dB 

Proposed 

algorithm  

[In this 

paper] 

Initial step-sizes : �ଵ = �ଶ = Ͳ.ͳ 
Adaptive filter length  �ଵଶ, �ଶଵ: � = Ͷ 
Fixed threshold error  ߛଵ = ଶߛ = ͳͷ and 90 
Input  ܵ�ܴͳ = ͵ dB, 
Input  ܵ�ܴʹ = ͵ dB 

 

 
Figure 3. Examples of Impulse responses  ℎଵଶ ሺ݇ሻ,ℎଶଵሺ݇ሻ  [from 

top to bottom]. 

 

 
Figure 4.Original speech signal and its MVAD, and noisy signal 

[from top to bottom]. 
Temporal evaluation  

The time evolution of the output speech signal of the 
proposed algorithm have been evaluated, and the 
obtained results are reported on Fig. 5.  

 
Figure 5. Time evolution of the output signal. From top to 

bottom: original speech signal, mixture signal, the output speech 
signal obtained by Proposed DFC-SM-NLMS. 
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All simulation parameters are summarized in 
table 1. We notice that the noise is sufficiently 
canceled by the proposed algorithm. So the obtained 
results show the good performance of this algorithm 
for noise cancellation and the speech signal 
enhancement. 

System mismatch (SM) evaluation 

In this subsection, the evaluation of the system 
mismatch criterion (SM) for the both algorithms (.i.e. 
proposed algorithm and the classical DF-SM-NLMS) 
is presented.  We carried only on the output �ଵሺ݇ሻ and 
the adaptive filter �ଶଵሺ݇ሻ.The SM is given by the 
following relation:  ܵܯௗ� = ʹͲ݃ܮଵ ቀ‖�మభሺ�ሻ−�మభሺ�ሻ‖‖�మభሺ�ሻ‖ ቁ        (20) 

Where  ℎଶଵሺ݇ሻ and   �ଶଵሺ݇ሻ represent 
respectively the real impulse response and adaptive 
filters vectors and ||.|| represents the norm-2. All 
simulation parameters of each algorithms are 
summarized in Table 1.The obtained results are 
reported on Fig. 6. 

 

 
 

Figure 6. System mismatch evaluation of DF-SM-NLMS and 
Proposed algorithm. Input signals: speech signal and WGN and 

speech signal in the top. Input signals: speech signal and USASI. 

According to the evaluation of the system 
mismatch (SM), we can clearly observe the good 
behavior of the proposed algorithm in comparison 
with the classical DF-SM-NLMS ones. 

Segmental Mean Square Error SegMSE evolution  

This subsection illustrate another criterion. 
The evaluation of segmental mean square error 
SegMSE is presented in this simulation, comparing 
the proposed algorithm with the original DF-SM-
NLMS version. The SegMSE criterion is computed 
by the following relation; ܵ݁݃ܧܵܯௗ� = ʹͲ݃ܮଵሺ∑ �ଵሺ݇ሻெ−ଵ�= ሻ      (21) 

Where ܯ symbolize the time averaging frame 
length of output �ଵሺ݇ሻ. The presence of the voice 
activity detector ��ܦሺ݇ሻ  means that the SegMSE 
criterion is estimated only in the absence of speech 
segments. The obtained results are reported on Fig 7. 

 

Figure 7. Mean square error evaluation of DF-SM-NLMS and 
Proposed algorithm. Input signals: speech signal and WGN and 

speech signal in the top. Input signals: speech signal and USASI. 

The simulation results of the segmental mean 
square evaluation (SegMSE) given by fig 7, shows 
the best performance of the proposed DFC-SM-
NLMS algorithm in term of speed convergence.   

Output Segmental SNR evolution  

In this subsection, we describe the analysis of 
the output segmental signal to noise ratio (SegSNR), 
comparing the proposed algorithm with the original 
version in term of stability. Figure 8 represents the 
evaluation of the SegSNR output of the both 
algorithms (i.e. DF-SM-NLMS, and Proposed DFC-
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SM-NLMS algorithm).The SegSNR criterion is given 
by the following relation:  ܵ�ܴௗ� = ଵ� ∑ ͳͲ݃ܮଵ ( ∑ |��ሺ�ሻ|మ�−భ�=బ∑ |��ሺ�ሻ−௨భ,�ሺ�ሻ|మ�−భ�=బ )�−ଵ�= (22) 

Where ݏሺ݇ሻ and �ଵሺ݇ሻ are the original speech 
signal and the enhanced one, respectively. The 
parameter M is the mean averaging value of the 
output SNR. The parameter Q is the number of only‐
speech periods. 

 

 

Figure 8. Output signal to noise evolution evaluation of DF-SM-
NLMS and Proposed algorithm. Input signals: speech signal and 
WGN and speech signal in the top. Input signals: speech signal 

and USASI. 

5. CONCLUSION 
In this paper, we have proposed new version 

of two-channel forward partial update algorithm for 
acoustic noise reduction and speech quality 
enhancement application. We have carried out a 
comparison between the classical DF-SM-NLMS 
algorithm and the proposed algorithm to show clearly 
the performance of convergence speed and stability. 
In order to do a fair comparison between the both 
algorithms, three objective criteria have used, these 
criteria are: the system mismatch (SM), the segmental 
mean square error (SegMSE) and of the output 
segmental signal to noise ratio (SegSNR). According 
to the obtained results, we can well see that the 
proposed algorithm behaves more efficiently than the 

other one. All the obtained results confirmed the 
superiority of the proposed algorithm in speech 
enhancement and acoustic noise reduction 
application. 
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Abstract—this paper addresses the problem 

of the forward blind source separation (FBSS) 

structure by using set membership adaptive 

filtering algorithms. We propose a new two sensor 

forward set membership algorithm for FBSS 

application. This proposed algorithm focus on the 

cross-correlation of the output error signal and the 

noisy to control the variable-step-size in time 

domain. A comparison between our proposed 

algorithm with it conventional version two sensors 

forward set membership NLMS (TS-SM-NLMS) 

has done to improve the best performance of the 

proposed one. In order to examine the good 

performance of this proposed algorithm, we have 

evaluated it through three objective criteria: 

System Mismatch (SM), Segmental Mean Square 

Error (SegMSE) and the Segmental SNR 

(SegSNR). 

 

Keywords—blind source separation, adaptive 

algorithm, convergence speed, correlation, set 

membership filtering. 

1. INTRODUCTION  

In general, several telecommunication 
systems, such as hands-free telephones, conferencing 
systems, and hearing aids, employ the adaptive filter 
approach [1-2]. Adaptive algorithms commonly used 
in these applications include the Least Mean Square 
(LMS), Normalized Least Mean Square (NLMS), 
Affine Projection (AP), and Recursive Least Squares 
(RLS) algorithms. In real-time applications, the 
computational complexity of these adaptive 
algorithms plays a critical role and must be taken into 
consideration. The families of adaptive filtering 
algorithms introduced so far represent a trade-off 
between convergence speed and computational 
complexity. Several approaches have been proposed 
to address the problem of computational complexity. 

In our work, we focus on one of the most 
effective approaches to reducing the computational 
complexity of adaptive algorithms: Set Membership 
Filtering (SMF) [1]. As mentioned earlier, SMF 
reduces computational complexity in adaptive 
filtering by updating the filter coefficients only when 
the estimate of the output error exceeds a 
predetermined upper limit. 

Various techniques have been proposed to 
address the problem of acoustic noise reduction and 

speech enhancement. For instance, several single- 
and two-microphone adaptive techniques have been 
proposed to correct distortions in speech signals. One 
of the most popular techniques for acoustic noise 
reduction (ANR) is Blind Source Separation (BSS) 
[3-4], which restores the original source signals using 
only noisy observations as input. 

In this paper, we propose a new version of the 
two-sensor forward correlated Set Membership 
Normalized Least Mean Square (TSC-SM-NLMS) 
algorithm for ANR and speech enhancement 
applications. The paper is organized as follows: 
Section 2 describes the two-sensor mixing model. 
The mathematical derivation of the proposed TSC-
SM-NLMS algorithm is provided in Section 3. 
Simulation results of the proposed algorithm are 
presented in Section 4, and finally, Section 5 presents 
the conclusion. 

2. MIXING MODEL 

In this section, we present the two sensor 
mixing model. It allows to mix two uncorrelated 
sources that are the speech signal ݏሺ݇ሻ and the 
punctual noise ܾሺ݇ሻ as shown in Fig. 1 [5-6].   

 
Figure 1.The mixing model [5-6] 

Where  ℎଵଶሺ݇ሻ and  ℎଶଵሺ݇ሻ  represent the 
mutual coupling effects. The observed signals   ଵሺ݇ሻ 
and ଶሺ݇ሻ  of this model are given by: ଵሺ݇ሻ = ሺ݇ሻݏ + ܾሺ݇ሻ ∗ ℎଶଵሺ݇ሻ              (1) ଶሺ݇ሻ = ܾሺ݇ሻ + ሺ݇ሻݏ ∗ ℎଵଶሺ݇ሻ              (2) 

 ଶሺ݇ሻ ܾሺ݇ሻ

+ 

ℎଵଶሺ݇ሻ 

 

 ଵሺ݇ሻ ሺ݇ሻݏ

ℎଶଵሺ݇ሻ 

 

+ 
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3. PROPOSED TSC-SM-NLMS 

The mathematical derivation of the proposed 
algorithm is presented in this section. In the first, the 
dual mixing signals ଵሺ݇ሻ and  ଶሺ݇ሻ obtained by 
Fig.1 will be the inputs of the forward BSS structure 
given in Fig 2. According to this figure, the outputs 
signal �ଵሺ݇ሻ and �ଶሺ݇ሻ are given by the following 
relations: �ଵሺ݇ሻ = ଵሺ݇ሻ − ଶሺ݇ሻ ∗ �ଶଵሺ݇ሻ              (3) �ଶሺ݇ሻ = ଶሺ݇ሻ − ଵሺ݇ሻ ∗ �ଵଶሺ݇ሻ              (4) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.The proposed forward structure  

The insertion of equations (1) and (2) in (3) 
and (4) respectively, and using the optimality 
assumption for both adaptive filters, �. ݁. �ଵଶ௧ሺ݇ሻ =ℎଵଶሺ݇ሻ and �ଶଵ௧ሺ݇ሻ = ℎଶଵሺ݇ሻ  led to the following 
equations [6] �ଵሺ݇ሻ = ሺ݇ሻݏ ∗ ሺ݇ሻߜ] − ℎଵଶሺ݇ሻ ∗ �ଵଶሺ݇ሻ]     (5) �ଶሺ݇ሻ = ܾሺ݇ሻ ∗ ሺ݇ሻߜ] − ℎଶଵሺ݇ሻ ∗ �ଶଵሺ݇ሻ]     (6) 

According to these last relations, we show 
clearly that the output signals �ଵሺ݇ሻ and �ଶሺ݇ሻ 
converge respectively to the original signals ݏሺ݇ሻ 
and  ܾሺ݇ሻ. We have noticed a small distortion.by 
using the post-filters at the output of the forward BSS 
structure, we have avoid these distortions [6]. 

The aim of the proposed TSC-SM-NLMS 
algorithm is to minimize the Euclidean distance 
subject to constraint of zero a posterior errors. An 
additional constraint is to perform a test to check if 
the previous estimate of  �ଶଵሺ݇ሻ and  �ଵଶሺ݇ሻ  are 
respectively outside the constraint sets  �ሺ݇ሻ  and   �ሺ݇ሻ  that are given by the following relations: �ሺ݇ሻ = {�ଶଵሺ݇ሻ   ∈ ܴ� ∶  |�ଵሺ݇ሻ| ≤ ଵ  }     (7)                                       �ሺ݇ሻߛ = {�ଵଶሺ݇ሻ   ∈ ܴ� ∶  |�ଶሺ݇ሻ| ≤  ଶ  }     (8)ߛ

Where  � represent the number of coefficients 
filter, and ߛଵ and  ߛଶ  are the threshold error. 

In the proposed TSC-SM-NLMS, our goal is 
to control the variable step-sizes �ܿݎͳሺ݇ሻ  and �ܿݎʹሺ݇ሻ by using respectively the cross-correlation 
between the noisy signal �ଵሺ݇ሻ and the output error 
signal  �ଶሺ݇ሻ, and the cross-correlation between the 
noisy signal �ଶሺ݇ሻ and the output error signal  �ଵሺ݇ሻ. 
The expressions of the variable step-sizes are given 
by the following relations: ���ଵሺ݇ሻ = {ͳ − �భ‖௨మሺ�ሻ�భ�ሺ�ሻ‖       �݂        |�ଶሺ݇ሻ| > ݁ݏ݈݁                         ଵͲߛ    ሺͻሻ        

���ଶሺ݇ሻ = {ͳ − �మ‖௨భሺ�ሻ�మ�ሺ�ሻ‖       �݂         |�ଵሺ݇ሻ| > ݁ݏ݈݁                     ଶͲߛ ሺͳͲሻ       

The updating relations are given by:   �ଵଶሺ݇ሻ = �ଵଶሺ݇ − ͳሻ + ���ଵሺ݇ሻ�ଵሺ݇ሻ        (11) �ଶଵሺ݇ሻ = �ଶଵሺ݇ − ͳሻ + ���ଶሺ݇ሻ�ଶሺ݇ሻ        (12) 

Where �ଵሺ݇ሻ = ௨మሺ�ሻ�భሺ�ሻ‖�భሺ�ሻ‖మ                             (13) �ଶሺ݇ሻ = ௨భሺ�ሻ�మሺ�ሻ‖�మሺ�ሻ‖మ                           (14) 

1. SIMULATION RESULTS  

The analysis simulation results of the 
proposed algorithm are presented in this section. We 
are interesting on the comparison between the 
proposed TSC-SM-NLMS algorithm and the 
classical TS-SM-NLMS [2] algorithm in terms of 
stability and convergence speed. Two types of noise 
are used in our simulations (i.e. White Gaussian noise 
WGN, and United States of America Standard 
Institute (USASI) noise). All the obtained simulations 
results are performed at a sampling frequency 
of  �ݏ =  ͺ ݇��.  

Table 1. Simulation parameters. 

Algorithms Simulation parameters 

 

TS-SM-

NLMS [2] 

Initial step-sizes : �ଵ = �ଶ = Ͳ.ͳ 
Adaptive filter length  �ଵଶ, �ଶଵ: � = Ͷ 
Fixed threshold error 

ଵߛ  = ଶߛ = ͳͷ and 90 
Input  ܵ�ܴͳ =  ܵ�ܴʹ = ͵ dB  

Proposed 

algorithm  

[In this 

paper] 

Initial step-sizes : �ଵ = �ଶ = Ͳ.ͳ 
Adaptive filter length  �ଵଶ, �ଶଵ: � = Ͷ 
Fixed threshold error  ߛଵ = ଶߛ = ͳͷ and 90 
Input  ܵ�ܴͳ =  ܵ�ܴʹ = ͵ dB 

 ଵሺ݇ሻ

�ଶሺ݇ሻ 

�ଵଶሺ݇ሻ 

�ଶଵሺ݇ሻ 
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 ଶሺ݇ሻ +

�ଵሺ݇ሻ − 

− 
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Figure 3. Examples of Impulse responses  ℎଵଶ ሺ݇ሻ,ℎଶଵሺ݇ሻ  [from 

top to bottom]. 

 

 
Figure 4.Original speech signal and its MVAD, and noisy signal 

[from top to bottom] [5]. 

Figure 3 illustrate two examples of the real 
impulse responses ℎଵଶ ሺ݇ሻ and ℎଶଵሺ݇ሻ  that we had 
used in our simulations. The length of each impulse 
response is 64. The original speech signal and its 
manual voice activity detector (MVAD), and an 
example of the mixture signal �ଵሺ݇ሻ that we have 
used in these simulations are presented in fig.4. 

The evaluation of the system mismatch (SM) 
and the mean square error (MSE) criteria [6] for the 
both algorithms (.i.e. proposed algorithm and the 
classical TS-SM-NLMS) is presented in fig 5 and fig 
6. All simulation parameters of each algorithms are 
summarized in Table 1. 

 

 
Figure 5. System mismatch evaluation of TS-SM-NLMS and 

Proposed algorithm, with WGN. 

 

Figure 6. Mean square error evaluation of TS-SM-NLMS and 
Proposed algorithm, with USASI. 

According to the evaluation of the two criteria 
(SM and MSE) presented in fig 5 and fig 6, we can 
clearly observe the good behavior of the proposed 
algorithm in comparison with the classical TS-SM-
NLMS ones. 
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Table 2. Output SNR evaluation for different noise types. 

Noise Type WGN USASI Babble Street 

Input SNR in dB -6 0 6 -6 0 6 -6 0 6 -6 0 6 

O
ut

pu
t S

N
R

 
in

 d
B

 

TS-SM-
NLMS [7-8] 

41,91 42,41 46,39 40,55 45,23 50,81 39,89 42,43 48,77 41,41 43,55 46,11 

Proposed 
algorithm 

48,69 49,12 50,32 46,48 48,25 53,89 44,93 47,50 52,43 47,85 49,25 52,33 

 

 
Figure 7. Time convergence for different adaptive length filter. 

Table 2 illustrate the evaluation of the output 
SNR [6] for different type of noise and different input 
SNR. The time convergence in second is presented in 
fig 7. From these simulation results, the proposed 
algorithm show the best performance in term of speed 
convergence and quality of enhanced speech signal. 
This superiority is confirmed for different noisy 
conditions. 

5. CONCLUSION 

In this paper, we propose a new version of the 
two-sensor forward Set Membership algorithm for 
acoustic noise reduction and speech quality 
enhancement applications. We compare the classical 
TS-SM-NLMS algorithm with the proposed 
algorithm to clearly demonstrate differences in 
convergence speed and stability. To ensure a fair 
comparison between the two algorithms, three 
objective criteria are used: system mismatch (SM), 
segmental mean square error (SegMSE), and output 
segmental signal-to-noise ratio (Seg-SNR). The 
results show that the proposed algorithm performs 
more efficiently than the classical algorithm. All 
obtained results confirm the superiority of the 
proposed algorithm in speech enhancement and 
acoustic noise reduction applications. 

6. REFERENCES 

[1] P. S. R. Diniz, “Data-selective adaptive 
filtering”, Adaptive Filtering, Springer, 2008. 

[2] P. S. R. Diniz, R. P. Baraga, and S. Werner, “Set-
membership affine projection algorithm for echo 
cancellation,” in Proc. IEEE Int. Symp. Circuits 

Syst. (ISCAS), 2006. 

[3] Djendi M, Scalart P, Gilloire A. Analysis of two‐
sensors forward BSS structure with post‐filters in 
the presence of coherent and incoherent noise. 
Speech Comm. 2013; 55(10):975–987.M.  

[4] Djendi M, Bendoumia R. A new adaptive 
filtering subband algorithm for two channel 
acoustic noise reduction and speech 
enhancement. ComputElectr Eng. 2013; 
39(8):2531–2550. 

[5] A. Cheffi, M. Djendi, and A. Guessoum A new 
correlated set-membership partial-update NLMS 
(SM-PU-NLMSCOR) algorithm for acoustic 
noise reduction. In: 5th International Conference 
on Electrical Engineering - Boumerdes (ICEE-B) 
2017, Boumerdes, Algeria; 2017. 

[6] Sayoud.A, Djendi,M Efcient subband fast 
adaptive algorithm based-backward blind source 
separation for speech intelligibility 
enhancement. International Journal of Speech 
Technology. 2020; 23:471–479. 

[7] Diniz, P.S.R. Adaptive Filtering: Algorithms and 
Practical Implementaion, 4th ed.; Springer: New 
York, NY, USA, 2013. 

[8] Diniz, P.S.R. Adaptive Filtering: Algorithms and 
Practical Implementaion, 5th ed.; Springer: New 
York, NY, USA, 2020. 
 

 

 

 

64 128 256 512
Length of adaptif filter N

TS-SM-NLMS 4,86 7,87 12,67 30

Proposed algorithm 4,35 5,03 9,63 20

4,86
7,87

12,67

30

4,35 5,03
9,63

20

0
5

10
15
20
25
30

T
im

e 
co

nv
er

ge
nc

e 
 (

s)

TS-SM-NLMS Proposed algorithm

58 FT/Boumerdes/NCASEE-24-Conference



XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 

Optimizing the Structural, Morphological, and 
Optical Properties of (PbS)0.5(SnS)0.5 Composite 

Thin Films via Spray Pyrolysis for Advanced 
Optoelectronic Applications 

MAKHLOUF Oussama 

Laboratoire d’Elaboration et de 
Caracterisation des Materiaux 

Department Electronique, University 

Djilali Lyabes 

BP 89 Sidi Bel Abbes 22000-Algérie 
makhloufoussama72@gmail.com 

Pr KHADRAOUI Mohammed 
Laboratoire d’Elaboration et de 
Caracterisation des Materiaux 

Department Electronique, University 

Djilali Lyabes 

BP 89 Sidi Bel Abbes 22000-Algérie 
khadraoui_hm@yahoo.fr 

 

Pr Redouane MILOUA 
Laboratoire d’Elaboration et de 
Caracterisation des Materiaux 

Faculte des Sciences de la Nature et de 

la Vie, Universite Ibn Khaldoun 
14000, Tiaret, Algeria 

mr_lecm@yahoo. 

 

 

 

 

Abstratc : This study investigates the impact of incorporating SnS 
into PbS-based composite thin films, focusing on their structural, 

morphological, and optical properties. Thin films were 
synthesized using the spray pyrolysis technique, and their 
characteristics were analyzed to understand how SnS influences 
the crystal structure, surface morphology, and optical behavior. 
Results reveal significant modifications in band gap energy, 
crystallinity, and surface features, offering valuable insights for 
optimizing composite thin films for energy and optoelectronic 
applications. 

Keywords: Composite thin films, Lead sulfide (PbS), Tin 

sulfide (SnS), Spray pyrolysis, Optical properties) 

I. INTRODUCTION 

Thin film materials, particularly lead sulfide (PbS), are 
widely studied for their applications in optoelectronics and 
photovoltaics due to their tunable band gap and high 
absorption coefficient. However, their performance often 
faces limitations, necessitating enhancements through 
material modification. Incorporating tin sulfide (SnS) into 
PbS matrices is a promising approach to improve properties 
such as band gap tunability, crystallinity, and surface 
morphology. 

Previous research has shown that Sn-doped PbS thin films 
exhibit enhanced microstructure and electrical properties, 
making them suitable for infrared photodetectors [1]. 
Chemically deposited PbS films further demonstrate how 
deposition parameters affect their structural and optical 
behavior [2]. Similarly, studies on doped PbS films 
highlight the role of secondary materials in enhancing 
optical and photovoltaic performance [3]. 

This study focuses on the effect of SnS on the structural, 
morphological, and optical properties of PbS-based composite 
thin films, using spray pyrolysis to provide insights for 
advanced energy and optoelectronic applications. 

II. EXPÉRIMENTAL DÉTAILS 

The spray pyrolysis technique is used to prepare a mixture 
of thin films (SnS2)x(PbS)1-x on microscope glasses (75×25 
mm2), we used Pb(NO3)2 powder, which was dissolved 
solely in deionized water, and the tiouréa CS(NH2)2 were 
prepared with a solvent that contains an appropriate ratio of 
deionized water, First, the substrates were cleaned in a water 
bath, and then they were dipped successively in con HCl, 
acetone, and ethanol. Afterwards, the substrates were 
washed with deionized water and then dried using a hot air 
oven. The preparation process utilized compressed air as the 
carrier gas, which was maintained at a pressure of 2 bar. The 
process was conducted under the following conditions: a 
substrate temperature of 350◦C and a solution flow rate of 8 
ml/min. The distance between the spray nozzle and the 
heating plaque was 29 cm. It was also observed that the 
solutions that were prepared were sprayed immediately to 
prevent any potential chemical reactions over time 
 

III. RESULTS AND DISCUTION 

A. Structural studies 

X-ray diffraction (XRD) analysis was conducted to examine 
the crystallographic structure and composition of PbS, SnS, 
and their composite thin films with PbS:SnS ratios of 7:3, 
5:5, and 3:7 (Figure 1). The polycrystalline nature of the 
films was confirmed by multiple peaks corresponding to 
PbS (JCPDS 05-0592) and SnS (JCPDS 39-0354). PbS 
shows a cubic structure with prominent peaks at 26.10° 
(111), 30.27° (200), and 43.18° (220), while SnS has an 
orthorhombic structure with peaks at 21.72° (110), 27.49° 
(021), and 31.92° (111). Composite films displayed peaks 
from both phases, confirming their successful formation.The 
pattern for (PbS)0.5(SnS)0.5 shows peaks from both phases, 
including the SnS peak at 21.65° (110), indicative of an 
almost equal mixture. The Williamson-Hall (W-H) method 
analyzes strain and crystallite size from XRD data, 
separating peak broadening effects using the following 
equation: 
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ȕ is the FWHM (in radians), ș the Bragg angle, λ the X-ray 
wavelength, D the crystallite size, ϵ the microstrain, and k 
the shape factor (typically 0.λ). Plotting ȕcosș vs. sinș 
(Figure 4) gives kλ/D (crystallite size) as the intercept and 
4ϵ (strain) as the slope. 
 
The dislocation density (δ) represents the number of 
dislocations per unit area and is calculated using the grain 
size D: 
 
ߜ                                            = 1�²                                (2) 
Where D is the average grain size in nanometers (from W-
H).This formula highlights that smaller grain sizes 
correspond to higher dislocation densities, indicating greater 
structural defects 
 
Table 1 provides the calculated parameters of the films, 
including lattice constants, dislocation density, grain size, 
and strain. The structural analysis reveals significant 
changes in grain size, dislocation density, and strain with 
varying compositions of (PbS)x(SnS)1−x thin films 

 
Figure.1. XRD patterns of composite thin films (PbS)x(SnS)1−xfor different 

x values 0 ≤ x ≤ 1 prepared by the spray pyrolysis method at 3η0◦C 
 
Table 1 Results of crystallite size D, microstrain, dislocation density using 
W-H methods of (PbS)x(SnS)1−x thin film 

Composition 
(PbS)X(SnS)1-X 

Lattice 
constants 

(Å) 

DW-H 

(nm) 
Strain 
W-H 
10-3 

Dislocation 
Density (δ) 

(10-3 
line/nm2) 

PbS 5.90 38.61 1.28 0.51 
(PbS)0.5(SnS)0.5 5.89 13.50 -0.46 0.83 

SnS a  4.43  
b  11.54 
c  3.77 

9.68 -2.79 6.57 

 

B. Morphological analyses 

The surface features of the deposited thin films, analyzed 
via SEM, reveal significant morphological differences 
across compositions. Pure PbS (Figure 2-a) shows a 
granular morphology with larger grains, indicating a rougher 

texture. In contrast, pure SnS (Figure 5-b) exhibits a fine-
grained, smooth surface. Meanwhile, the (PbS)ၵ.₅(SnS)ၵ.₅ 
composition (Figure 5-d) shows mixed morphology with 
medium-sized grains and rougher regions, reflecting a 
balance between the two phases. Overall, higher PbS 
content increases surface roughness, while higher SnS 
content results in smoother, compact surfaces. 

Figure. 2.MEB images of (PbS)x (SnS)1-x composite thin film: (a)PbS, (b) 
SnS, (d) (PbS)0.5 (SnS)0.5 

C. Optical properties 

A UV–Visible–NIR spectrophotometer was used to measure 
transmittance and reflectance, analyzing the optical 
properties of PbS, SnS, and (PbS)ₓ(SnS)ၶ₋ₓ thin films. Figure 
3 shows optical transmittance varying with wavelength, with 
average transmittance in the visible range from 0.56% to 
10.78%. Figure 3 displays low reflectance for compositions 
like x = 0, η, highlighting the films’ suitability as light-
absorbing materials for solar cells. The optical band gap was 
calculated using the Tauc relation. 
 
                                (αhγ)m  = An.( hγ - Eg)                         (3) 

 

Where An represents a constant that is not influenced by 
energy variations. The exponent m, on the other hand, is 
contingent upon the type of transition taking place. For 
instance, when m equals 2, it signifies a direct allowed 
transition, whereas when m is set to 1/2, it corresponds to an 
indirect allowed transition, The direct band gap energies for 
the thin films of SnS, PbS and (PbS)ₓ(SnS)ၶ₋ₓ were 
determined by extending the linear section of the (αhυ)² 
graph to intersect the horizontal axis, hυ, as illustrated in 
Figure 4, The graph shows the Tauc plot used to determine 
the energy band gap (Eg) of PbS−SnS thin films and their 
mixtures. The calculated values of (PbS)ₓ(SnS)ၶ₋ₓ optical 
band gaps are listed in Table, The band gap energies 
decreases from 1.66 eV for pure PbS to 1.16 eV for pure 
SnS, with intermediate value of, 1.38 eV for (PbS)0.5(SnS)0.5

, This trend highlights the tunable band gap property of the 
PbS−SnS system, making it suitable for applications 
requiring tailored optical absorption, such as photovoltaics 
or optoelectronic devices 
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Figure.3. The transmittance and reflectance curves of (PbS)ₓ(SnS)ၶ₋ₓ 
composite thin film 
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Figure.4. Variation of (αhv)2 versus energy of (PbS)ₓ(SnS)ၶ₋ₓ composite 

thin films 

 

 

 

 

 

IV . CONCLUSION 

This study successfully demonstrated the potential of 
(PbS)x(SnS)1−x composite thin films, synthesized through 
the spray pyrolysis technique, in advancing energy and 
optoelectronic applications. By varying the composition 
ratios, significant modifications in crystallinity, grain size, 
and band gap energy were observed, highlighting the 
tunability of these materials. The incorporation of SnS into 
the PbS matrix effectively enhanced optical absorption 
properties, crucial for applications such as photovoltaics. 
Additionally, morphological analyses revealed a smooth-to-
rough transition with varying PbS and SnS concentrations, 
offering further insights into the design of films tailored for 
specific applications. These findings underscore the 
versatility and potential of PbS–SnS composites in 
developing next-generation optoelectronic devices. Future 
work could explore extended applications and further 
optimizations in the deposition parameters to enhance film 
performance. 
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Abstract— Gender recognition through speech has emerged 

as a pivotal application in artificial intelligence and human-

computer interaction, offering solutions for personalized 

services, emotion recognition, and speech-driven technologies. 

This study examines the effectiveness of acoustic parameters, 

particularly the fundamental frequency, in gender classification 

using two machine learning approaches: Support Vector 

Machines (SVM) and Multi-Layer Perceptron (MLP) neural 

networks. By analyzing a dataset of 3,168 speech samples (1,584 

male and 1,584 female), key acoustic features such as mean 

frequency, spectral centroid, and modulation index were 

extracted for training and validation. Results show that the 

MLP model, utilizing dense layers with Tanh activation, 

achieved the highest accuracy of 95.11%, surpassing SVMs 

employing various kernels. The study also employed K-fold 

cross-validation, further demonstrating the superior 

adaptability of the MLP model for speech-based gender 

recognition tasks. This research underscores the potential of 

deep learning architectures in enhancing gender classification 

accuracy and highlights critical considerations in feature 

selection and activation function design for speech-based 

machine learning applications. 

Keywords—gender recognition, acoustic parameters, SVM, 

MLP. 

I. INTRODUCTION  

Speech signals are a rich source of information, serving as a 
key medium for understanding various human characteristics 
such as gender, age, and emotions [1]. In the realm of 
artificial intelligence and human-computer interaction, 
recognizing gender through speech has become an 
increasingly valuable application, enabling personalized user 
experiences, optimizing speaker recognition systems, and 
enhancing the efficiency of voice-driven technologies. The 
fundamental frequency, as one of the most prominent 
acoustic features [2], plays a vital role in capturing gender-
specific vocal characteristics, making it a crucial feature for 
accurate gender classification. Coupled with machine 
learning techniques such as Support Vector Machines 
(SVMs) [3], fundamental frequency offers a robust 
foundation for building reliable and efficient gender 
recognition systems. 
Over the years, researchers have explored various approaches 
to improve the accuracy and robustness of gender recognition 
systems. Yasmin et al. (2021) [4] demonstrated that the 
combination of acoustic features selected using Rough Set 
Theory (RST) and features automatically learned by deep 
neural networks provides enhanced performance in gender 
classification, particularly when transgender categories are 

included alongside male and female genders. Their work 
highlights the significance of feature selection and hybrid 
systems in addressing practical challenges in speech-based 
gender recognition. Furthermore, La Mura and Lamberti 
(IEEE) [5] emphasized the importance of gender recognition 
for personalizing human-machine interaction systems, 
showcasing its application in domains such as virtual 
assistants, smart homes, and emotion recognition systems. 
Deep learning models, particularly Convolutional Neural 
Networks (CNNs) with specialized modules, have shown 
remarkable progress in extracting salient temporal and spatial 
features from speech spectrograms. Tursunov et al. (2021) [6] 
introduced a multi-attention module within a CNN 
framework, enabling efficient extraction of time and 
frequency domain features for gender and age recognition. 
Their model achieved superior accuracy in both gender and 
age classification tasks, underscoring the potential of deep 
learning architectures in speech processing applications. 
In addition to neural network-based methods, traditional 
machine learning techniques such as SVMs continue to play 
a pivotal role in speech-based gender recognition. 
Alkhawaldeh (2019) [7] explored various feature selection 
algorithms and demonstrated the efficacy of SVMs in 
achieving high classification accuracy when optimal features 
are employed. Similarly, Bisio et al. (2013) [8] highlighted 
the significance of gender information in improving emotion 
recognition systems, illustrating how gender recognition 
serves as a precursor to other speech-based applications. 
Another critical aspect of speech-based recognition systems 
lies in the integration of utterance-level representations, as 
explored by Wang and Tashev (2017) [9]. Their work utilized 
deep neural networks to learn robust representations for age, 
gender, and emotion recognition, showcasing the synergy 
between feature extraction and classification techniques. The 
findings further emphasize the complementary nature of 
traditional and deep learning approaches in addressing the 
complexities of speech processing tasks. 
In the other hand, other studies have explored the integration 
of gender recognition systems to enhance speech processing 
applications. Sallam (2018) [11] demonstrated that gender-
based modeling significantly improves speech recognition 
accuracy by leveraging distinct features such as fundamental 
and formant frequencies. Similarly, Chachadi and Nirmala 
[12] proposed a 1-D CNN-based approach, achieving high 
accuracy in gender classification by extracting and analyzing 
MFCC, Mel spectrogram, and Chroma features from speech 
signals using the Mozilla voice dataset. These advancements 
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highlight the potential of gender recognition to refine the 
performance of speech-related technologies. 
This study aims to leverage the fundamental frequency as the 
primary acoustic feature for gender recognition and utilize 
SVMs for classification. By combining the insights from 
previous research and focusing on a simplified yet effective 
feature set, this work seeks to contribute to the development 
of efficient and accessible gender recognition systems. The 
integration of methodologies from Yasmin et al., La Mura 
and Lamberti, Tursunov et al., Alkhawaldeh, Bisio et al., and 
Wang and Tashev provides a comprehensive foundation for 
exploring the interplay between acoustic features and 
machine learning techniques in achieving accurate gender 
classification. 

II. DATASET AND SYSTEM ARCHITECTURE 

A. Dataset 

1584 male and 1584 female voice parameters make up the 
dataset used to train and validate the model. A single CSV file 
containing 20 parameters for every record in the dataset has 
been created. Voice samples that lasted no more than three 
seconds were used to extract the features. 

Table I contains the features used and their descriptions: 

Acoustic features 

Feature description 

Meanfreq 

Mean Frequency: 
Male voices tend to have lower average frequencies 
compared to female voices because of differences in 

vocal fold length and mass [13]. 

Sd 

Standard Deviation of Frequency: 
Measures variability in frequencies; higher 

variability may indicate speech dynamics, often 
found in female speech (fig. 1). 

Median 

Median Frequency: 
Like the mean, it reflects pitch characteristics. 
Female voices typically exhibit higher median 

frequencies [13]. 

Q25 and Q75 

First Quartile and Third Quartile: 
Indicates the spread of frequencies in the lower and 
upper ranges, capturing pitch dynamics. Male voices 
often have a narrower spread in lower ranges [14]. 

IQR 

Interquartile Range: 
An audio recording's IQR is its frequency range 

between Q25 and Q75, and its value is the difference 
between Q25 and Q75 [14]. 

Skew 

Skewness: 
Indicates asymmetry in frequency distribution; 

skewed towards lower frequencies in male speech. 
[15] 

Kurt 

Kurtosis: 
High kurtosis indicates sharper peaks in frequency 
distribution, more common in female speech due to 

higher harmonics [16]. 

Sp.Ent 

Spectral Entropy: 
Measures the randomness in the spectrum; lower 

values in male speech due to more uniform energy 
distribution in lower frequencies [17]. 

Sfm 
Spectral Flatness Measure: 

Indicates noisiness; male speech tends to have less 
flatness as it is more harmonic-dominant [18]. 

Mode 
Mode Frequency: 

Represents the most frequent pitch value; typically, 
lower in male voices. 

 

Acoustic features 

Feature description 

Centroid 

Spectral Centroid: 
Describes the center of spectral energy; higher in 

female voices due to greater energy in higher 
frequencies [18]. 

Meanfun, 
minfun, 
maxfun 

Mean, Min, and Max Fundamental Frequencies: 
Directly captures pitch range; higher values are 

characteristic of female voices [19]. 

Meandom, 
mindom, 
maxdom, 
dfrange 

Mean, Min, and Max Dominant Frequencies and 
Range: 

Dominant frequencies are associated with the 
strongest harmonic components; males often have 

stronger dominance in lower ranges [19]. 

 Modindx 
Modulation Index: 

Measures variations in amplitude; typically, more 
varied in female speech. 

 

Figure 1 presents the first four acoustic parameters utilized 
in this framework, highlighting the differences between male 
and female voice features. 

 
Fig. 1.    Example of a figure caption 
 

B. Framework architecture 

The goal of this study is to determine which model—
voice features, SVM, or MLP—is more effective at 
recognizing gender. 

1) Support Vector Machine:  
This architecture aims to effectively separate the 

examples of two classes by optimizing the margin or distance 
between them and the hyperplane. This idea, sometimes 
referred to as the "maximum margin classifier," guarantees 
that the hyperplane keeps the classes as far apart as possible 
[20]. We evaluated the SVM classifier's performance in our 
experiments using radial basis function (RBF), linear, and 
polynomial kernels. To identify the best kernel, evaluation 
metrics like accuracy, precision, recall, and F1 score are 
applied to test or validation datasets. The complexity of the 
problem and the properties of the data determine which 
kernel is best. Finding the kernel that best fits the specified 
classification task can be accomplished by testing out 
different kernels and evaluating how well they perform. 
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2) Artificial Neural Nertwork: 

Multi Layer Perceptron (MLP) is a computational model 
inspired by the structure and functioning of biological neural 
networks, such as the human brain. It is composed of 
interconnected layers of nodes, called neurons or units, which 
process information in a manner similar to biological 
neurons. MLPs are used to learn patterns and relationships in 
data, making them a fundamental tool in machine learning 
and artificial intelligence. 

In this framework, The MLP model is implemented in 
Keras with multiple dense layers, including intermediate 
layers of 128, 64, 32, 16, and 8 neurons, all using the ReLU 
then tanh activation function. The output layer consists of a 
single neuron with a sigmoid activation function, suitable for 
binary classification tasks. The model uses the 
binary_crossentropy loss function for optimization, the Adam 
optimizer with a learning rate of 0.0001, and accuracy as the 
evaluation metric to assess performance. 

III. RESULTS 

A. Simple validation 

The database was split into 70% for training and 30% for 
testing. The dataset is already labeled as "male" and "female" 
to perform binary classification (0 or 1). For the SVM 
method, tests were conducted using three kernels: linear, 
polynomial, and Gaussian (RBF). The neural network was 
trained for 250 epochs. The results are summarized in the 
following table: 

TABLE I.  GENDER RECOGNITION BY SVM AND MLP 

Model  Accuracy (%) 

SVM 
Linear kernel 91.69 

Polynomial kernel 52.79 
RBF kernel 67.30 

MLP 95.11 
 

The results indicate that the neural network (MLP) 
outperformed the SVM models, achieving the highest 
accuracy of 95.11%. Among the SVM kernels, the linear 
kernel provided the best performance with an accuracy of 
91.69%, while the polynomial kernel performed the worst at 
52.79%, showing its unsuitability for this task. The RBF 
kernel achieved moderate accuracy at 67.30%, indicating that 
it struggled to capture the patterns in the dataset as effectively 
as the linear kernel or the MLP. Overall, the MLP 
demonstrated superior performance, likely due to its ability to 
model complex non-linear relationships in the data during its 
extended training (250 epochs). 

B. Cross validation 

Using K-fold cross-validation, we divide the sample set 
into K subsets and run a number of tests. While the remaining 
subsets are used for training, each subset serves as a validation 
set. We selected K values of 5, 10, and 20 for our experiments. 
Ten iterations for each fold were used in the evaluation of the 
SVM and MLP models. Table II provides a summary of the 
findings. 

 

 

 

TABLE II.  GENDER RECOGNITION BY CROSS VALIDATION (SVM AND 
MLP) 

Model 
Classification rate (%) 

K=5 K=10 K=20 

MLP 
Relu  73.03 77.29 80.38 

Tanh  78.07 77.92 85.44 

SVM (linear)  92.01 92.52 92.71 

 

• The model using tanh activation performs better 
overall (78.07% to 85.44%) than that using ReLU 
(73.03% to 80.38%). 

• Tanh generates outputs between -1 and 1, unlike 
ReLU, which produces values between 0 and ∞ (fig. 
2). 

• For normalized data or data centered around 0, tanh 
allows for better symmetry in gradient propagation, 
which can help the network converge faster and more 
efficiently. 

• ReLU tends to produce zero outputs for negative 
inputs (“dead neuron” effect), which can reduce 
learning in certain layers if some of the neurons never 
activate. This is particularly problematic if the data do 
not cover the entire input range or if the initial weights 
are not optimal. Tanh, on the other hand, is always 
active for all input values (positive or negative), which 
favors better gradient propagation. 

• Returning to cross validation, with K=20, performance 
increases for both models, probably due to better 
exploitation of larger data sets or more representative 
subgroups. 

• SVM with a linear hyperplane performs better, 
suggesting that the acoustic data are linearly separable, 
or at least that a linear model is sufficient. 

 

  
Fig. 2.    Relu and tanh activation functions. 
 

IV. CONCLUSION 

This study demonstrates the importance of leveraging 
acoustic features and advanced machine learning models for 
accurate gender recognition from speech signals. The analysis 
reveals that the Multi-Layer Perceptron (MLP) model 
outperforms Support Vector Machines (SVM), with an 
impressive accuracy of 95.11%, owing to its ability to capture 
complex, non-linear relationships in the data. Additionally, 
the use of the Tanh activation function in MLP offers superior 
gradient propagation and convergence compared to ReLU, 
particularly in normalized datasets. Cross-validation 
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experiments further validate the robustness of the models, 
highlighting the significance of dataset size and representative 
subsets for improved classification performance. These 
findings not only reinforce the utility of machine learning in 
speech-based applications but also provide a foundation for 
future advancements in human-computer interaction and 
personalized voice-driven systems. Future work can explore 
the integration of hybrid models and larger datasets to further 
refine the efficiency and scalability of gender recognition 
systems. 
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Abstract—Speech, a cornerstone of human interaction, can 

be compromised by voice disorders. Early detection of these 

disorders is crucial to mitigate emotional and psychological 

impact. Computer-aided diagnosis offers a cost-effective and 

efficient solution over traditional methods. This review delves 

into recent advancements in voice pathology detection, focusing 

on machine learning and deep learning techniques. We examine 

essential aspects, including voice pathology taxonomy, feature 

extraction methods, and the utilization of standard databases 

like the Arabic Voice Pathology Database, Saarbruecken Voice 

Database, Nemours, UASpeech, and Massachusetts Eye and Ear 

Infirmary. A key emphasis is placed on the extraction of both 

static and dynamic features from speech signals. These features, 

once extracted, are transformed into suitable representations 

for input into machine learning and deep learning models. By 

providing a comprehensive overview of the field, this review 

aims to contribute to the development of accurate and reliable 

automated voice pathology detection systems. 

Keywords—pathological voice, speech disorder, feature 

extraction, speech classifier, deep learning, machine learning. 

I. INTRODUCTION 

Humans use a variety of organs, including the brain, 
mouth, nose, lungs, and abdomen, to produce speech. Speech 
production heavily relies on the vocal cords and vocal tract. 
Starting at a frequency of 100 Hz, speech production can reach 
up to 17 kHz [1]. Any abnormality that differs from the 
characteristics of voices of the same age group, sex, and social 
group, such as "loudness, quality, pitch, and/or vocal 
flexibility," is referred to as a voice disorder [2,3]. According 
to a recently released National Center for Education Statistics 
survey, 20% of young adults and children ages 3 to 21 had 
voice issues. A flaw in the human voice generation system is 
the cause of voice impairment, according to research by the 
American Speech Language-Hearing Association [4]. 

Vocal abnormalities are often diagnosed with invasive 
surgical procedures. During endoscopic procedures like 
laryngoscopy, laryngeal electromyography, and stroboscopy, 
doctors insert a probe into the patient's mouth. Patients may 
experience trauma from these painful procedures. Much 
research has been done to find alternatives to these surgical 
treatments. Using voice signal processing to identify vocal 
pathology is one of these options [5]. To detect vocal 
pathology using voice signals, voice features must be 
extracted and analyzed. Samples of voices were recorded in a 
particular setting. After being extracted from the voice signals, 

the voice features were analyzed. After that, voice samples 
were separated into two categories: normal and abnormal. 
Voice signal identification must be taken into consideration 
when selecting the appropriate technology. The most popular 
method for recognizing and differentiating between two or 
more subjects is the classification algorithm [6]. The 
application of machine learning has demonstrated efficacy in 
a range of medical domains, including cancer diagnosis and 
classification [7], three-dimensional brain reconstruction [8, 
9], and the analysis of Alzheimer's disease [10-12]. 

Voice features must be extracted and analyzed in order to 
detect voice pathology using voice signals. In a controlled 
setting, voice samples are gathered. Voice features are then 
extracted by analyzing the voice signals. Classifying voice 
samples into two groups—normal and pathological—is the 
next stage.  

The right one must be carefully chosen while categorizing 
the voice signals. The classification algorithm is the most 
widely used technique. The literature has a variety of 
classification algorithms. The published works demonstrate 
that the classifier has a significant impact on the accuracy 
level. However, voice signal-based pathology detection 
systems have a lot of problems and difficulties. Choosing the 
right classifier tool and (a) the right voice features are two 
crucial considerations. 

This is how the remainder of the paper is structured. A 
voice pathology example is given in Section 2. The vocal 
pathology database is explained in Section 3. Methods for 
obtaining vocal pathology features are covered in Section 4. 
Algorithms for classifying vocal pathology are presented in 
Section 5. This paper is concluded in Section 6. 

II. VOICE PATHOLOGIES 

Over the past 150 years, the term "apraxia of speech" [13] 
has undergone various redefinitions, yet individuals 
diagnosed with this condition have consistently been seen as 
experiencing disruptions at a higher level of motor speech 
organization. Clinicians distinguish these patients from those 
with dysarthria due to the irregular and unpredictable nature 
of their speech patterns, which deviate from the more 
consistent characteristics of motor impairments caused by 
paresis, ataxia, akinesia, or dyskinesia in the speech muscles 
(e.g., Wertz et al., 1984). Theoretically, the plausibility of a 
motor planning stage, along with its potential impairment, has 
long intrigued researchers. This notion arises from the 
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apparent divide between a symbolic phonological grammar 
and the mechanical processes of motor execution, which 
necessitate an efficient intermediary translation system. 

In the classical dualist framework, where phonemes are 
seen as purely symbolic entities devoid of motor information, 
the existence of a "translator" becomes critical for enabling 
the nonlinguistic motor system to interpret phoneme strings 
for speech production. This idea aligns with longstanding 
theories in motor cognition suggesting that abstract 
movement representations must undergo transformation into 
actionable motor commands—a process that can be 
selectively impaired, as illustrated in motor domains outside 
speech (Liepmann, 1900a). This interplay between abstract 
motor representations and execution remains a central 
challenge in understanding human motor control and 
cognition (Prinz, Aschersleben, & Koch, 2009). 

Over time, the theoretical underpinnings of the 
mechanisms thought to cause apraxia of speech have evolved, 
reflecting the psychological and physiological frameworks of 
different periods. This paper focuses on three dominant 
themes that have shaped our understanding of this condition 
across historical and intellectual contexts [14]. 

III. VOICE PATHOLOGY DATASET 

One essential part of the automatic voice disorder 
detection (AVDD) system is the voice pathology database. 
The dataset contains samples of both healthy and disordered 
voices. These examples could be continuous speech or 
prolonged vowel phonation. Most studies make use of a 
number of standard databases, including Nemours, Torgo, 
UASpeech, MEEI, the SVD, and the AVPD. 

A. Nemours database 

The Nemours database contains 814 brief nonsense 
sentences, 74 of which are uttered by 11 male speakers with 
various levels of dysarthria [15]. The database also includes 
two connected-speech paragraphs spoken by each of the 11 
participants. It was specifically created to evaluate the 
intelligibility of dysarthric speech both before and after 
applying various signal processing techniques and is 
accessible on CD-ROM. Additionally, it can be utilized to 
examine general features of dysarthric speech, such as 
patterns of production errors. The entire dataset has been 
annotated at the word level, with phoneme-level markings 
provided for sentences from 10 of the 11 speakers. Discrete 
Hidden Markov Model (DHMM) labeler was used to assign 
initial phoneme labels to the elements of the database. These 
techniques may be useful in the design of automatic 
recognition systems for persons with speech disorders, 
especially when limited amounts of training data are 
available. Each nonsense sentence in the database is of the 
form “The X is Ying the Z” Specific sentences were 
generated by randomly selecting X and 2 (X # Z) without 
replacement from a set of 74 monosyllabic nouns and 
selecting Y without replacement from a set of 37 disyllabic 
verbs. This process produced 37 sentences from which An 
additional 37 sentences were created by swapping the X and 
Z tokens in the original set, resulting in a total of 74 
sentences. This setup ensured that each noun and verb was 
produced twice by every speaker. The target words (X, Y, and 
Z) were selected based on constraints similar to those 

outlined by Kent et al. (1990) [16], aimed at providing closed-
set phonetic contrasts (e.g., contrasts in place, manner, and 
voicing) within an associated group of four to six words. All 
target words within a set differ by a single phoneme, making 
them suitable for use as alternatives in a closed-response 
perceptual intelligibility test. Additionally, each speaker 
recorded two connected-speech passages: the "Grandfather" 
passage and the "Rainbow" passage, both of which are widely 
used in speech research. As a control, one non-dysarthric 
speaker recorded the entire speech corpus. 

B. Torgo database 

It is a database of measured 2D and 3D articulatory 
features and aligned acoustics of English speech from 
speakers who have either cerebral palsy (CP) or amyotrophic 
lateral sclerosis (ALS), two of the most common causes of 
speech impairment [17]. The University of Toronto's 
departments of computer science and speech-language 
pathology, along with the Toronto-based Holland-Bloorview 
Kids Rehab hospital, collaborated to create this database. 
Disruptions in the neuro-motor interface are the cause of a 
group of speech impairments known as dysarthria, which 
includes both ALS and cerebral palsy. In most situations, these 
disturbances lead to atypical and largely incomprehensible 
speech because they skew motor commands to the speech 
articulators rather than impairing comprehension or cognitive 
aspects of natural language production. The use of 
conventional automatic speech recognition (ASR) software is 
severely hampered by this incomprehensibility, to the extent 
that severely dysarthric subjects may have a word-error rate of 
97.5% on contemporary systems compared to 15.5% for the 
general population. Since other types of computer input, like 
keyboards or touch screens, can be particularly challenging 
due to the more general physical disabilities frequently 
associated with the causative neuro-motor disruptions, the 
incapacity of modern ASR to comprehend dysarthric speech 
is a significant issue. It is crucial to measure the articulation of 
speakers with dysarthria empirically because their articulation 
differs from that of the general population. Although the 
TORGO database is equally valuable to the broader ASR 
community, its primary purpose is to support the development 
of ASR models better tailored to the requirements of 
individuals with atypical speech production. The ability to 
explicitly learn "hidden" articulatory parameters 
automatically in computer speech models through statistical 
pattern recognition is a major motivation for gathering 
comprehensive physiological data. 

C. UAspeech database 

19 speakers with cerebral palsy have contributed to this 
database of dysarthric speech [18]. Each speaker's speech 
materials include 765 isolated words: 300 unique uncommon 
words and three repetitions of common words, computer 
commands, radio alphabets, and digits. One digital video 
camera and an array of eight microphones are used to record 
data. For those with neuromotor disabilities, our database 
offers a foundational resource for the development of 
automatic speech recognition. In addition to improving 
clinical treatments, research on articulation errors in 
dysarthria will advance our understanding of the neuromotor 
mechanisms underlying speech production. On request, data 
files can be accessed via secure FTP. This database includes 
35 words from the grandfather passage and 30 repetitions of 
46 isolated words (10 digits, 26 alphabet letters, and 10 
"control" words) generated by each of six people with cerebral 
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palsy. This database contains 15 repetitions of the same 
content produced by a typical speaker. A limited set of words 
produced by a limited number of subjects comprise the 
Whitaker Database and the materials utilized in the majority 
of previous studies on ASR for dysarthria. 

D. Saarbruecken voice database 

The SVD is a publicly available database [19] maintained 
by the Institute of Phonetics at Saarland University. It includes 
sustained vowels (/a/, /i/, and /u/) recorded with various 
intonations, such as low-high-low, low, normal, and high. 
Additionally, it features a spoken German sentence, “Guten 
Morgen, wie geht es Ihnen?”, which translates to “Good 
morning, how are you?” These unique attributes make the 
database particularly noteworthy. All voice recordings in the 
SVD were sampled at 50 kHz with 16-bit resolution. Being 
relatively new, this database has only been utilized in a limited 
number of studies for voice disorder detection [20]. 

The database provides both voice and electroglottographic 
(EGG) signals for each recording. These signals can be 
exported in their native formats (NSP and EGG) or as WAV 
files. Once selected, the server creates a ZIP file containing 
the requested data, though this process may take a few 
minutes. After completion, a link is provided to download the 
ZIP file [19]. 

E. Massachusetts eye and ear infirmary 

The MEEI lab developed a voice and speech database. It 
includes the first half of the Rainbow Passage and about 1,400 
voiced, sustained vowel/a/samples. This database was 
collected in two distinct environments and is sold by Kay 
Elemetrics [20,21]. Pathological samples were tested at 25 
kHz or 50 kHz, while normal samples were tested at 50 kHz. 
The database also includes a spreadsheet containing the 
individuals' personal and clinical data as well as the results of 
the acoustic analysis of the recordings taken from Kay's 
MultiDimensional Voice Program (MDVP). Similar acoustic 
conditions were also used to record in Kay's Computerized 
Speech Lab (CSL). For at least three seconds, each participant 
was required to produce a continuous phonation of the vowel 
/ah/ at a comfortable pitch and loudness. Each participant 
underwent the procedure three times, and a speech pathologist 
selected the best sample for the database [22]. This database 
has a number of shortcomings despite its widespread use. The 
majority of vocal pathology identification and classification 
studies use the database, which captures both healthy and 
disordered voices using various voice sample settings and 
frequencies (Kay Elemetrics confirmed this data). 

F. Arabic voice pathology database 

Samples for this database were recorded by qualified 
phoneticians using a specified recording methodology over 
the course of multiple sessions in a sound-treated environment 
at the Communication and Swallowing Disorders Unit (King 
Abdul Aziz University Hospital, Riyadh, Saudi Arabia). [20, 
23]. One of the main duties of a two-year project funded by 
Saudi Arabia's National Plans for Science and Technology 
(NPST) was compiling the database. The database protocol 
was designed to circumvent the shortcomings of the MEEI 
database [22]. The database includes a variety of samples, 
such as recordings of people with normal speech, sustained 
vowels, and speeches from people with vocal fold diseases. 
After a clinical examination using laryngeal stroboscopy, the 
vocal folds that were healthy and those that were not were 
identified. The frequency of voice issues in pathology cases 

was rated on a severity scale of 1 to 3, where 3 denoted the 
most severe case. Each sample was assigned a severity rating 
by the panel of three qualified medical professionals. The 
audio recording contains three different types of text: (a) 
continuous speech, (b) three sustained vowels with onset and 
offset information, and (c) Arabic words, numbers, and 
isolated words [20]. 

Every Arabic phoneme was included in the carefully 
selected text. To avoid burdening patients, all speakers 
recorded three utterances of each vowel (/a/, u/, and i/); 
however, isolated words and continuous speech were only 
recorded once. The CSL application was used to record the 
speech, and the database's sampling frequency was 44 kHz. 
The vocal issues listed in this database were examined and 
verified by various knowledgeable specialists from King 
Abdul Aziz University Hospital [20]. 366 samples of both 
healthy and ill patients are included in the AVPD. Fifty-one 
percent of the subjects are normal, and the remaining subjects 
are split between the five voice abnormalities (sulcus, nodules, 
cysts, paralysis, and polyps); sixty percent of the subjects are 
male, and forty percent are female. All texts, including three 
repeating vowels—Arabic numbers, Al-Fateha, and common 
terms—were recorded and stored in two distinct audio 
formats, WAV and NSP. The recorded samples were divided 
into 22 segments: 3 segments for the common word, 6 
segments for vowels (three vowels plus their repetition), 11 
segments for Arabic numerals (zero to ten), and 2 segments 
for Al-Fateha (split so that the first half can be used to train 
the system and the second part can be used to test the system). 

 

IV. VOICE FEATURES USED IN VOICE PATHOLOGIES 

The process of calculating a series of feature vectors that 
yield a condensed representation of the input speech signal is 
known as feature extraction. Generally speaking, this 
approach consists of three parts. The first step, known as the 
acoustic front-end or speech analysis, creates raw 
characteristics that reflect the power spectrum envelope of 
short speech intervals by temporally analyzing the speech 
signal spectra. The creation of a feature vector with both static 
and dynamic data is the second step. Before delivering the 
extended feature vectors to the recognizer, the last step 
compresses and fortifies them [24]. 

A. Mel frequency cepstral coefficients (MFCCS) 

The most widely used feature for identifying voice 
disorders is Mel frequency cepstral coefficients (MFCCs). It 
is commonly accepted to define the human voice generation 
system using MFCCs. A helpful technique for identifying 
vocal impairment is MFCC [6]. 

One of the most popular feature extraction techniques in 
speech recognition is MFCC. Features of the frequency 
domain, including MFCCs, are more accurate than those of 
the time domain because MFCC is dependent on the Mel 
scale, which is based on the human ear scale [25]. The true 
cepstral of a windowed short-time signal (FFT) is represented 
by MFCC, which is generated from the fast Fourier transform 
signal. To differentiate MFCC from the real cepstral, the 
auditory system activity is simulated using a nonlinear 
frequency scale. Furthermore, taking into account variations 
in speakers and recording conditions, these coefficients are 
consistent and trustworthy. Concurrently, MFCC is a method 
for feature extraction that downplays all other information 
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while identifying parameters from speech samples that are 
comparable to those humans use to hear speech [29]. Since 
MFCC can fully describe the geometry of the vocal tract, it 
has an advantage over other voice characteristics for a variety 
of speech samples. Once the vocal tract has been precisely 
defined, a precise representation of the phoneme produced by 
the vocal tract can be computed. The vocal tract's curvature is 
represented by the envelope of a short-time power spectrum, 
which MFCCs accurately capture [6]. 

B. Spectrograms  

A speech waveform is a series of distinct occurrences that 
change over time. Highly fluctuating spectral characteristics 
over time are correlated with this time-varying nature. As a 
result, STFT is utilized since a single Fourier transform is 
unable to capture this kind of fast time varying signal [26]. For 
portions of the waveform under a sliding window, the STFT 
consists of a distinct Fourier transform. Next, the voice 
signal's spectrogram is obtained from STFT by: 

                           S(w) = |X(m,wk)|²                                (1) 

 

 

(a) Spectrogram of normal voice sample. 

 
(b) Spectrogram of pathological voice sample. 

Fig .1. The voice spectrograms of normal and pathological voices for the same 
word. 

As seen in Fig. 1, the spectrogram can be displayed as a 
3-D plot that illustrates the power density distribution over 
time and frequency. The figure illustrates how the voice 

signal's power density distribution varies significantly over 
time and frequency, and it can be used to differentiate 
between pathological and normal voices. The figure also 
shows that the power distribution for a normal voice is 
consistent across time and frequency. This isn't always the 
case with pathological voice, though. As a result, the 
spectrogram is thought to be a useful tool for differentiating 
between pathological and normal voices. 

C. Formants 

Another significant voice characteristic that the 
researchers looked into was the formant frequency, or simply 
formant analysis. The vocal tract's resonance frequencies are 
known as the "formant frequencies," and they vary depending 
on the vocal tract configuration. The full spectral contribution 
of a resonance is typically referred to as the formant. The vocal 
tract response's formants roughly correspond to the peaks of 
its spectrum. 

The vocal tract's resonant frequencies during speech 
production are represented by formants. Due to modifications 
in vocal tract control, they can be changed in dysarthric speech 
and are crucial for vowel perception. Formant frequency 
analysis can be used to evaluate the vowel quality and 
articulatory accuracy of dysarthric speech. 

D. Linear predictive coding (LPC) 

LPC was primarily developed to compress digital signals 
for more effective storage and transmission. But as a formant 
estimator, LPC has grown in popularity and is now among 
the most potent speech analysis methods [27]. Modeling the 
vocal tract as a linear all-pole infinite impulse response (IIR) 
filter is the foundation of the LPC technique, which is defined 
by: 

 

(2) 

 
Where p represents the number of poles, G denotes the 

filter gain, and ap(k) signifies the coefficients. A speech 
encoder determines the appropriate excitation function, pitch 
period for voiced speech, gain parameter G, and the 
coefficients ap(k)  for a short-time segment of a speech signal 
(i.e., 20 ms) sampled at an 8 kHz sampling rate. The LPC is 
calculated using the least mean squares error approach. 

E. Perceptual linear prediction (PLP) 

PLP, which was first presented by Hermansky [28], uses 
the idea of the psychophysics of hearing to model human 
speech. PLP's primary purpose is to eliminate any 
unnecessary information from the speech. Unlike LPC, PLP's 
spectral characteristics are altered to conform to the human 
auditory system. As a result, PLP is better suited to human 
hearing than LPC. The use of two distinct kinds of transfer 
functions is the other primary distinction between PLP and 
LPC. The LPC model, for instance, makes the assumption 
that the vocal tract has an all-pole transfer function with a 
certain number of resonances within the analysis band. 
Conversely, the PLP transfer function is also an all-pole 
model, but it approximates an equal-magnitude power 
distribution across the analysis band's frequencies. 
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F. Jitter and schimmer 

The voice signal's fluctuation between successive periods 
is reflected in jitter. The timing of the fundamental period 
must be detected in order to determine jitter. The average 
absolute difference (over N periods) between two 
consecutive periods is represented by jitter (local, absolute). 
Another common voice characteristic for detecting voice 
impairments is shimmer [29]. Shimmer, as opposed to Jitter, 
concentrates on a signal's peak values. The algorithm first 
determines the onset time of a signal's glottal pulses and the 
corresponding signal magnitude at that sample in order to 
calculate the Shimmer parameters. The values of each 
Shimmer parameter are then found using the same algorithm 
as for Jitter. 

G. HNR 

By measuring the ratio between the periodic (harmonic 
part) and aperiodic (noise) components, the harmonic to noise 
ratio gives an indication of the voice signal's overall 
periodicity. Rather than being a function of frequency, this 
parameter is typically measured as an overall signal 
characteristic. Because different vocal tract configurations 
involve different amplitudes for the harmonics, the signal's 
overall HNR value varies [30]. 

V. VOICE PATHOLOGY CLASSIFICATION ALGORITHMES 

Voice signal analysis is crucial for diagnosing vocal 
problems by classifying a signal into predefined categories. 
Classifiers are used to detect vocal impairment [6], which 
involves three steps: feature extraction, feature selection, and 
feature classification. Audio samples are selected from a 
voice database, and required characteristics are extracted. 
These characteristics are optimized using an algorithm and 
sent to the classifier. The classifier divides the speech 
samples into normal and abnormal categories. Common 
classifiers include k-NN, convolutional neural network 
(CNN) and support vector machine (SVM), which are used 
to detect voice dysfluencies. Neural networks and the hidden 
Markov model (HMM) are popular nonlinear classifiers. 
SVMs are used because they construct an ideal wall in the 
feature space, dividing the two classes. SVMs maximize the 
difference in points between the two classes. 

A few studies on pathological voice classifiers are 
compiled in Table I. 

TABLE I.  EXEMPLES  OF PATHOLOCAL VOICE CLASSIFIER 

Paper 
Extracted 

features 

Classifier

/database 
Remark 

Best 

accuracy 

[31] 
(2019) 

MFCC 

RNN, 
GRU, 
LSTM/ 
SVD 

• Considering lengthy 
sequences, convolutional 
neural networks can offer 
increased accuracy. 

•The recurrent network is 
also impacted by the 
vanishing gradient issue. 

75.64% 

[32] 
(2019) 

Spectrogram 
segments 

CNN/ 
MEEI 

• The CNN-GA is superior 
to the CNN-SA, CNN-
PSO, and CNNBA 
algorithms when it comes 
to classification accuracy, 

99.37% 

Paper 
Extracted 

features 

Classifier

/database 
Remark 

Best 

accuracy 

sensitivity, and 
specificity. 

[33] 
(2021) 

MFCC, 
LPCC,  

FNN, 
CNN 
/SVD 

•The CNN classifier 
yielded a noteworthy 
result for mixed samples. 

•For the /u/ vowel in men, 
CNN and LPCC achieved 
the highest accuracy of 
82.69%. 

82.69% 

[34] 
(2021) 

MFCC, ZCR, 
energy 
entropy, 
energy,  

CNN, 
RNN/ 
SVD 

•The findings indicate that 
LSTM-RNN is more 
powerful than DNN. 87.11% 

 

The detection and classification of pathological speech has 
already been the subject of our research [35]. This study was 
conducted on the Nemours dysarthric speech database, where 
samples with a diseased voice were identified among samples 
with a healthy voice. The study was based on the extraction of 
acoustic parameters, in particular: MFCCs, pitch and its 
variants, HNR and jitter and schimmer with its variants as 
well. The study demonstrated that the MFCC coefficients 
exhibited the highest classification accuracy, with a rate of 
99.69% when utilising RNNs. However, when compared with 
SVM, which reached 97% classification accuracy, the 
effectiveness of RNNs for the classification of the degree of 
severity was less pronounced. 

VI. CONCLUSION 

A survey of voice disability detection methods found in 
the literature is presented in this paper. Due to the difficulty of 
analyzing the voice signal, it has been demonstrated in the 
literature that voice disability detection is an extremely 
difficult task. Depending on the type of disability, the voice 
signals differ significantly. Numerous algorithms have been 
documented in the literature. None of these algorithms, 
however, can identify any particular kind of voice impairment. 
Therefore, when designing the algorithm, it is crucial to focus 
on a specific disability. This survey paper also demonstrates 
how difficult it is to select the voice samples. Since the 
unvoiced portion of the speech samples also shows signs of 
pathology detection, the researchers should concentrate on 
both the voiced and unvoiced components of the samples. 

Researchers face challenges in selecting features from 
samples for voice disability detection. Frequency domain 
features are commonly used, but time-domain measures are 
less common. Acoustic features are also used, but can be 
sensitive to patient pathology. Multiple features analysis is 
common. Classification algorithms, such as Support Vector 
Machine (SVM), are used, but SVM is not suitable for 
identifying voice disability levels. Large data sets are needed 
for training and testing, and researchers use various tools for 
classification. To design an effective voice pathology 
detection algorithm, researchers should focus on proper voice 
samples and feature collection, and design a level-based 
algorithm suitable for specific pathologies. 
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Abstract— In recent times, smart phones have become 
indispensable in our lives. However, their extensive use 
consumes a significant amount of our time; an average of 3 
hours per day; consequently, frequent charging becomes 
necessary. This paper focuses on creating a magnetic 
inductance-based wireless mobile charger system that 
efficiently transfers power from a transmitter to a receiver, 
and by utilizing resonant inductive coupling, it aims to achieve 
cable-free charging. The successful outcome will be a 
functional 1.5W wireless charger prototype, along with 
comprehensive circuit documentation detailing the design 
choices, components selection, testing procedures, and the 
achieved results. This subject contributes to a growing field 
with the potential to revolutionize mobile device charging as it 
offers a practical experience in designing, building, and testing 
a complete wireless power transfer system. 

Keywords— Wireless, Power Transfer, Charger, Mobile 
Phone. 

I. INTRODUCTION  
As mobile phones become increasingly integrated into 

our daily lives, the need for convenient and efficient 
charging solutions grows ever stronger. Traditionally, these 
devices were charged using wired chargers, however, this 
latter has limitation, that’s why scientists suggested wireless 
charging [1]. Wireless charging technology has transitioned 
from theoretical concepts to established standards, rapidly 
becoming a mainstream feature in consumer electronics, 
particularly mobile phones, and portable devices. This 
widespread adoption is driven by several key advantages. 
Firstly, wireless charging eliminates the need for fiddly 
cables, enhancing user convenience. Additionally, it fosters 
compatibility, allowing a single charger to work with various 
brands and models. Secondly, the contactless nature of 
wireless charging improves product durability by eliminating 
wear and tear on charging ports, contributing to features like 
waterproofing and dustproofing. Furthermore, wireless 
charging offers greater flexibility, particularly for devices 
were replacing batteries or connecting cables is expensive, 
hazardous, or impractical, such as body-implanted medical 
sensors. Besides, wireless charging offers the potential for 
on-demand power delivery, potentially reducing 
overcharging issues and minimizing energy consumption. 
This growing trend is evident, with major smartphone 
manufacturers like Samsung, Apple, and Huawei integrating 
wireless charging capabilities into their flagship devices 
since 2014 [2]. This paper tackles this challenge by 
designing and implementing a complete wireless charging 

system for mobile devices. It focuses on a safe and user-
friendly wireless charging system adhering to established 
standards (like Qi). The system will consist of two key 
components: a transmitter pad that generates the magnetic 
field and a receiver coil integrated into a mobile phone that 
captures the energy for charging. The circuit prioritizes 
optimizing power transfer efficiency, minimizing energy loss 
during transmission. This endeavour offers valuable hands-
on experience in designing, building, and testing a complete 
wireless power transfer system, deepening our understanding 
of this rapidly evolving technology [2]. 

II. OVERVIEW ABOUT WIRELESS POWER TRANSFER 

A. Brief history of wireless power transfer 
We introduce in this section the evolution of wireless 

power transfer throughout the years. 

 1826-1831 André-Marie Ampère formulated 
Ampère's circuital law. Following Ampère's work, 
Michael Faraday established Faraday's law of 
induction. This law explains how a changing 
magnetic field can induce an electric current in a 
conductor [3]. 

 1891-1894 Nikola Tesla demonstrated wireless 
power transfer using electrostatic induction [3]. 

 1899 Tesla lighted 200 bulbs by 108 volts of high 
frequency electric power over 25miles [2]. 

 1904–1917 Tesla's Wardenclyffe Tower aimed to 
demonstrate transatlantic wireless communication 
and power transmission. Unfortunately, his strategy 
was not practical and after that it was shattered 
during World War I [4,3]. 

 1980-1990 Gerald Brown's demonstration of 
powering a model helicopter with microwaves 
significantly influenced research on microwave-
powered airplanes [2]. 

 2007-2013 The MIT-led WiTricity research team 
used strongly magnetic resonance to wirelessly 
power a 60 W light bulb at 2 m distance with 40% 
power efficiency [3]. 

B. Wireless Charging Techniques  
Wireless Power Transfer (WPT)  systems are categorized 

based on the distance between the transmitter and receiver; 
This distance impacts how Electromagnetic Fields (EMFs) 
behave. There are three categories of transmission. First, near 
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field zones which are ideal for short-range applications like 
phone charging pads. It uses strong inductive or capacitive 
coupling in the EMFs. Second, mid field zones that offer 
some operational distance but have lower efficiency due to 
the mix of near and far-field characteristics. Finally, far field 
zones utilize radiating EM waves like radio waves, enabling 
long-range power transfer [5]. 

1) Magnetic Inductive Coupling: is a method of 
transmitting electrical energy between two coils using 
magnetic field induction. It occurs when a transmitter 
generates a magnetic field, causing a voltage/current to be 
induced by the receiver. The coupling's tightness depends on 
alignment, distance, diameter ratio, and coil shape [2]. 

2) Magnetic Resonant Coupling: is a method of 
transferring electrical energy between two resonant coils 
through varying magnetic fields, achieving high energy 
efficiency with minimal leakage. It offers immunity to 
neighboring environments and line-of-sight transfer 
requirements and allows concurrent charging of multiple 
devices [2]. 

3) Microwave Radiation: uses microwaves to carry 
radiant energy, propagating over space at the speed of light. 
The power transmission system starts with Alternating to 
Direct Current (AC-to-DC) conversion and DC-to-RF 
(Radio Frequency) conversion. The frequency ranges from 
300MHz to 300GHz. Other electromagnetic waves like 
infrared and X-rays are not widely used due to safety 
concerns [6]. 

C. WPT standards 
Various standards are set for wireless charging. Two 

among them are popular for significant Smartphone 
manufacturers, which are Qi and Alliance for Wireless 
Power (A4WP).  

1) Qi: is a wireless charging standard created by the 
Wireless Power Consortium (WPC). It ensures compatibility 
between wireless chargers and devices, allowing for 
seamless data exchange alongside power transfer.  Qi 
empowers the receiving device to control the charging 
process.  The charger itself, as long as it's Qi-compliant, can 
adjust its power output based on the device's requests 
through a communication protocol.  This technology utilizes 
magnetic inductive coupling, typically operating within a 
short range of 4 centimetres distance [8]. 

2) Alliance for Wireless Power (A4WP): standard takes 
a different approach to wireless charging compared to Qi. 
A4WP uses magnetic resonance to create a larger 
electromagnetic field, enabling several advantages. Unlike 
Qi, which requires precise phone placement, A4WP allows 
spacing and doesn't need perfect alignment.  This translates 
to greater freedom - we can charge our device from several 
meters away and even place objects on the charging surface 
without interrupting the process. A single A4WP charger 
can even power multiple devices at once, with each 
receiving the power it needs. This flexibility in charging 
distance, multi-device support, and resistance to interference 

makes A4WP a promising contender for future wireless 
charging solutions [9]. 

D. Fundamentals of WPT 
The core principles of Wireless Power Transfer are 

adopted from the fundamental laws of electromagnetism, 
namely Ampere's Law and Faraday's Law of Induction. 

1) Ampere's Law: When electric current flows through a 
conductor, it generates a surrounding magnetic field. The 
strength of this magnetic field is directly proportional to the 
magnitude of the current. In WPT systems, the transmitter 
coil utilizes this principle to create a magnetic field [10]. 

2) Faraday's Law of Induction: A changing magnetic 
field can induce an electromotive force (EMF) in a nearby 
conductor. This EMF can then be used to create a current in 
the conductor. In WPT, the receiver coil obeys this 
principle. As the oscillating magnetic field from the 
transmitter coil sweeps across the receiver coil, an EMF is 
induced, which in turn drives current flow within the 
receiver circuit to charge the mobile device [10]. 

E. Applications of Wireless Power Transfer Systems 

Wireless power transfer technology can be applied across a 
wide variety of applications and environments such as:  

 Consumer electronics products. 
 Automotive applications. 
 Industrial applications. 
 Medical applications. 
 Military equipment. 

In our paper, we employed magnetic resonant coupling to 
charge mobile phones. 

III. WIRELESS CHARGING USING RESONANT COUPLING 
TECHNIQUE 

 

Diving into the fundamental principles of wireless power 
transmission systems. Electrical energy is transferred through 
a localized magnetic field. This time-varying field is 
generated by the flow of Alternating Current (AC) in a coil. 
When the field generated by one coil reaches another coil, it 
induces a voltage in this latter. This voltage can then be used 
to power or charge a device connected to the coil. A wireless 
power transfer system typically consists of multiple stages to 
achieve the desired output. Two sections are involved in its 
design, a transmitter (Tx), and a receiver circuit (Rx) (see 
Fig.1). The transmitter is built of an oscillator, a power 
amplifier, and the tuned LC circuit at its end which is 
connected to its similar one at the receiver’s input. The 
received signal will go through a rectifier then a voltage 
regulator that will provide the 5V DC needed for the battery 
charging [11]. 

1)  Transmitter section Tx  

The transmitter circuit consists of an oscillator that 
generates a square wave from a DC power supply. This wave 
is then amplified by a power amplifier, which drives a 
MOSFET to operate in the switching mode. As a result, an 
alternating current is produced across the transmitter coil. 
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We constructed the transmitter coil (denoted as L) 
ourselves using 24 SWG (Standard Wire Gauge) 
enamelled copper wire with an inner radius of 0.56 mm. 
To achieve the desired resonant frequency for the tank 
circuit, we carefully selected the values of both the 
capacitor and the inductor (L). To reach a target 
inductance of 180μH, we employed the following 
formula [1]: 

ܮ  = ோమேమଽோାଵ                   (3) 

 Such that R is the radius of the inductance, N is the 
number of turns and l is the length of the coil. 

In our case we took R= 2.5cm, N= 45 turns, and a 
0.55cm of length. 

2) Receiver circuit Rx  

The wireless mobile charger circuit works by 
receiving an AC electromagnetic field from the 
transmitter coil. The receiver coil captures this 
electromagnetic field and converts it into a weak AC 
current. Then it is rectified into a pulsating DC voltage by 
the bridge rectifier. The capacitors smooth out this 
pulsating voltage into a steadier DC voltage. Finally, the 
voltage regulator regulates this voltage to a constant 5V 
DC output, which is then delivered to the mobile device 
through the USB connector. 

 LC tank circuit Rx 

The receivers coil captures the oscillating magnetic 
field transmitted from the transmitter circuit. The 
magnetic field induces a small AC voltage according to 
Faraday’s law. To achieve resonance in the wireless 
power transfer system, capacitors are placed in parallel 
with both the transmitter and receiver coils. This 
capacitor-inductor combination, known as a tank circuit, 
creates a characteristic oscillation. The capacitor charges 
and discharges transferring its energy to the inductor 
which builds a magnetic field that strengthens as the 
capacitor empties. When the capacitor is fully discharged, 
the magnetic field collapses, and the cycle repeats. This 
exchange of energy sets the circuit oscillating at a 
specific frequency. Critically, by ensuring both the 
transmitter and receiver coils have the same resonant 
frequency, the system becomes more efficient by 
blocking out unwanted frequencies and allowing only the 
desired resonant frequency to transfer power. This 
selective transfer helps eliminate interference and 
optimizes energy delivery [14]. 

 As in the transmitter the resonant frequency must be 
the same, so we have used 195 μH receiving coil and 
capacitance of overall 192nF. 

݂ = ͳʹπටLC = ͳʹߨ ටͳ9ͷ*ͳͲ-*ͳ9ʹ*ͳͲ-9                                     ሺͶሻ
= ʹ.Ͳͳ kHz 

 Rectifier and filter 

Full wave bridge rectifier  converts the weak AC current 
from the receiver coil into a pulsating DC voltage. The 
filter capacitor takes the pulsating DC output from the 
rectifier and smooth it out into a steadier DC voltage. 

 
Fig. 4. The applied receiver’s circuit. 

IV. IMPLEMENTATION AND DISCUSSION 
The voltage regulator IC 7805 maintains a constant 

voltage output for fluctuating of an input voltage and the 
output voltage is +5V DC. In our design it was used to power 
the timer and collector of the transistor from the power 
supply. The role of the input capacitor connected to the 
LM7805 is:  

A. Noise Filtering:  

If the LM7805 is located far from the main power supply 
filter, the length of the connecting wires can act as an 
antenna, attracting electrical noise. The input capacitor helps 
eliminating this noise by providing a low-impedance path 
for high-frequency components [15]. 

B. Stability: 

 It improves the regulator’s stability by reducing voltage 
fluctuations caused by sudden load changes or transient 
events [15]. 

C. Preventing Oscillations:  

In adjustable voltage regulators, the input capacitor helps 
prevent oscillations and ensures smooth operation [15]. 

Whereas, the purpose of the output capacitor connected to 
the LM7805 is:  

A. Transient Response:  

When the load current changes suddenly, the output 
capacitor helps maintain a stable output voltage. It reduces 
voltage spikes caused by rapid load variations [15]. 

B. Filtering: 

 It further filters any remaining high-frequency noise on the 
output voltage [15]. 

The NPN transistor (BC547A) receives a control signal (a 
pulse train from the 555-timer circuit) at its base. This 
transistor acts as a driver; amplifying the weaker signal from 
the timer into a stronger current, since it has a higher DC 
current gain from 110 to 800. 

To create the alternating current, we have used an N-channel 
MOSFET in the switching mode because of: 

a) Fast switching: MOSFETs exhibit rapid switching 
speeds, enabling high-frequency operation. 

b) Current Rating: It is capable of handling relatively 
high continuous drain current, typically in the range of 22A 
to 33A. 

The amplified current from the driver transistor controls the 
gate voltage of the IRF540N MOSFET. When the gate 
voltage is high, “5V”, the MOSFET turns on allowing 
current to flow from the power supply to the transmitter coil. 
Conversely, when the gate voltage is low “0V”, the 
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Concerning the capacitors in the LC tank circuit,
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enameled copper wire. And a
After that we have checked the value of our coil using LCR 
meter and we got the value of 181.7μH.
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capa
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and transmitter coil. 
just

Fig

MOSFET switches 
Concerning the capacitors in the LC tank circuit,
find a polyester capacitor of value 0.2μF 
combined two parallel capaci
supply, we noticed that in our circuit we need high current to 
successfully transfer power wirelessly so, Basically, a power 
supply less than 0.5A will not run our circuit
supply was used.

For the coil, we have d
enameled copper wire. And a
After that we have checked the value of our coil using LCR 
meter and we got the value of 181.7μH.

Fig. 5. The measured value of the coil on LCR meter

We did not find a 192nF capacitor. So, 4 parallel 
capacitors were combined: one 150nF
of 10nF. The Tx
resonant frequency to maximize power and eliminate leakage 
losses.The AC voltage across the
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Fig. 7. The functionality of wireless charger
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From the above table, it is shown that the 
compared to commercial ones.

In the modern era, wireless technology has advanced 
significantly and is now widely used in various electronic 
applications. As wireless communication systems become 
more affordable, easier to implement, and smaller, an 
increasing number of devices can ben
Wireless solutions offer time
alternatives. Additionally, wireless condition monitoring 
enables applications that are not feasible through traditional 
wired net

Throughout this 
detailed comprehension of the different circuits, elements 
and components used were processed. Several tests and 
experiments were done to ensure the credibility of the 
outcomes.

As a first step to start, a simple circuit schematic was 
designed and sim
it was time to build a real circuit and implement all the 
equipment and elements needed to finally reach the goal of 
this 

From an efficiency standpoint, wire
trans
transmitter and receiver coils are near each other. Attempting 
inductive power transfer over larger distances is not feasible 
due to its very low efficiency. As the design process 
significantly in
adherence to electrical specifications for voltage and current, 

The following
as the total cost of our circuit

TABLE I

Input Voltage

Input Current

Input power

Output voltage

Output current

Output power
Efficiency (
power) 

Components

MOSFET IRF540N
NPN TRANSISROR 

BC547
Resistances

Bridge Rectifier
Capacitors

Voltage regulator 
LM7805

Coil( using 24 SWG 
enamled wire)

Total price

From the above table, it is shown that the 
compared to commercial ones.

In the modern era, wireless technology has advanced 
significantly and is now widely used in various electronic 
applications. As wireless communication systems become 
more affordable, easier to implement, and smaller, an 
increasing number of devices can ben
Wireless solutions offer time
alternatives. Additionally, wireless condition monitoring 
enables applications that are not feasible through traditional 
wired net-works.  

Throughout this 
detailed comprehension of the different circuits, elements 
and components used were processed. Several tests and 
experiments were done to ensure the credibility of the 
outcomes. 

As a first step to start, a simple circuit schematic was 
designed and sim
it was time to build a real circuit and implement all the 
equipment and elements needed to finally reach the goal of 
this design , wireless charger. 

From an efficiency standpoint, wire
transfer is practical for general power applications only if the 
transmitter and receiver coils are near each other. Attempting 
inductive power transfer over larger distances is not feasible 
due to its very low efficiency. As the design process 
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adherence to electrical specifications for voltage and current, 
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as the total cost of our circuit
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enamled wire) 
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From the above table, it is shown that the 
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V. CONCLUSION
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applications. As wireless communication systems become 
more affordable, easier to implement, and smaller, an 
increasing number of devices can ben
Wireless solutions offer time
alternatives. Additionally, wireless condition monitoring 
enables applications that are not feasible through traditional 
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designed and simulated. After passing the simulation phase, 
it was time to build a real circuit and implement all the 
equipment and elements needed to finally reach the goal of 
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7
1 A

7 watt
5 Volt
0.3A

1.5 W
Output power / Input 0.21 = 

 CIRCUIT COST 

Quantity 

2 240 

1 35 

5 25 
1 
13 185 

2 440 

2 170 

_ 1100 
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ONCLUSION 
In the modern era, wireless technology has advanced 

significantly and is now widely used in various electronic 
applications. As wireless communication systems become 
more affordable, easier to implement, and smaller, an 
increasing number of devices can benefit from them. 
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it should begin with careful selection of a suitable 
compensation topology and types of components needed in 
the topic. 

A lot of hardships and problems have encountered us 
during this journey, and finally obtain satisfactory results. 
This made us realize what a true electronics engineer would 
go through. 

Basically, the wireless charger is designed to charge the 
mobile battery. But in the future, by making some 
modifications, it can be used for different portable devices, 
for example, Laptop, iPad, digital camera, electric vehicles. 
With the development of the extended distance wireless 
charging, it is possible to charge the devices by walking 
outside on the street. It will work like a hotspot area like a 
Wi-Fi hotspot, the device gets charging while users are 
walking or speaking. Now, wireless charging would allow 
the vehicles to power up. This wireless charging vehicle 
would not use plugs or charging cords. Drivers would park 
their electric vehicles over a wireless energy source. 
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pH measurement plays a 
and industrial fields, such as environmental monitoring, 
chemical analysis, water treatment, and food processing. 
Accurate pH measurement is essential to ensure product 
quality, compliance with regulatory standards, and safe
operational conditions. Traditionally, pH meters have been 
analog, but recent advancements in digital technology have 
led to the development of digital pH meters that offer 
improved precision, ease of use, and additional functionality. 
These devices incor
sensors, and digital displays, making them more reliable and 
accessible for a range of applications.

The measurement and control of pH, which represents 
the hydrogen ion concentration or acidity/basicity of a 
solution [1], is of paramount importance across numerous 
scientific disciplines and industrial applications.The pH scale 
is defined by the negative logarithm of the hydrogen ion 
activity or effective concentration [2]. A pH of 7 is 
considered neutral, with solutions hav
being acidic, and solutions with a pH greater than 7 being 
basic or alkaline. The lower the pH, the higher the acidity; 
the higher the pH, the higher the alkalinity [3]. The pH value 
provides crucial information about the chemical natu
reactivity of a solution. It governs various chemical and 
biological processes, such as enzyme activity, protein 
structure, and solubility of molecules. Even a slight change 
in pH can significantly impact the properties and behaviors 
of substances in solution. Historically, the developmentof pH 
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chemistry, biochemistry, and related areas. It was in 1909 
that Danish chemist Søren Peder Lauritz Sørensen 

XXXX-X/XX/$XX.00 ©20XX IEEE

Design and Implementation of a Digital pH Meter 
with Analog Conditioning Circuit Calibration

Leila SADOUKI 
Electronics department 

Institute of Electrical and Electronic 
Engineering 

University M'Hamed Bougara of 
Boumerdes 

Boumerdes, Algeria 
l.sadouki@univ-boumerdes.dz

This paper introduces a novel digital pH meter 
designed to enhance the accuracy, portability, and ease of use 
in pH measurement. The proposed device combines modern 
digital technology with traditional pH 
overcome the limitations of conventional analog conditioning 
circuits and their calibration. The study begins with a review of 
existing pH measurement techniques and devices, which 
informs the development of a microcontroller
Extensive testing demonstrates that the device offers accuracy 
and reliability on par with laboratory
Notable features include portability, real
automatic temperature compensation, and calibration 
reminders. This digital pH meter provides a cost
versatile solution for diverse applications, marking a 
significant step forward in pH measurement technology. 

PH meter, ESP32 microcontroller, digital, LCD 

I. INTRODUCTION 

H measurement plays a 
and industrial fields, such as environmental monitoring, 
chemical analysis, water treatment, and food processing. 
Accurate pH measurement is essential to ensure product 
quality, compliance with regulatory standards, and safe
operational conditions. Traditionally, pH meters have been 
analog, but recent advancements in digital technology have 
led to the development of digital pH meters that offer 
improved precision, ease of use, and additional functionality. 
These devices incorporate microprocessors, advanced 
sensors, and digital displays, making them more reliable and 
accessible for a range of applications.

The measurement and control of pH, which represents 
the hydrogen ion concentration or acidity/basicity of a 

is of paramount importance across numerous 
scientific disciplines and industrial applications.The pH scale 
is defined by the negative logarithm of the hydrogen ion 
activity or effective concentration [2]. A pH of 7 is 
considered neutral, with solutions hav
being acidic, and solutions with a pH greater than 7 being 
basic or alkaline. The lower the pH, the higher the acidity; 
the higher the pH, the higher the alkalinity [3]. The pH value 
provides crucial information about the chemical natu
reactivity of a solution. It governs various chemical and 
biological processes, such as enzyme activity, protein 
structure, and solubility of molecules. Even a slight change 
in pH can significantly impact the properties and behaviors 

n solution. Historically, the developmentof pH 
measurement has been a pivotal advancement in the fields of 
chemistry, biochemistry, and related areas. It was in 1909 
that Danish chemist Søren Peder Lauritz Sørensen 

X/XX/$XX.00 ©20XX IEEE

Design and Implementation of a Digital pH Meter 
with Analog Conditioning Circuit Calibration

 
Institute of Electrical and Electronic 

University M'Hamed Bougara of 

 
boumerdes.dz

This paper introduces a novel digital pH meter 
designed to enhance the accuracy, portability, and ease of use 
in pH measurement. The proposed device combines modern 
digital technology with traditional pH sensing methods to 
overcome the limitations of conventional analog conditioning 
circuits and their calibration. The study begins with a review of 
existing pH measurement techniques and devices, which 
informs the development of a microcontroller
Extensive testing demonstrates that the device offers accuracy 
and reliability on par with laboratory-grade instruments. 
Notable features include portability, real-time data logging, 
automatic temperature compensation, and calibration 

digital pH meter provides a cost
versatile solution for diverse applications, marking a 
significant step forward in pH measurement technology. 

PH meter, ESP32 microcontroller, digital, LCD 

NTRODUCTION  
H measurement plays a crucial role in many scientific 

and industrial fields, such as environmental monitoring, 
chemical analysis, water treatment, and food processing. 
Accurate pH measurement is essential to ensure product 
quality, compliance with regulatory standards, and safe
operational conditions. Traditionally, pH meters have been 
analog, but recent advancements in digital technology have 
led to the development of digital pH meters that offer 
improved precision, ease of use, and additional functionality. 

porate microprocessors, advanced 
sensors, and digital displays, making them more reliable and 
accessible for a range of applications. 

The measurement and control of pH, which represents 
the hydrogen ion concentration or acidity/basicity of a 

is of paramount importance across numerous 
scientific disciplines and industrial applications.The pH scale 
is defined by the negative logarithm of the hydrogen ion 
activity or effective concentration [2]. A pH of 7 is 
considered neutral, with solutions having a pH less than 7 
being acidic, and solutions with a pH greater than 7 being 
basic or alkaline. The lower the pH, the higher the acidity; 
the higher the pH, the higher the alkalinity [3]. The pH value 
provides crucial information about the chemical natu
reactivity of a solution. It governs various chemical and 
biological processes, such as enzyme activity, protein 
structure, and solubility of molecules. Even a slight change 
in pH can significantly impact the properties and behaviors 

n solution. Historically, the developmentof pH 
measurement has been a pivotal advancement in the fields of 
chemistry, biochemistry, and related areas. It was in 1909 
that Danish chemist Søren Peder Lauritz Sørensen 

X/XX/$XX.00 ©20XX IEEE 

Design and Implementation of a Digital pH Meter 
with Analog Conditioning Circuit Calibration

 Marouane D
Electronics department

Institute of Electrical and Electronic 

University M'Hamed Bougara 

Boumerdes, Algeria
maroouuane.daoudi@gmail.com

This paper introduces a novel digital pH meter 
designed to enhance the accuracy, portability, and ease of use 
in pH measurement. The proposed device combines modern 

sensing methods to 
overcome the limitations of conventional analog conditioning 
circuits and their calibration. The study begins with a review of 
existing pH measurement techniques and devices, which 
informs the development of a microcontroller-based proto
Extensive testing demonstrates that the device offers accuracy 

grade instruments. 
time data logging, 

automatic temperature compensation, and calibration 
digital pH meter provides a cost-effective, 

versatile solution for diverse applications, marking a 
significant step forward in pH measurement technology.  

PH meter, ESP32 microcontroller, digital, LCD 

crucial role in many scientific 
and industrial fields, such as environmental monitoring, 
chemical analysis, water treatment, and food processing. 
Accurate pH measurement is essential to ensure product 
quality, compliance with regulatory standards, and safe
operational conditions. Traditionally, pH meters have been 
analog, but recent advancements in digital technology have 
led to the development of digital pH meters that offer 
improved precision, ease of use, and additional functionality. 

porate microprocessors, advanced 
sensors, and digital displays, making them more reliable and 

The measurement and control of pH, which represents 
the hydrogen ion concentration or acidity/basicity of a 

is of paramount importance across numerous 
scientific disciplines and industrial applications.The pH scale 
is defined by the negative logarithm of the hydrogen ion 
activity or effective concentration [2]. A pH of 7 is 

ing a pH less than 7 
being acidic, and solutions with a pH greater than 7 being 
basic or alkaline. The lower the pH, the higher the acidity; 
the higher the pH, the higher the alkalinity [3]. The pH value 
provides crucial information about the chemical nature and 
reactivity of a solution. It governs various chemical and 
biological processes, such as enzyme activity, protein 
structure, and solubility of molecules. Even a slight change 
in pH can significantly impact the properties and behaviors 

n solution. Historically, the developmentof pH 
measurement has been a pivotal advancement in the fields of 
chemistry, biochemistry, and related areas. It was in 1909 
that Danish chemist Søren Peder Lauritz Sørensen 

Design and Implementation of a Digital pH Meter 
with Analog Conditioning Circuit Calibration

 

Marouane DAOUDI
Electronics department

Institute of Electrical and Electronic 
Engineering 

University M'Hamed Bougara 
Boumerdes 

Boumerdes, Algeria
maroouuane.daoudi@gmail.com

This paper introduces a novel digital pH meter 
designed to enhance the accuracy, portability, and ease of use 
in pH measurement. The proposed device combines modern 

sensing methods to 
overcome the limitations of conventional analog conditioning 
circuits and their calibration. The study begins with a review of 
existing pH measurement techniques and devices, which 

based prototype. 
Extensive testing demonstrates that the device offers accuracy 

grade instruments. 
time data logging, 

automatic temperature compensation, and calibration 
effective, 

versatile solution for diverse applications, marking a 

PH meter, ESP32 microcontroller, digital, LCD 

crucial role in many scientific 
and industrial fields, such as environmental monitoring, 
chemical analysis, water treatment, and food processing. 
Accurate pH measurement is essential to ensure product 
quality, compliance with regulatory standards, and safe 
operational conditions. Traditionally, pH meters have been 
analog, but recent advancements in digital technology have 
led to the development of digital pH meters that offer 
improved precision, ease of use, and additional functionality. 

porate microprocessors, advanced 
sensors, and digital displays, making them more reliable and 

The measurement and control of pH, which represents 
the hydrogen ion concentration or acidity/basicity of a 

is of paramount importance across numerous 
scientific disciplines and industrial applications.The pH scale 
is defined by the negative logarithm of the hydrogen ion 
activity or effective concentration [2]. A pH of 7 is 

ing a pH less than 7 
being acidic, and solutions with a pH greater than 7 being 
basic or alkaline. The lower the pH, the higher the acidity; 
the higher the pH, the higher the alkalinity [3]. The pH value 

re and 
reactivity of a solution. It governs various chemical and 
biological processes, such as enzyme activity, protein 
structure, and solubility of molecules. Even a slight change 
in pH can significantly impact the properties and behaviors 

n solution. Historically, the developmentof pH 
measurement has been a pivotal advancement in the fields of 
chemistry, biochemistry, and related areas. It was in 1909 
that Danish chemist Søren Peder Lauritz Sørensen 

introduced the concept of the pH scale [4
the acidity or basicity of a solution based on the negative 
logarithm of the hydrogen ion concentration. This 
groundbreaking work built upon earlier theories by pioneers 
such as Arrhenius, Brønsted, and Lowry, who established the 
founda
pH measurement, such as litmus paper and colorimetric 
indicators, have been widely used but often lack the desired 
accuracy, precision, and convenience for many applications 
[5]. The advent of electroche
specialized electrodes and electronic circuitry, revolutionized 
the field by providing rapid, reliable, and quantitative pH 
measurements. However, commercial pH meters can be 
costly, and their performance can be influenced by 
such as temperature, ionic strength, and electrode aging [6,7].

This paper explores the design and recent innovations in 
digital pH meters, focusing on advancements in sensor 
technology, signal processing, and user interface design. We 
aim to provi
design of these devices, along with a discussion of their 
impact on various scientific and industrial applications..

A. Definition of pH
pH is a measure of the acidity or bas
solution. It represents the negative logarithm of the 
hydrogen ion concentration (H+) in the solution. The pH 
scale ranges from 0 to 14, with a value of 7 representing a 
neutral solution, values below 7 indicating an acidic 
solution, an
solution [1].

Fig. 1

A major breakthrough in pH measurement occurred in 
1934 with the introduction of the glass electrode by 
American chemist Arnold Beckman [9]. The glass electrode, 
consisting of a thin glass membrane selectively permeable to 
hydrogen ions, revolutionized pH 
for direct and precise potentiometric measurements. This 
electrode enabled the accurate determination of pH by 
measuring the potential difference across the glass membrane, 
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introduced the concept of the pH scale [4
the acidity or basicity of a solution based on the negative 
logarithm of the hydrogen ion concentration. This 
groundbreaking work built upon earlier theories by pioneers 
such as Arrhenius, Brønsted, and Lowry, who established the 
foundations of acid
pH measurement, such as litmus paper and colorimetric 
indicators, have been widely used but often lack the desired 
accuracy, precision, and convenience for many applications 
[5]. The advent of electroche
specialized electrodes and electronic circuitry, revolutionized 
the field by providing rapid, reliable, and quantitative pH 
measurements. However, commercial pH meters can be 
costly, and their performance can be influenced by 
such as temperature, ionic strength, and electrode aging [6,7].

This paper explores the design and recent innovations in 
digital pH meters, focusing on advancements in sensor 
technology, signal processing, and user interface design. We 
aim to provide an overview of the key considerations in the 
design of these devices, along with a discussion of their 
impact on various scientific and industrial applications..

II. PH MEASUREMENT

Definition of pH
pH is a measure of the acidity or bas
solution. It represents the negative logarithm of the 
hydrogen ion concentration (H+) in the solution. The pH 
scale ranges from 0 to 14, with a value of 7 representing a 
neutral solution, values below 7 indicating an acidic 
solution, and values above 7 indicating a basic (alkaline) 
solution [1]. 

1. PH scale [8] 

A major breakthrough in pH measurement occurred in 
1934 with the introduction of the glass electrode by 
American chemist Arnold Beckman [9]. The glass electrode, 
consisting of a thin glass membrane selectively permeable to 
hydrogen ions, revolutionized pH 
for direct and precise potentiometric measurements. This 
electrode enabled the accurate determination of pH by 
measuring the potential difference across the glass membrane, 
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introduced the concept of the pH scale [4], which quantifies 
the acidity or basicity of a solution based on the negative 
logarithm of the hydrogen ion concentration. This 
groundbreaking work built upon earlier theories by pioneers 
such as Arrhenius, Brønsted, and Lowry, who established the 

base chemistry Traditional methods for 
pH measurement, such as litmus paper and colorimetric 
indicators, have been widely used but often lack the desired 
accuracy, precision, and convenience for many applications 

mical pH meters, which employ 
specialized electrodes and electronic circuitry, revolutionized 
the field by providing rapid, reliable, and quantitative pH 
measurements. However, commercial pH meters can be 
costly, and their performance can be influenced by 
such as temperature, ionic strength, and electrode aging [6,7].

This paper explores the design and recent innovations in 
digital pH meters, focusing on advancements in sensor 
technology, signal processing, and user interface design. We 

de an overview of the key considerations in the 
design of these devices, along with a discussion of their 
impact on various scientific and industrial applications..

THEORETICAL C

pH is a measure of the acidity or basicity of an aqueous 
solution. It represents the negative logarithm of the 
hydrogen ion concentration (H+) in the solution. The pH 
scale ranges from 0 to 14, with a value of 7 representing a 
neutral solution, values below 7 indicating an acidic 

d values above 7 indicating a basic (alkaline) 

A major breakthrough in pH measurement occurred in 
1934 with the introduction of the glass electrode by 
American chemist Arnold Beckman [9]. The glass electrode, 
consisting of a thin glass membrane selectively permeable to 
hydrogen ions, revolutionized pH measurement by allowing 
for direct and precise potentiometric measurements. This 
electrode enabled the accurate determination of pH by 
measuring the potential difference across the glass membrane, 
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such as Arrhenius, Brønsted, and Lowry, who established the 

base chemistry Traditional methods for 
pH measurement, such as litmus paper and colorimetric 
indicators, have been widely used but often lack the desired 
accuracy, precision, and convenience for many applications 

mical pH meters, which employ 
specialized electrodes and electronic circuitry, revolutionized 
the field by providing rapid, reliable, and quantitative pH 
measurements. However, commercial pH meters can be 
costly, and their performance can be influenced by factors 
such as temperature, ionic strength, and electrode aging [6,7].

This paper explores the design and recent innovations in 
digital pH meters, focusing on advancements in sensor 
technology, signal processing, and user interface design. We 
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which is proportional to the hydrogen ion activity in the 
solution being measured. 

The development of the glass electrode was a significant 
milestone in the field of pH measurement, as it provided a 
reliable and practical method for accurately measuring pH in 
various applications. Prior to this innovation, colori
methods using pH indicators were widely used, but they 
were limited in accuracy and required visual comparison 
with color charts.
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that can be related to the pH value using the Nernst equation.
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milestone in the field of pH measurement, as it provided a 
reliable and practical method for accurately measuring pH in 
various applications. Prior to this innovation, colori
methods using pH indicators were widely used, but they 
were limited in accuracy and required visual comparison 
with color charts.

. Importance and Applications of pH Measurement
The measurement of pH is crucial in various fields, including: 

 Environmental monitoring: Monitoring pH levels in 
water bodies, soil, and air to assess environmental 
quality and detect potential contamination. 

 Industrial processes: Controlling and monitoring pH 
levels in various industrial processes, such as 
chemical 
production, wastewater treatment, and 
pharmaceutical manufacturing. 

 Agriculture: Monitoring soil pH to ensure optimal 
conditions for plant growth and nutrient uptake. 

 Healthcare: Measuring pH levels in biological 
fluids (
and treatment monitoring.

. pH Measurement Principles
Acid-base equilibrium: The dissociation of acids and bases in 
aqueous solutions, resulting in the formation of hydrogen 
ions (H+) and hydroxide ions (OH

Hydrogen ion activity: The effective concentration of 
hydrogen ions in a solution, taking into account factors such 
as ionic strength and activity coefficients. 

pH and pOH: The relationship between pH and pOH (the 
negative logarithm of the hydro

xide ion concentration) in aqueous solutions, where pH+ 
pOH = 14 at 25°C.

. Glass Electrode
The most commonly used pH electrode, consisting of a 

thin glass membrane selectively permeable to hydrogen ions.

The glass electrode is composed of a pH
membrane and an internal reference electrode. The glass 
membrane develops a potential difference across its surface, 
which is proportional to the hydrogen ion activity in the 
solution being measured. This potential difference is 
measured against a reference electro
that can be related to the pH value using the Nernst equation.
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hydrogen ion activity. This signal goes through a buffer 
amplifier and then an ADC (Ch1) to the microcontroller. A 
temperature sensor is connected to a separate ADC (Ch2) for 
temperature compensation. The microcontroller calculates 
the pH using the digitized voltage and temperature, applying 
filtering algorithms. The calculated pH value is displayed on 
an output module. 

B. pH probe 

The E201-C BNC pH probe is an economical choice for a 
reliable pH electrode. Its main parameters are as follows :  

TABLE I.  PH PROBE PARAMETERS 

Parameter Range 

Measuring Range 0 to 14 pH 

Measuring temperature 0 to 80 C° 
Zero point 7 +/- 0.5 PH (25C°) 
Internal resistance 250M (25C°) 
Percent theoretical slope (pts) >= 98.5 
Response time < 2minute 
Noise < 0.5 mVEquations 

 

IV. ELECTRICAL CIRCUIT 
The pH meter is basically a simple gain/offset circuit 

with high input impedance. Its purpose is to convert the 
voltage range of a typical pH probe (between -0.414 at pH 14 
and 0.414V at pH 0). The very high input impedance of the 
pH meter is critical because pH probe has high output 
impedance, so we must use an even higher input impedance 
stage for the pH meter. The different stages of the pH meter 
are: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Electrical circuit of the digital pH mete 

A. Input buffer stage 
The circuit input is the BNC connector R1(1) . R1 limits 

the input current. 4.7M is quite small compared to the 
impedance of the probe itself which is over 100M. The 
input buffer amplifier U4 which is the CA3240E op-Amp 
provides the highest input impedance for our pH meter. It’s a 
simple follower with unitary gain (buffer) and it just 
reproduces the input voltage to its output.  

Following the Buffer we find a low pass RC filter (C1 
and R2) which prevents higher frequencies to get into our 
circuit. Its cut-off frequency is set at about 94Hz (1/RC). 
Anything higher than that will be attenuated. The output of 
this stage is between -0.414 at pH 14 and 0.414V at pH 0. 
B. Gain Stage circuit 

P1 and the resistors R4 and R3 form the gain circuit. 
Using op-amp formula, the gain can be adjusted between 
(R4+R3+P1)/(P1+R3) and (R4+R3+P1)/(R3), which in this 
case turns out to be between 3.6 and 8. Why this range? A 
pH probe typically returns between -0.414 and 0.414V, and 
we’d like to have +/-2V at the output of this stage. Thus we 
need a gain of 5. 
C. Offset stage 

This op-amp changes the previous stage’s +/-2V output 
range into a 0 to 4V range. This stage also needs to invert the 
signal, since with 2V input ,  pH is 0 and with -2V, pH 14. 
The op-amp is used in a inverting summing amplifier 
configuration. The pH signal coming through R5 will see a 
negative gain of -R8/R5. we add the offset which is obtained 
by -5V going through R7, R6 and P2. The gain for this 
branch is: -R8/(R7+P2+R6). The extremes for P2 (0 or 
10K) give an adjustment range of 1.6V to 2.5V which will 
be added to the pH signal. Note that the ideal offset value of 
2V sits nicely in the middle of this interval. The resistors R9 
and R10 are just for voltage division in case we need to 
change the range , which depends on the ESP32 internal 
ADC limitation of 3.3V input. The output of this stage is 
between 0V at pH 0 and 4V at pH 14 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Analog Conditioning 
Circuit 
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D. ESP32 microcontroller [11] 
The ESP32 is a low-cost, low-power microcontroller 

from Espressif Systems, featuring a dual-core 32-bit 
processor, Wi-Fi and Bluetooth connectivity, and a rich set 
of peripherals. Like the ADCs, capable of measuring signals 
from sensors and external circuitry.One ADC channel is used 
to digitize the conditioned pH signal, while the other channel 
reads the temperature sensor for compensation. The ESP32’s 
processing power and memory resources allow for efficient 
execution of filtering algorithms, pH calculation using the 
Nernst equation, and data processing for display. 

 
Fig. 4. ESP32 microcontroller pin-out 

E. Power module [12] 
This module provides regulated power supply voltages of 

5V and 3.3V, commonly required for powering various 
electronic components and circuits. The module typically 
includes a USB connector or a barrel jack for connecting an 
external power source, such as a USB cable or a wall adapter. 
It has an on-board voltage regulator that converts the input 
voltage (usually 5V or higher) to the desired output voltages 
of 5V and 3.3V. 

 
Fig. 5. 5/3.3V Power module 

F. TFT display 
TFT (Thin-Film Transistor) LCD display with a 65K 

color depth and a resolution of 128x128 pixels was used for 
the digital pH meter. This type of display offers several 
advantages over traditional character-based LCD displays 
like the 16x2 LCD:  

 High resolution and color depth: The 128x128 
resolution and 65K colors provide a more visually 
appealing and informative display, allowing for 
graphical representations, icons, and clearer text 
rendering.  

 Larger display area: The 1.44-inch display size 
offers a larger viewing area compared to the 

compact 16x2 LCD, enabling the display of more 
information simultaneously.  

 Graphical user interface (GUI): The TFT display 
supports the creation of graphical user interfaces, 
which can enhance the user experience and make 
the pH meter more intuitive to operate.  

 Better readability: The high resolution and color 
depth of the TFT display ensure better readability, 
especially in varying lighting conditions, making it 
suitable for both indoor and outdoor applications. 

 
Fig. 6. 1.44 Inch TFT LCD 65K Color 128x128 Display 

G. MAX1044 Voltage converter 
The MAX1044 is a versatile CMOS voltage converter, 

primarily used for inverting DC voltage to generate a 
negative voltage.The MAX1044 operates with input voltages 
ranging from 1.5V to 10V and can provide a negative output 
voltage close to the magnitude of the input voltage. It 
features low quiescent current, low power consumption, and 
can operate at frequencies up to 10 kHz, making it suitable 
for battery-powered and low-power applications. 

 
Fig. 7. MAX1044 Internal Circuit 

H. Display stage 
The display stage of the pH meter circuit involves the 

precise calculation and visualization ofpH values. Initially, 
the output voltage of the circuit, ranging from 0 to 3.3V, is 
connected to theADC of the ESP32 microcontroller. The 
ESP32 then processes this analog voltage, convertingit to 
digital data. Utilizing the appropriate formulas, such as the 
Nernst equation, the ESP32calculates the corresponding pH 
value. This calculated pH value is subsequently displayed on 
aTFT display interfaced with the ESP32, providing a clear 
and accurate digital readout of the pHmeasurement. 
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Fig. 8. Display stage 

V. CIRCUIT IMPLEMENTATION AND TESTS 

A. Implementation 
First, the pH probe is placed securely to ensure stability, 

with its leads easily accessible for connection. The pH probe 
output is connected to the input of the buffer amplifier, 
whose output is then wired to the gain stage, and 
subsequently, the offset stage. The final output from the 
analog conditioning circuit is connected to one of the ADC 
pins of the ESP32. The TFT display module is connected to 
the appropriate GPIO pins on the ESP32 for data and control 
signals. All connections are double-checked for accuracy, 
ensuring there are no loose wires, and verifying that the 
power supply connections are correct. 

B. Microcontroller Programming 
Programming the ESP32 microcontroller involves 

writing code to read the ADC values, apply filtering 
algorithms, and calculate the pH value. The Arduino IDE is 
used to program the ESP32, with the board package installed 
and the ESP32 connected to the computer via USB. 
Necessary libraries for ADC reading and TFT display control 
are included. The code initializes the ADC pin and sets up 
the TFT display. The analogRead() function reads the 
voltage from the ADC pin, and a filtering algorithm, such as 
a moving average filter, is implemented to smooth out the 
readings. The Nernst equation is applied to convert the 
filtered voltage reading to a pH value, adjusted for 
calibration constants and temperature compensation if 
needed. The TFT library functions are used to display the 
calculated pH value on the screen. The code is uploaded to 
the ESP32, with serial output monitored to verify ADC 
readings and calculated pH values, ensuring they are as 
expected, and the pH value is displayed on the TFT screen. 

C. Circuit Calibration rules 
First we short circuit the input, this is essentially 

equivalent to having a perfect electrode in a perfect pH7 
solution in a perfect world. we Measure the output of the 
gain stage and confirm that it remains at zero when the gain 
is modified with P1. Still with the input shorted, set the offset 
with P2 so that the output of offset stage is 2V. This setting 
was little difficult as we don’t have very accurate material. 
but we can just set it around 2V,The question is simple: what 
should be shown by the display for the voltage found after 
offset stage ? Since 2V is pH 7 the relation is pH=V*7/2.  

Given the voltage that we have after offset stage we can 
thus obtain what we want to see on the display. For example, 
if the voltage is 2.053V then the value that should be shown 
on the display is 7.186. Note that we will choose an output 
value of 3 to 3.5V to obtain a greater display value and thus a 
greater accuracy in this setting. Now we can just read the 
value displayed by the TFT. 

D. Calibration with known-pH 
The pH-meter must now be calibrated with known-pH 

solutions before it can be used. This should be done before 
each use. we have a neutral pH solution (pH=7) and a alkali 
of pH= 9. First we put the pH probe in the pH 7 solution and 
adjust the offset (P2) to reach pH 7 on the LCD display.  

The gain potentiometer (P1) should not have any effect 
on the reading since any gain applied to a zero voltage will 
yield a zero output after the gain stage, knowing that a pH=7 
corresponds to a probe signal of 0V, If we see a (significant) 
variation when changing P1 then it means that the pH of our 
solution is not exactly 7. Note also that the response of the 
pH meter strongly depends on the probe and the calibration 
should be performed with stable values only.  
After calibrating the offset, we put the probe in the pH=9 
solution (gently we must wipe the probe to avoid 
contamination of the solutions). we won’t touch the offset 
potentiometer P2 anymore, instead we set the gain (P1) so 
that the display reads pH=9.  
The calibration is finished! now we can just use some 
solutions with known pH values to test the functioning of 
the pH meter after the calibration process. 
If we noticed a gain-variation with P1 during the offset 
calibration (done with P2) then we will have to repeat the 
calibration several times; it means that our pH 7 solution 
was not really pH 7.  

This iterative process can diverge if we are not close to 
the solution. In fact, we could actually use a pH 4 and pH 9 
solutions for the calibration, but this would obviously force 
an iterative calibration process and this is often difficult. 

 

 
Fig. 9. The Calibration Process 

E. Troubleshooting 
During implementation, various issues may arise. 

Common problems include no reading or incorrect reading, 
which can be addressed by checking all connections on the 
breadboard to ensure they are secure, verifying the pH 
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probe’s functionality, and ensuring the buffer amplifier 
provides the expected high input impedance. 

To test the circuit without pH electrode we just replaced 
it with a dc voltage of the ranges -0.414V and 0.414V. Table 
II collect the 3 input voltages as well as the associate pH 
values recorded on the screen of the TFT display. 

TABLE II.  TESTS 

Input voltage The output pH value 

220 mV 3.40 

0 mV 7.13 
-220 mV 11.14 

 

It’s worth noting that, in our case, the final pH value is 
not based on a single input measurement. Instead, we collect 
a specified number of voltage readings (approximately 5000) 
and calculate their average to obtain a more accurate final pH 
value. 

 
Fig. 10. Circuit implementation 

After initial testing and troubleshooting, final adjustments 
are made. The filtering algorithm is enhanced to improve 
performance, and the display update routine is optimized to 

ensure smooth and accurate pH readout, with careful 
attention to refresh rates and data update intervals. 

VI. CONCLUSION 
The digital pH meter has become an indispensable tool in 

various fields due to its critical role in monitoring and 
controlling pH levels. We designed and implemented a 
digital pH meter, achieving highly satisfactory results. The 
device accurately measures the potential difference from a 
high impedance glass electrode, conditions the signal, and 
uses an ESP32 microcontroller to convert and display pH 
values on a TFT screen. Through meticulous design, using 
rigorous testing, the system demonstrated high reliability and 
precision in various pH environments. Although the current 
design lacks temperature compensation, which is essential 
for accurate pH measurement across different temperatures, 
this device successfully applied advanced concepts from 
analog and digital electronics, reinforcing our theoretical 
knowledge with practical application. The integration of a 
microcontroller highlights the modern approach in circuit 
design. Future enhancements could include adding 
temperature compensation to improve accuracy and 
extending the device’s functionality to meet broader 
application requirements. This design not only showcased 
our ability to create and implement a complex digital system 
but also provided a solid foundation for further innovations 
in digital pH measurement. 
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Abstract— The detection of defects in printed circuit 

boards (PCBs) is critical in ensuring the reliability and 

quality of electronic products. Traditional inspection 

methods, including manual and electrical testing, often 

fall short in accuracy, efficiency, and adaptability to 

complex, multi-layered PCBs. In this study, we present a 

novel approach that leverages deep learning-based object 

detection, specifically using the optimized YOLOv9-tiny 

(YOLOv9t) model, to identify a wide range of PCB defects 

in real time. The model was trained on the Mixed Defect 

Detection in PCB (MDD_PCB) dataset, achieving a mean 

Average Precision (mAP) of 98.1% at 50% Intersection 

over Union (IoU) threshold, demonstrating exceptional 

accuracy. The result is a lightweight, mobile-compatible 

Android application, PCB Inspector, which provides an 

accessible, accurate, and real-time defect detection 

solution using only a standard smartphone camera. 

Performance evaluations highlight the model's reliability 

and suitability for industrial applications. This 

application represents a step forward in mobile-based 

PCB inspection, offering a practical, cost-effective tool for 

quality assurance in manufacturing environments. 
Keywords—Solar cell defects, object detection, RT-DETR, 

Electroluminescence (EL) imaging, Photovoltaic systems, Deep 

learning 

I. INTRODUCTION 

Printed circuit boards (PCBs) are vital components in 
electronic devices, providing both connectivity and structural 
support. They are essential across various electronic 
applications, extending well beyond basic models. The global 
PCB market, valued at $82 billion in 2022, is expected to 
grow to around $140.73 billion by 2032 [1]. However, as 
PCBs become smaller, detecting flaws presents significant 
challenges, making accurate defect detection during 
manufacturing crucial to enhancing product quality and 
reducing operational costs. 

PCB defect detection methods include manual visual 
inspection, electrical testing, and optical inspection [2]. 
Manual inspection is limited by low accuracy and efficiency, 
while electrical testing requires complex circuitry and costly 
equipment and is less effective for multi-layered PCBs, 
sometimes causing secondary damage. Automated Optical 
Inspection (AOI) systems use cameras and image processing 
to identify issues like missing components and soldering 
defects in PCBs, providing a non-contact, machine vision-
based method that is more accurate and faster than other 
approaches [3], [4]. Despite these advantages, AOI systems 
are sensitive to environmental conditions, slow, and less 
effective for complex defects [5]. 
In recent years, deep learning, specifically convolutional 
neural networks (CNNs), has become prominent in computer 
vision-based object detection. Detection methods in deep 
learning are divided into two primary approaches: two-stage 
and one-stage methods. Two-stage methods first generate 
candidate boxes for potential objects, then classify them 
using CNNs, with popular algorithms like RCNN and Faster 
R-CNN. Despite its accuracy, Faster R-CNN [6] has limited 
processing speed due to the region proposal network (RPN), 
which hinders its real-time application. 
One-stage methods, such as SSD [7] and YOLO [8], bypass 
candidate box sampling by directly transforming object 
localization into a regression problem, achieving faster and 
more accurate results. Although SSD can struggle with 
detecting small objects due to low-resolution features, YOLO 
models, particularly YOLOv5 [9], are preferred for object 
detection because of their balanced speed, accuracy, and 
robustness[10, 11]. 
In the domain of PCB defect detection, Ancha et al. 
introduced the Mixed Defect Detection in PCB (MDD_PCB) 
dataset to enhance model training by including realistic 
combinations of defect types within single images. This 
dataset was evaluated using YOLO models, achieving a mean 
Average Precision (mAP) of 95%, along with high precision 
and recall metrics. Their work demonstrated the efficacy of 
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using YOLO models on embedded systems like the Jetson 
Nano, achieving efficient, real-time PCB defect detection, 
which is critical for practical applications in manufacturing 
environments [12] 
To develop effective PCB defect detection models, 
comprehensive and diverse datasets are essential. However, 
existing datasets often focus on specific defect types and lack 
complete labeling. This research makes the following 
contributions: 

• Optimization of the YOLOv9 model for PCB 

defect detection: Trained on the "Mixed Defect 
Detection in PCB" (MDD_PCB) dataset [12], the 
YOLOv9 [13] model achieved improved accuracy 
over previous models in detecting a variety of PCB 
defects. 

• Real-time implementation on Android: The 
optimized YOLOv9 model was developed into a 
mobile application, allowing efficient, real-time 
defect detection using a standard Android phone 
camera, increasing accessibility for on-site use 
without specialized equipment. 

This work demonstrates a practical, mobile-compatible 
framework for PCB defect detection, addressing key 
limitations in current detection methods and offering a 
reliable tool for industrial applications. 

II. METHODOLOGY 

A.  YOLOv9 Algorithm 

T The YOLOv9 algorithm integrates advanced features 
designed to minimize information loss during training while 
enhancing both detection efficiency and accuracy. In this 
study, we specifically used YOLOv9-tiny (YOLOv9t) due to 
its compact size, making it ideal for deployment on Android 
mobile applications where memory and processing power are 
limited. 
One of the standout features in YOLOv9t is Programmable 
Gradient Information (PGI), which plays a crucial role in 
preserving critical data during the feedforward process. PGI 
also enhances the gradient flow, leading to improved model 
performance. As shown in Fig. 1, the PGI architecture 
incorporates bottleneck and reversible branches to efficiently 
manage information flow, reducing data loss. This 
architecture, applied to tasks such as defect detection in 
photovoltaic cells, significantly improves the model's 
precision and reliability. 

Another key advancement in YOLOv9t is the Generalized 
Efficient Layer Aggregation Network (GELAN), illustrated in 
Fig. 2, which optimizes parameter usage through structured 
layer aggregation. This approach enables YOLOv9t to exceed 
the efficiency of earlier methods, such as depth-wise 
convolutions, by enhancing learning scalability. The GELAN 
architecture further supports YOLOv9t’s adaptability across 
various hardware setups, including Android devices, where 
limited computational resources make efficient parameter 
utilization essential. 

 

Fig. 1. YOLOv9 PGI (Programmable Gradient Information) Architecture for Enhanced Gradient Flow and Information Retention [14]. 

 

 

Fig. 2. GELAN (Generalized Efficient Layer Aggregation Network) Architecture within YOLOv9 for Optimized Parameter Utilization [14].
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B. PCB dataset 

The dataset used in this study is the "Mixed Defect 
Detection in PCB" (MDD_PCB) dataset, specifically crafted 
to address limitations found in other PCB defect datasets by 
providing a realistic variety of defect scenarios. The 
MDD_PCB dataset was designed to enhance model 
performance by including multiple types of defects in each 
image, allowing models to learn from diverse and 
representative examples of PCB faults commonly 
encountered in manufacturing. 

The MDD_PCB dataset comprises 1,741 images, each 
with a resolution of 640 × 640 pixels, annotated with a total of 
3,704 defects. These defects are distributed across six 
common PCB defect types, as summarized in Table 1 below. 
Each image includes two to three defects, facilitating a 
comprehensive training experience for deep learning models 
by exposing them to various defect combinations in a single 
samples. 

TABLE I.  DISTRIBUTION OF PCB DEFECTS IN THE MDD_PCB 
DATASET 

 

C. Dataset Preprocessing and Augmentation 

To prepare the MDD_PCB dataset for effective training, 
both preprocessing and augmentation techniques were applied 
to enhance model robustness and generalization. 

1) Preprocessing 

Each image in the dataset underwent the following 
preprocessing steps: 

• Auto-orientation: The pixel data of each image was 
adjusted to ensure correct orientation, with EXIF-
orientation metadata stripped from the images. 

• Resizing: Each image was resized to a fixed 
resolution of 640 × 640 pixels to standardize the 
input dimensions for the model, using a stretch 
approach to maintain uniform sizing. 

2) Data Augmentation 

To further improve model performance by providing diverse 
training samples, a set of augmentation techniques was 
applied to create three augmented versions of each original 

image, resulting in a total of 6,964 images (1,741 original 
images + 5,223 augmented images). The following 
transformations were randomly applied to each image: 

• Horizontal Flip: Each image had a 50% probability 
of being flipped horizontally. 

• Vertical Flip: Each image had a 50% probability of 
being flipped vertically. 

• 90-Degree Rotations: Each image was randomly 
rotated with an equal probability of one of the 
following orientations: no rotation, 90° clockwise, 
90° counterclockwise, or 180° (upside-down). 

• Salt and Pepper Noise: Random noise was added 
to 5% of the pixels in each image to simulate image 
imperfections and enhance the model’s resilience to 
noise. 

These augmentation techniques expanded the dataset 
significantly and provided the YOLOv9 model with a wider 
variety of examples, improving its ability to detect PCB 
defects across various conditions and orientations in real-
world scenarios. 

D. Evaluation Metrics 

To evaluate the YOLOv9t model’s performance, we used 
key metrics, namely Precision, Recall, and mean Average 
Precision (mAP). These metrics are essential in object 
detection tasks, offering insights into both the accuracy of 
predictions and the model's ability to recognize relevant 
instances across various classes. 

Precision quantifies the proportion of correct positive 
predictions among all positive predictions made by the model. 
It reflects the model's capability to avoid false positives: Precision = ����+��                () 

where TP represents true positives, and FP denotes false 
positives. A high precision score indicates that most detected 
objects are indeed relevant. 

Recall evaluates the model's ability to identify all relevant 
instances by measuring the proportion of actual positives that 
were correctly detected: Recall = ����+��                               () 

where FN refers to false negatives. A high recall score 
implies that the model can detect a majority of the relevant 
objects. 

Mean Average Precision (mAP) provides a 
comprehensive measure of the model’s performance across all 
classes by averaging precision over different recall thresholds. 
It is calculated as the area under the Precision-Recall curve: 

mAP = ∑ �����=1�                                 () 

where APi is the Average Precision for the i-th class, and 
N represents the total number of classes. This metric provides 
a holistic view of the model’s accuracy in detecting objects 
across all categories. 

Dataset  ;PCB 
DefeĐt TypeͿ 

Nuŵďer of 
Iŵages 

Nuŵďer of 
DefeĐts 

MissiŶg Hole ϲϬϬ ϲϬϬ 

Mouse Bite ϲϳϰ ϲϳϰ 

OpeŶ Circuit ϴϰϳ ϴϰϳ 

Short Circuit ϰϴϯ ϰϴϯ 

Spur ϰϰϮ ϰϰϮ 

Spurious 
Copper 

ϲϱϴ ϲϱϴ 

Total ϭϳϰϭ ϯϳϬϰ 
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E. Experimental Conditions 

All experiments in this study were conducted on the 
Kaggle platform, which provides cloud-based Jupyter 
Notebooks (Kernels) with free access to high-performance 
GPUs, including the Tesla T4 with 15,095 MiB of memory. 
The software environment was configured with Python 
3.10.13 and PyTorch 2.1.2, leveraging the GPU's parallel 
processing power for efficient computation. 

F.  Training configuration and hyperparameters 

In this study, the YOLOv9t model was trained using the 
following configuration and key hyperparameters: 

• Batch size: 32 

• Epochs: 200 

• Image size: 640 

• Optimizer: auto 

• Momentum: 0.937 

• Weight decay: 0.0005 

The hyperparameters were meticulously chosen to 
maximize the model's performance throughout training and 
validation. The batch size and number of epochs were selected 
to maintain a balance between computational efficiency and 
accuracy, while the learning rate and momentum were 
adjusted to promote stable and effective convergence. 

III. RESULTS AND DISCUSSION 

The performance of the YOLOv9t model on the 
MDD_PCB dataset was evaluated using key object detection 
metrics, including Precision, Recall, mean Average Precision 
at 50% Intersection over Union (mAP@50), and mean 
Average Precision across IoU thresholds (mAP@50-95). 
These metrics provide a comprehensive view of the model's 
detection accuracy and reliability in identifying PCB defects. 

A. Evaluation Metrics 

1) Precision and Recall: 

• The Precision and Recall metrics showed consistent 
improvement across the 200 training epochs. As seen in the 
precision and recall plots (Fig. 3, top-left and top-right), the 
model achieved high levels of precision and recall, indicating 
its strong ability to correctly identify relevant defects while 
minimizing false positives. 

• Precision stabilized above 0.9, demonstrating the 
model's effectiveness in detecting true positives with minimal 
error, which is crucial for practical applications in PCB defect 
detection. 

• Recall also stabilized around 0.9, reflecting the 
model's ability to capture almost all relevant instances, 
ensuring comprehensive defect identification. 

2) Mean Average Precision (mAP): 

• The model’s mAP@50 and mAP@50-95 metrics 
indicate its high accuracy across varying IoU thresholds. The 
mAP@50 metric, which reflects precision at a single IoU 
threshold, reached close to 1.0, indicating near-perfect 
detection performance in identifying PCB defects. 

• The mAP@50-95 metric (Fig. 3, bottom-left and 
bottom-right), which averages precision across multiple IoU 
thresholds, reached around 0.6, showing that the model 
maintains strong performance across diverse detection 
scenarios, even when stricter IoU thresholds are applied. 

 
Fig. 3. YOLOv9t Model Performance Metrics on the MDD_PCB Dataset. 

B. Training and Validation Loss 

1) Box Loss: 

The box loss plots (Fig. 4, top-left and bottom-left) 
demonstrate a steady decrease over the course of training, both 
in the training and validation phases. This reduction in box 
loss indicates that the model consistently improved in 
accurately predicting bounding box coordinates for detected 
defects. By the end of training, box loss was minimized, 
reflecting the model’s ability to closely match ground truth 
locations. 

2) Classification Loss: 

The classification loss for both training and validation 
(Fig. 4, top-right and bottom-right) also decreased 
substantially throughout training. This metric’s steady decline 
shows that the model became increasingly effective in 
classifying PCB defects into their respective categories with 
high accuracy. 

 
Fig. 4. Training and Validation Loss Curves for YOLOv9t Model. 
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C. Visual Representation of YOLOv9t Outputs 

Figure 5 shows the output of the YOLOv9t model applied 
to the MDD_PCB dataset, highlighting its ability to accurately 
detect multiple types of PCB defects within single images. 
Each defect, such as short circuit, mouse bite, spur, spurious 
copper, open circuit, and missing hole, is labeled with a 
bounding box and a confidence score, indicating the model's 
certainty in its predictions. 

This visual illustrates the effectiveness of YOLOv9t in 
distinguishing between various defect types, with high 
confidence scores providing assurance in detection reliability. 
The model’s ability to detect and label multiple defects within 
each PCB sample demonstrates its potential for real-time, 
comprehensive quality inspection in manufacturing 
environments, where rapid and accurate defect identification 
is essential. 

 

Fig. 5. Detection of PCB Defects Using YOLOv9t Model on the 
MDD_PCB Dataset. 

D. Comparison of YOLOv8n, YOLOv10n, and YOLOv9t 

This section compares the YOLOv8n, YOLOv10n, and 
YOLOv9t models on the MDD_PCB dataset. We focus on 
Precision, Recall, mAP@50, mAP@50-95, and inference 
speed. 
 

TABLE II.  PERFORMANCE COMPARISON OF YOLOV8N, YOLOV10N, AND YOLOV9T MODELS ON THE MDD_PCB DATASET. 

Model Layers Paraŵs GFLOPs PreĐisioŶ ReĐall ŵAP@50 ŵAP@50-
95 

Speed 
;iŵg/sͿ 

YOLOvϴŶ Ϯϯϴ ϵ.ϰM Ϯϭ.ϯ Ϭ.ϴϲϳ Ϭ.ϵϴϰ Ϭ.ϵϲϳ Ϭ.ϲϲϮ ϴ.ϲϲ 

YOLOvϭϬŶ ϰϬϮ ϴ.ϬϳM Ϯϰ.ϴ Ϭ.ϴϴϳ Ϭ.ϴϴϭ Ϭ.ϵϮϲ Ϭ.ϲϲϵ ϭϬ.ϱϮ 

YOLOvϵt ϵϭϳ ϳ.ϮϵM Ϯϳ.ϰ Ϭ.ϵϮ Ϭ.ϵϭϮ Ϭ.ϵϴϭ Ϭ.ϲϲϳ ϵ.ϰϭ 

 
• YOLOv9t is the most suitable model, achieving the 

highest precision (0.92) and mAP@50 (0.981), 
making it ideal for applications requiring accurate 
defect detection. 

• YOLOv10n offers the fastest inference speed 
(10.52 img/s) with competitive accuracy, suitable 
for real-time applications with moderate precision 
needs. 

• YOLOv8n excels in recall (0.984), capturing more 
instances but with lower precision, which may lead 
to more false positives. 

In summary, YOLOv9t stands out as the optimal 
model due to its balance of high precision and overall 
detection accuracy, making it well-suited for PCB 
defect detection tasks. 

E. Development of an Android Application for PCB Defect 

Detection 

In the pursuit of practical, accessible solutions for real-
time quality inspection in PCB manufacturing, we 

developed an Android-based application named PCB 
Inspector. This application utilizes the YOLOv9-tiny 
(YOLOv9t) model, optimized for mobile deployment. 
With an interface designed for ease of use, the 
application can identify common PCB defects, 
including missing holes, mouse bites, open circuits, 
short circuits, spurious copper, and spurs, using the 
phone’s camera to scan and detect defects within 
milliseconds. 

ApplicatioŶ Features aŶd PerforŵaŶce  

As shown in Figure 6, the PCB Inspector app can 
accurately detect various PCB defect types. Each 
defect is labeled with a bounding box and identified by 
its defect type, making it easier for operators to quickly 
recognize and address quality issues. This composite 
figure illustrates the application's performance in 
detecting defects in real-time, even under varied 
lighting and orientation conditions. 
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Fig. 6. Visual representation of the PCB Inspector app detecting multiple PCB defects.

Conclusion 

The PCB Inspector app, powered by the YOLOv9-tiny 
model, offers a practical, mobile-based solution for real-
time PCB defect detection, achieving an impressive mean 
Average Precision (mAP) of 98.1% on the MDD_PCB 
dataset. This lightweight application provides 
manufacturers with an accessible, cost-effective tool for 
accurate defect identification without specialized 
equipment. Its high precision and recall underscore its 
potential for quality control in various manufacturing 
environments. Future enhancements may include cloud 
integration for data storage and expanded defect detection 
capabilities, further positioning PCB Inspector as a versatile 
and efficient tool for industrial quality assurance. 
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Abstract— Photoconductive antennas are considered as 

fundamental components in the terahertz technology, offering 

wideband capabilities essential for diverse applications 

including imaging, spectroscopy, security, and communications. 

PCAs operate based on unique principles that combine the 

generation and radiation of terahertz waves. This dual 

functionality necessitates a distinct approach to their design and 

performance evaluation. In this study, we focus on the design 

and characterization of dipole PCAs tailored for broadband and 

multiband applications. We will explore the theoretical 

foundations of PCA operation, emphasizing how variations in 

semiconductor substrate thickness influence performance 

metrics such as impedance matching, bandwidth, directivity, 

and gain. By fixing key design parameters while varying others, 

we aim to provide insights into optimizing PCA configurations 

for enhanced operational efficiency across multiple frequency 

bands. The findings contribute to optimizing PCA designs for 

enhanced performance in broadband applications. 

Keywords—Photoconductive antenna, Terahertz, Dipole 

antenna, impedance matching. 

I. INTRODUCTION  

Terahertz (THz) frequency band is lying between 
microwave and optical regions, from 0.3 THz to 10 THz, and 
considered as a part of sub-millimeter waves [1]. Recently, 
there has been an increase in emergent research on THz 
applications, such as communications [2], bioimaging [3], 
spectroscopy, sensing, and security. Some of the important 
motivations for the increasing interest in the THz frequency 
band are the attractive and unique characterizing features: 
THz radiations are highly penetrating through covering 
materials, and do not damage the scanned items under THz 
radiations, furthermore, the High spectral resolution [4].  

Among the innovative components developed for THz 
applications are photoconductive antennas (PCAs), which 
leverage the unique properties of semiconductor materials to 
generate and detect THz radiation efficiently. Unlike 
conventional antennas that operate primarily within 
microwave or radio frequency ranges, PCAs can achieve 
broad bandwidths due to their photoconductive nature. THz 
photoconductive antennas (PCAs) are critical components for 
THz systems to radiate and detect waves, and their 
performances directly influence the quality of the entire 
system. Thus, THz PCAs have more performance 
requirements [5]. The first PCA that was used to generate 
electromagnetic transients on a pico-second time scale was the 
Auston switch [6]. The PCA consists of a DC-biased metal 
dipole antenna deposited on a photoconductive substrate, the 
exciting optical pulse is focused on the antenna gap, and 

propagates into the photoconductor, which begins to generate 
photo carriers. These latter are accelerated in the DC bias field, 
producing a transient photocurrent, which drives the dipole 
antenna, and then, a THz frequency pulse is radiated [7], PCA 
composition is depicted in Fig. 1. The biggest challenge for 
the wide use of THz devices is improving PCA performance, 
through better antenna design models. Extensive research, 
both experimental and theoretical, has focused on optimizing 
PCA in THz devices. 

The design and characterization of dipole photoconductive 
antennas (PCA) for broadband and multiband applications 
have attracted significant interest due to their superior 
bandwidth and versatility. In our work, we present a 
comprehensive study on the design and characterization of 
dipole PCAs, focusing on their theoretical modeling, 
impedance matching, and radiation performance. By 
fixing PCA antenna parameters related to the exciting 
femtosecond laser, semiconductor parameters, dipole 
dimensions, and varying the thickness of the low-
temperature gallium arsenide (LT-GaAs) substrate, we 
investigate the influence of the substrate thickness on 
antenna bandwidth, and gain. The results include detailed 
analyses of impedance matching through S11 and voltage 
standing wave ratio (VSWR) parameters, as well as 
evaluations of antenna gain across multiple frequency 
bands. 

 

Fig. 1. Dipole photoconductive antenna composition 

II. DIPOLE PCA THEORETICAL MODELING  

Distinction in photoconductive antenna gap size imposes 
different theories to explain the radiation mechanism. For the 
small gap PCA, the equivalent circuit model (ECM) can 
describe well the obtained experimental results, which 
explains mainly the saturation phenomenon due to the 
screening effect induced by both radiation screening and space 
charge (polarization) screening [8-10]. In the ECM principle, 
the photoconductive dipole antenna is represented by lumped 
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elements: a combination of voltage or current sources with 
time-varying resistance and antenna impedance [11-14], as 
depicted in Fig. 2. ECM approach allows the use of the 
conventional antenna theory and concepts. In addition, it 
provides the ability of the matching study to improve the 
matching efficiency. Furthermore,  the calculation of the 
generated photocurrent permits to be used as input for full 
wave simulation. 

The required formula to calculate the considered 
parameters are illustrated in the following: 

Based on the continuity equation, the time-dependent 
carrier density is expressed by (1): ݀�ሺݐሻ݀ݐ =  − �ሺݐሻ߬ + ݃ሺݐሻ                         ሺͳሻ 

where �ሺݐሻ is the carrier density, ߬ is the carrier lifetime, 
and ݃ሺݐሻ is the photo-carrier generation rate, by solving (1), 
we get [11]: �ሺݐሻ = �0  ቆͳ −  ݁�� ቀ− 22�02 ቁቇ � √2��02ௗℎజ  �  ݁�� ቀ ��28ఛ�2 − ௧ఛ�ቁ                           ቀ݂݁ݎ ቀ√2௧�� − √2��2ఛ� ቁ + ͳቁ                                  ሺʹሻ 

with �0 is the laser peak power, 0ܹ  is the laser’s beam 
waist radius,  �   is the laser pulse duration, ݀ is the depth of 
the excitation region, ℎ being the Planck constant, ߭ is laser 
frequency, and ߟ is the quantum efficiency defined by: ߟ = ሺͳ − �ሻሺͳ − ݁−�.ௗሻ                        ሺ͵ሻ 

with � representing the power reflection coefficient, and � �ݏ the optical absorption coefficient. 

The conductivity formula is given by:  �ሺݐሻ = ݁. �. �ሺݐሻ                                 ሺͶሻ 

where � represents the electron mobility.  

Equation (5) provides conductance within the gap during 
laser excitation for dipole PCA:  �ሺݐሻ =  �ሺݐሻ. ݀. �ܹ��                               ሺͷ ሻ 

with �ܹ and �� are the width and the length of the gap, 
respectively. 

According to ECM in [11], the total current flowing 
through the gap for the dipole PCA is given by (6).  �௧௧ ሺݐሻ =  �ሺݐሻ ܸሺݐሻ + �ሺݐሻ   + ܸ�௦�ௗ          ሺሻ 

with ܸሺݐሻ is the resultant voltage on the gap, �ௗ being 
the dark resistance. While �ሺݐሻ  determines the capacitor 
current, this is caused by carriers staying near the positive 
electrode in ∆ݐ time step [11], and calculated using (7). �ሺݐሻ =  �݁�2∆ݐ �ܹ�ሺݐሻ ܸ2ሺݐሻͶ��2              ሺሻ 

The total generated current flowing through antenna 
electrodes yields a radiation voltage, specified by (8) ܸௗሺݐሻ =  �. �௧௧ሺݐሻ                           ሺͺሻ 

with �  is the antenna impedance. Moreover, the 
remaining carriers within the gap generate a screening voltage, 
as outlined by (9). ݀ ௦ܸሺݐሻ݀ݐ =  − ௦ܸሺݐሻ߬ + �ሺݐሻߝߞ ܸ ሺݐሻ              ሺͻሻ 

where ௦ܸ  is the screening voltage, ߬  is the carrier 
recombination time, ζ is the screening factor, and ߝ  is the 
medium permittivity. 

Applying Kirchhoff’s voltage law, we find: ܸሺݐሻ = ܸ�௦ − ௦ܸሺݐሻ −   ܸௗሺݐሻ         ሺͳͲሻ 

where ܸ�௦ is the externally applied bias. 

 

 
Fig. 2. Schematic of the small gap PCA equivalent circuit model [14] 

III. ANTENNA DESIGN AND OPTIMIZATION 

The principle of the designed dipole PCA with specific 
parameters, is the use of LT-GaAs as substrate, and with its 
high relative permittivity, dielectric properties influence 
radiation patterns and wave propagation, effectively guiding 
electromagnetic waves through the substrate. By 
systematically varying the substrate thickness and analyzing 
the resulting parameters, we optimize antenna structure 
according our requirements. 
 In the proposed approach, we take profit initially of the 
equivalent circuit modeling to evaluate the conductance 
within the gap in terms of different parameters (5). Table I 
indicates the considered parameters related to the exciting 
laser source and the semiconductor substrate. For electron 
mobility computation, we have considered two models: the 
Caughey–Thomas mobility model [15], and the Arora 
mobility model [16]. Then, we use the obtained results to 
evaluate THz radiations performance using full-wave 
simulation tool HFSS (High Frequency Structure  
Simulator ) in terms of S11, antenna gain, and radiation 
pattern. 
The proposed approach steps are outlined as follows: 
 

1. Use analytical models to derive initial parameters 

 Calculate the conductance within the gap, which is considered 
as source conductance in the full-wave simulation. 
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2. Use Full-wave simulator to evaluate the design 

a)  Design the antenna structure using HFSS, as shown in  
Fig. 3a. 

b) Select the exposed surface within the gap to the laser 
excitation as a lumped port to excite the antenna structure, 
as illustrated in Fig. 3c  

c)  Use the conductance results from the analytical model to 
set the source impedance in the simulation. 

3. Vary semiconductor thickness (use optimetrics option 

in software) 

4. Adjust design parameters to optimize performance, 

and reiterate simulations 

 

(a) 

 
(b) 

 
(c) 

Fig. 3. Dipole PCA Design under HFSS 

(a) Dipole PCA structure, (b) Top view of the Dipole PCA,  

(c) Excitation of Dipole PCA 

TABLE I.   DIPOLE PCA SIMULATION PARAMETERS 

Parameter Value 

Laser wavelength (λ) 800 nm 
Laser repetition rate (frep) 80 MHz 
Laser pulse duration (Tl) 100 fs 

Reflection coefficient for Lt-GaAs (R) 0.318 
Optical absorption coefficient (α) 6000 cm-1 

Carrier trapping time (τc)     1 ps 
Carrier recombination time (τr)     100 ps 

Screening factor  (ζ ) 900 
Bias voltage (Vb) 30 V 
Gap length (L) 5 µm 
Gap width (W) 10 µm 

Antenna total length 65 um 
Depth of excitation region (d) 1µm 

 

 

IV. RESULTS AND CHARACTERIZATION ANALYSIS 

To analyze the results of the proposed approach, we start by  
Simulating the performance of a planar half-wave dipole 
antenna without substrate. Simulation results shown in Fig. 4 

approve that the resonance frequency and the radiation pattern 
meet well the theoretical parameters. 
In the next step, we simulate the dipole PCA performance with 
substrate thickness varying from 10 to 200 um, with a step of 
10 um. In Fig. 5, to make sure that the display is clear, our 
presentation includes S11 results from the dipole PCA 
simulation with substrate thicknesses 10, 70, 130, and 190.  
It is apparent that the dipole PCA with a substrate thickness of 
130 um provides the most effective performance compromise 
of the operating bands number and 10 dB bandwidth for each 
region. 
Figs. 6 depict the analysis and the characterization of the 
designed dipole PCA with substrate thickness of 130 um.  
In Fig. 6a, we show designed antenna impedance for the 
frequency band from 300 GHz to 2 THz, while S11 parameter 
is displayed in Fig. 6b. We can see that the designed dipole 
PCA has 6 operating bands, and Fig. 6d shows the limits of 
each 10 dB bandwidth. Furthermore, Table II presents the 10 
dB bandwidth for each operating band.   
 

 

 

(a) 

 

(b) 

 
 

(c) (d) 

Fig. 4. Planar half-wave dipole antenna (no substrate) 

(a) Impedance parameters, (b) S11 parameter, (c) Diagramm 

pattern, and (d) Diagramm pattern on antenna structure 

 

92 FT/Boumerdes/NCASEE-24-Conference



 

Fig. 5. S11 Parameter for Dipole PCA with different substrate 

thickness values  

(a) 

(b) 

 

(c) 

 

(d) 

Fig. 6. Parameters of the designed Dipole PCA with a Substrate 

Thickness of 130 um 

 (a) Antenna impedance, (b) S11 parameter,  

(c) VSWR Parameter, and (d)10 dB Bandwidth limitations  

TABLE II.  DESIGNED DIPOLE  PCA OPERATING BANDS  

Band 

number 

Band limits 10 dB Bandwidth 

(GHz) 

1.  610-640  30 

2.  820-920 100 

3.  1020-1260 240 

4.  1290-1340 50 

5.  1550-1610 60 

6.  1890-1940 50 

 

In the last part, we evaluate the radiation pattern for the 
resonant frequencies of the operating bands to characterize 
antenna’s directivity, and gain. In Fig. 7a, and 7b, we notice 
that the radiation pattern is slightly focused toward the 
substrate, because the resonant frequency is close to the 
effective frequency that equals 750 GHz. On the other hand, 
we can notice clearly the influence of the substrate on the 
radiation pattern in Fig. 7c, 7d, and 7e, where antenna gain 
attends 9.36 dB for the frequency 1200 GHz. Then, more the 
frequency increases, antenna gain reduces, because of the 
radiation in other directions as illustrated in Fig. 7F, and 7g. 

 
(a) 

 
(b) 
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(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

Fig. 7. Diagramm patterns of the  resonante frequencies for each 

operating band, 

 (a) 625 GHz, (b)860 GHz, (c) 1080 GHz, (d) 1200 GHz, (e) 

1310 GHz, (f) 1580 GHz, and (g) 1915 GHz 

V. CONCLUSION 

In conclusion, this work presents a comprehensive 
framework for the design and characterization of dipole 

photoconductive antennas tailored for broadband and 
multiband applications. By exploring the theoretical 
modeling, simulation analysis, and performance evaluation, 
we demonstrated how variations in semiconductor substrate 
thickness impact key parameters such as impedance matching, 
bandwidth, and radiation pattern. Our analysis includes 
detailed evaluations of impedance matching, band 
characteristics, and radiation performance, highlighting the 
potential of PCAs in advanced applications such as imaging, 
spectroscopy, security, and communications. The proposed 
design framework enhances our understanding of PCA 
behavior, and also provides a foundation for optimizing 
antenna performance based on specific application 
requirements, thereby advancing the capabilities of 
photoconductive antenna technology. 
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Abstract. In this paper, we presented the application of the classifier combination technique to classify 
cloud systems, namely stratiform and convective systems. The data used come from the SEVIRI (Spinning 
Enhanced Visible and Infra-Red Imager) radiometric imager on board the MSG (Meteosat Second 
Generation) satellite. The methods were trained and evaluated with satellite and radar data of the rain event 
of October 10, 2018 in the south of France provided by Météo-France. This allowed us to evaluate and 
compare the performances for cloud identification of method frequently used in combination of classifiers 

Keywords: Machine Learning, Combining Classifiers, Boosting, Ada-Boost, Rainfall Estimation, 
Delineation Raining Cloud, SEVIRI, MSG, Radar. 

1 Introduction 

The techniques based on the supervised learning methods proposed, for solving the problem of identifying cloud 
systems and estimating precipitation [2, 3, 11, 12], exploit the information from the multi-spectral channels of the 
SEVIRI (Spinning Enhanced Visible and Infra-Red Imager) radiometer imager. Some of these methods have 
shown a performance that surpasses the others to predict one or more classes. The idea of making these different 
methods cooperate in order to improve the precision of the classification appeared with the development of new 
called hybrid techniques. 

Two approaches are used for multi-classifier cooperation. The first approach is to merge information from 
different classifiers for decision making, considering each classifier as an independent source of information and 
exploiting the characteristic performance of these sources to favor the most reliable classifier to predict the class 
membership. To do this, classifier fusion relies on three main strategies that are the voting principle [10, 16], 
possibility theory [7, 17] and belief theory [1, 4]. Each of these strategies is adapted for the type of information 
processed or the relevant decision criterion for classification. The second approach is to use strategies or 
mechanisms for classifiers using different subset of data for each classifier or using different classifiers for a set 
of training data. These strategies are at the origin of several popular multi-classifier algorithms such as Boosting 
[9] and Bagging [5]. 

It is the second approach that we will focus on this study. To do this, this paper we will detail the principle of 
these different mechanisms of combining classifiers used in Section 2, and by subjecting our database to tests that 
will be analyzed in Section 3. Finally, we draw some conclusions in Section 4. 

2 Combining Classifiers 

Combining classifiers consists of combining the prediction of a set of independent classifiers. What has been at 
the origin of a very active field of research in supervised learning, by exploiting the local precision of the different 
learning methods to form a set of classifiers, which improves the global precision for the same application [6]. 
Several methods have been implemented by combining several classifiers, in this section we will expose some 
methods, which have shown their effectiveness for the data processed in our research study. 

2.1 Bagging 

The principle of Bagging is "Bootstrap aggregation", it is a resampling of the training dataset, by randomly 
generating other subsets of data from the original training set, while keeping the number of samples it contains, 
which means the appearance of the same sample several times and the disappearance of several others in the same 
subset. Indeed, a larger classifier prediction error for the absent or less represented classes in the subsets. However, 
the combination of classifiers used for the subsets gives higher prediction accuracy than a single classifier and a 
training dataset. The advantage of bagging is the reduction of the variance without influencing the accuracy of the 
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prediction. Also, the study conducted by the effectiveness of Bagging is more significant for learning methods 
whose prediction decision is significantly different when there is an insignificant change in the learning set [5]. 

2.2 Boosting  

Boosting consists of a series of classifiers of different learning methods whose prediction is weak. Its principle 
is that the samples misclassified by the first classifier are chosen more often unlike the correctly predicted samples, 
with the aim of constituting the training data set submitted to the next classifier, this step is repeated for all of the 
classifier until the end of the series. Methods based on the Boosting principle have been developed, the Arcing 
method and the Ada-Boost method [9]. The Arcing method [5], the frequency of samples misclassified by a 
classifier is the selection criterion in the training dataset submitted to the next classifier; this step is repeated until 
the end of the series of classifiers. The Ada-Boost method [8] uses a series of classifiers, which exploits the 
probabilities of the set of samples at the output of a classifier, and then weight the prediction error of each sample, 
the new set retains the completeness of the samples in the training set. 

2.3 Stacking 

The mechanism at the base of Stacking consists of two levels, a Meta level where a classifier is found that 
allows the combination of the classification of a set of lower level classifiers, which aims to improve the prediction 
of all the classifiers compared to those obtained by these same classifiers individually. The selection algorithm is 
based on the principle of cross-validation, a base level classifier having collected the best vote for the prediction 
of a class among the set of classifiers submitted to the different subsets of the training set, will be chosen by the 
meta level classifier to predict this same class [16]. 

3 Data and Application 

Three types of climate for which their precipitation rates are important. Namely, the oceanic climate found in 
Western Europe bordered by the Atlantic Ocean to the west, with annual precipitation varying between 900 and 
1800 mm in the form of drizzle and fog. In addition, the Mediterranean climate, with annual precipitation varying 
between 250 and 1150 mm, Also, the transitional climate of the mountain ranges of the Tell Atlas and the Saharan 
Atlas, which separates the region bordered by the Mediterranean Sea from the desert from the Sahara to the south, 
with annual precipitation decreasing to less than 100 mm south of the Saharan Atlas. The exclusion of the arid 
desert climate from our study is due to very rare precipitation in the form of downpours and of little interest for 
our study, with annual quantities which often do not exceed 50 mm. The rainy season lasts from October to March. 
A band is defined with a latitude of 30° to 50° North and a longitude of 6° West to 12° East as shown in following 
figure. 

3.1 Data 

The data used in this study are satellite and radar images, which represent a rainy and stormy event in the 
Mediterranean and going back to the south of France from October 10, 2018 from 08h GMT to 18h GMT. In 
addition, precipitation intensities exceeding 30 mm/h and cumulative rainfall more than 250 mm in certain regions, 
which is an indication of the presence of an intense convective system, caused by an anti-cyclone in the center of 
Europe, a depression in the North Atlantic Ocean and upwelling of a warm air masses from Africa. 

The satellite data are images acquired by the SEVIRI radiometer imager (Spinning Enhanced Visible and Infra-
Red Imager) on board the MSG4 (Meteosat Second Generation 4) satellite. These images are captured every 15 
minutes in 12 spectral channels and spatial resolution of 3 km above the equator. Also, the images were processed 
in real time in order to correct the radiometric and geometric effects induced during the capture and geo-located, 
then the information is localized on the Earth, calibrated and the radiances linearized so that they are exploitable 
[8]. 

These data exploited in order to provide parameters for the identification of the characteristics of clouds and the 
types of precipitation of each pixel of the images captured, the parameters we will discuss in this section. 

Two types of clouds are the source of significant precipitation in the region of our study, stratiform and 
convective clouds, which can be detected by exploiting the parameters of the cloud as detailed in the study [3]. 
Relationship which connects them to the data provided by SEVIRI channels and summarized by the following 
table: 
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Table 1.  Relationship between cloud parameters and SEVIRI data. 

Parameters Channel Relationship 

Cloud Top Temperature  ܴܫଵ.଼ ܶܣ = ∑ �ܶோଵ.଼ሺ�ሻ��=ଵ ܰ  

Vertical Extension of the 
Cloud Δ �ܶோଵ.଼−�ோଵଶ. ܪ = ܶ�� − ܶ�.ͷ −  ܪ݀

Altitude of the Cloud Δ ௐܶ.ଶ−�ோଵ.଼ Δ ௐܶ.ଷ−�ோଵଶ. 
Very negative value => Low altitude  

Very low value => High altitude  

Cloud Water Path 
During the day   Δ ܶ�ௌ.−��ோଵ. 
During the  night   Δ �ܶோଷ.ଽ−�ோଵ.଼ ܥ�ܲ = ʹ͵ ∗ � ∗ � ∗  �ݎ

Cloud Phase Δ �ܶோ଼.−�ோଵ.଼ Low and negative value => Low altitude 
 

With: 

• ܰ is the number of pixels that form the cloud. 
 .is the minimum height of the cloud or the rain column which is 650 m ܪ݀ •
• � is the density of the water contained in the cloud. 
• ሺ�ሻ is the optical  thickness and the effective particle radius ሺݎ�ሻ of the cloud. 
• ሺݎ�ሻ is the effective particle radius of the cloud. 

 
Radar data are images captured by the Météo-France radar network located in the south of France. These images 

are captured every 5 minutes with a spatial resolution of 1 km, processing has been applied to eliminate noise 
caused by the terrain and neighboring radars [13]. The information is the reflectivity, which is the measurement of 
the energy reflected by the precipitation in (dBZ) and it gives us explicit information about the water content of 
the cloud. 

For a spatial and temporal correspondence of the data manipulated, we carried out the co-localization and the 
synchronization of the satellite and radar data. 

Table 1 illustrates the relationship for calculating the precipitation rate R (mm/h) from the reflectivity measured 
by the radar Z (dBZ) [12]. 

Table 2.  Reflectivity and precipitation rate relation 

Type Relationship Corr. Coeff. 
Strat. Precipitation   ܼ  ܼ ܼܤ݀ 8͵  = ʹͶ8.ʹ8 × ܴଵ.ହ଼. 0.79 

Conv. Precipitation  ܼ   Ͷʹ ܼ݀ܤ ܼ = Ͷͳʹ.͵ͷ × ܴଵ.ସଽ. 0.84 

 
With ܼሺܼ݀ܤሻ = ͳͲ logሺܼሻ (1) 

3.1 Application  

The input variables of our models are calculated from the data of multispectral channels of the SEVIRI radiometer 
of the Meteosat Second Generation satellite. Which contains characteristic parameters of the clouds deduced from 
the SEVIRI data, which correspond to the ground truth data, which are the radar data. 
The model allows assigning a class to a novel sample using the samples from the training set. For this, we present 
as input the variables that characterize this novel samples; the class thus assigned by the model represents one of 
the three classes non-precipitant, stratiform precipitant and convective precipitant. 

 
Figure 1 Structure of the Bagging and Ada-Boost model that combines spectral parameters from SEVIRI images 
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4 Results and Discussion 

To evaluate the performance of Ada-Boost method for cloud identification were tested to the SEVIRI and radar 
data samples, these datasets being taken simultaneously and respecting the spatial correspondence between them. 
We chose a database belonging to the stormy event of October 10, 2018. This database contains 3,187,904 samples, 
which correspond to eight scenes captured between 12 h UTC and 14 h UTC, which were divided in two, 80% for 
training and 20% for testing of the two ensemble classifiers, Bagging and Ada-Boost that we chose for our 
application because they showed good performance in other application areas.  

In order to compare the Bagging and Ada-Boost methods with other methods, the two stratiform and convective 
classes are in a single class called precipitant.  

The appropriate statistical parameters used to quantify the estimation errors of the methods with radar 
measurements calculated from the contingency table summarized in Table 4. 

Table 3. Contingency table of estimates and measures. 

Identified by WkNN 
Observed by the radar 

Precipitating Non-precipitating Total 

Precipitating ܽ ܾ ܽ + ܾ 

Non-precipitating ܿ ݀ ܿ + ݀ 

Total ܽ + ܿ ܾ + ݀ ܶ 

 
Where ܽ, ܾ, ܿ and d are contingency table values and ܶ = ܽ + ܾ + ܿ + ݀ 

• The rate of correctly identified events is calculated with the Probability Of Detection (POD). ܱܲܦ = ܽܽ + ܾ  (2) 

• The rate of number of pixels misidentified by the WKNN method is calculated with The Probability Of 
False Detection (POFD).  ܱܲ�ܦ = ܾܾ + ݀ 

(3) 

• The rate of events estimated when they were not events is calculated with the False Alarm Ratio (FAR). �ܴܣ = ܾܽ + ܾ 
(4) 

• The difference between the estimate and the measurements is calculated with the Frequency BIAS index 
(Bias):  ݏܽ�ܤ = ܽ + ܾܽ + ܿ 

(5) 

• The estimated correctly diagnosed event rate is calculated the Critical Success Index (CSI). ܫܵܥ = ܽܽ + ܾ + ܿ (6) 

 
• The rate of correct estimates is calculated with the Percentage of Corrects (PC). ܲܥ = ܽ + ݀ܶ  

(7) 

The comparison between the Bagging and Ada-Boost methods and WkNN method the ECST technique is 
summarized in Table 5. 

Table 4. The statistical results of the verification for Ada-Boost and Bagging. 

 POD POFD FAR Bias CSI PC 
ECST  0.64 0.06 0.29 0.85 0.58 0.93 

WkNN  0.68 0.05 0.26 0.89 0.61 0.95 

Ada-Boost 0.56 0.1 0.35 1.21 0.55 0.86 
Optimal values  1 0 0 1 1 1 
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Figure 2: �ܶோଵ.଼  image scene from October 10, 2018 at 12:40 

UTC 

 
Figure 3: The rain area delineated by the Météo-France radar 

network in dBZ  

 
Figure 4: The rain area delineated by the Météo-France radar network in 4 levels 

 
Figure 5 The rain area delineated by the Ada Boost method in 

South East of France 

 
Figure 6 Comparison between Ada Boost method and the Météo-

France radar network delineation 

 
Figure 7   �ܶோଵ.଼ image scene from October 10, 2018 at 12:40 

UTC over North of Algeria and Mediterranean sea 
 

Figure 8 The rain area delineated by the Bagging method over 

North of Algeria and Mediterranean sea  
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5 Conclusion 

In light of the results obtained, we deduce that the Ada-Boost classifiers have a good prediction; this is valid 
for the four predefined classes. When the number of samples of the same class weakly represented in the database, 
the prediction rate is good for the Ada-Boost method. The Ada-Boost method is more suitable for a heterogeneous 
database. As a perspective to this study, we recommend to use a homogeneous database for an application to Ada-
Boost classifiers. 
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Abstract—This research paper proposes a new efficient 

optimization approach based on the Geometric Mean Algorithm 

(GMO) to solve an optimal the size and location problem of 

multiple of capacitor banks (CBs) and distributed generations 

(DGs) in a radial distribution system (ONRSACD). The 

integrating capacitor banks (CBs) and distributed generations 

(DGs) at distribution sub-stations enhances energy quality and 

cuts power costs under equal and unequal constraints. 

Validation and performance assessment of the proposed 

methodology are conducted on radial IEEE 33-node network. In 

addition, the effectiveness of the Geometric Mean Optimizer 

Algorithm (GMO) is compared to that of a well-established 

algorithm, including Particle Swarm Optimization (PSO), to 

identify the top tool with respect to convergence characteristics 

and the best quality solution. Our results demonstrate that 

(GMO) gives the top solutions at the right time for the 

computation. 

Keywords— Distribution System Radial, GMO, Optimal 

Allocation, Power Loss, CB, DG, Voltage Profile. 

 

I. INTRODUCTION  

The distribution network grid is an important part of the 
power grid, and is considered to be one of the most critical 
infrastructures for a country's industrial and economic 
development, as it is responsible for supplying electrical 
energy to customers. Indeed, even the slightest power failure 
can result in a failure to meet electricity needs, with 
undesirable economic and social consequences. The need for 
reliable electrical networks operating to contractual standards 
is therefore a technical challenge and an increasingly 
important issue [1]. 

In recent times, increasing growth in load demand and 
financial pressures to modernize the electricity distribution 
system have been increasing.  The system faces challenges 
such as power loss, voltage deviations, unreliability, and 
voltage instability. In the wake of environmental and energy 
crises, there is also a sense of responsibility to adopt 
distributed renewable energy resources for power generation. 

 

In order to overcome these problems, the installation of 
distributed generation can be considered as an alternative 
solution. Distributed generation is nothing more than small-
scale power generation close to load centres. The installation 
of distributed generation also makes it possible to 
accommodate new load areas when the grid is expanded. 
Today, renewable energy sources such as wind and solar are 
increasingly being used because of their environmental 
friendliness. Based on energy production, DG can be 
classified as follows [2]: 

       Type 1: injects only real energy into the system. 

       Type 2: injects a mixture of active and reactive power. 

       Type 3: injects reactive power only. 

       Type 4: injects active power but consumes reactive 
power. 

The proposed approach leverages the geometric mean 
optimizer algorithm (GMO) [15] to maximize techno-
economic benefits and satisfy critical operational constraints 
to achieve a robust solution. The primary objective is to 
achieve a good compromise between mutually conflicting 
costs: substation energy costs and device investment costs. In 
pursuit of a realistic network behavior model, the method 
considers the hourly variations of diverse load types and DGs 
output. To address the inherent multi-objective nature of the 
problem, the proposed approach seamlessly integrates the 
fuzzy logic tool. Each objective function is converted into the 
fuzzy domain using its respective membership function, and 
upper and lower bounds are determined through a carefully 
devised strategy [3]. 

Many studies with different solution approaches have been 
done for this optimization problem. These approaches are 
classified in [4-5] into (1) analytical methods such as those 
proposed in [6-7], (2) metaheuristic methods such as genetic 
algorithm (GA) [8], artificial bee colony (ABC) [9], artificial 
ecosystem-based optimization (AEO) [10], Harris hawk 
optimization (HHO) [11], and moth flame optimization 
(MFO) [12]. The hybrid approach, which combines analytical 
and meta-theoretical tools to address the issue of optimal 
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location and sizing of generators, is proposed in reference 
[13].  

 An innovative multi-objective optimization methodology 
aimed at addressing the complex issue of determining the 
locations and sizes of capacitor banks (CBs) and distributed 
generations (DGs) that are optimal at the lowest cost of energy 
operating at distribution radial systems is presented in this 
article. This application is achieved at radial IEEE 33-node 
network. For each system test, a list of sensitive nodes, so the 
most likely ones, is first generated based on their voltage 
profile, and then each algorithm is applied to determine the 
optimal solution. Finally, the results obtained are compared 
with each other to identify the most effective tool together 
with the respect of the constraints of equality and inequality.  

 Rest of the paper is organized as follows: part II explains 
the formulation of the problem, part III gives an overview for 
the algorithm proposed, simulation result is presents in section 
IV as well as the conclusions and some perspectives for 
further work, in part V. 

II. PROBLEM FORMULATION 

A. Objectve Function  

For load flow calculation, backward/forward [14] sweep 
method is used. The objective function is to minimize the 
real power losses and the cost in the system by various 
constraints in the distribution network sweep method by 
optimizing the GMO, which is described below: ݉݅݊ ݂ = ݉݅݊ ܶ ܲைௌௌ =   ݉݅݊ ∑ ܴ  ∙ |�|ଶ=ଵ               ሺͳሻ                                                  

Where, TPloss is total active power loss in branch,  

nbr  The total number of branches,  

R   The resistance of i-th branch in the network,  

Ii    The current magnitude of i-th branch. 

 Operating cost are calculated using the following 
equations [6,9]: ܱܶܥ = ���ೀ்ܥ + �ܥ   + ܥ                                            ሺʹሻ        ்ܥ�ೀ�� = ܶ ܲைௌௌ × ܭ) + ܭ + ௦ܮ × ͺͲ) $         ሺ͵ሻ             ܥ� = ∑ �ುܭ × ܲ� + ∑ �ೂܭ × ܳ�                 ሺͶሻ 

ܥ                            = ܥ × ∑ ܳ,
=ଵ                                   ሺͷሻ                ܮ௦ = ܭ × ܮ + ሺͳ − ሻܭ × ଶܮ         ሺሻ  

Where, Kp  is annual demand cost of power loss ($/kW),  

Ke   Annual cost of energy loss ($/kWh),  

Lsf   The loss factor, ܳ, The reactive power of the capacitor bank ݇  , ܥ is the purchase cost ($/KVAR). 

 

B. Equality Constraints 

The constraints on equality are defined by power balance 
equations such as the following: 

௦ܲ௨ + ∑ ܳ��
=ଵ = ∑ ܲ௦௦,

=ଵ + ∑ ܲௗ,ே
=ଵ                     ሺሻ 

ܳ௦௨ + ∑ ܳ��
=ଵ = ∑ ܳ௦௦,

=ଵ + ∑ ܳௗ,ே
=ଵ                    ሺͺሻ 

Where ௦ܲ௨  and ܳ௦௨  are real and reactive substation 
power respectively,  ܲௗ, and ܳௗ, are real and reactive 
load demands at node ݆ respectively, ܰ number of nodes.    

C. Inequality Constraints 

 

• Voltage limits of the node            � ≤ |�| ≤ ��      ;        ݅ = ͳ,ʹ, … , ݊ௗ          ሺͻሻ 

Where, � = Ͳ.ͻͷ (ݑ), and �݉ܽ�=1.05 (ݑ). 
• Line capacity limits 

                  �, ≤ ��,      ;    ݅ = ͳ, … ,  ሺͳͲሻ                         ݎܾ݊

 

Where, � ሺሻ  is the current flow through network branches, ��  is maximum allowed branch current. 
• Size of DG                     ܲ� ≤ | ܲ�| ≤ ܲ��                                       ሺͳͳሻ                   ܳ� ≤ |ܳ�| ≤ ܳ��                                       ሺͳʹሻ 

• Position of DG                         ʹ ≤ ௗܩܦ ≤ ݊ௗ                                       ሺͳ͵ሻ 

•  Reactive power limits  
            ܳ, ≤ ܳ,    ≤ ܳ,�                                 ሺͳͶሻ 
 

• Intégration of DG, CB 
�ܥ   ܥ  +  ≤ ∑ ܳௗ,ே

=ଵ                            ሺͳͷሻ 

 
            ݊ௗ is the number of nodes, ܩܦௗ  is the node 
number of the DG installation, � the node voltage. 

 

III. GEOMETRIC MEAN OPTIMIZER (GMO) 

In 2023, Seyed Ali Mirjalili et al. introduced a new 
metaheuristic algorithm called Geometric Mean Optimizer 
(GMO), which mimics the unique properties of the geometric 
mean operator in mathematics according to [15], The solution 
optimization mechanism used in the GMO framework is 
shown in Fig.1.  During the optimization process, the 
magnitude of the vector φ diminishes and gradually decreases. 
This decrease, particularly in the value ranges of φ, is intended 
to increase the exploration capabilities of the GMO in the 
initial iterations. Simultaneously, it substantially improves the 
emphasis on exploitation during the final iterations. This 
approach is strategically developed to guarantee a well-
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balanced transition between exploration and exploitation, 
thereby enabling a more efficient optimization process. 

Fig.1. Solution updating concept of GMO  
 
 
        The equations mathematical that support the GMO 
model are as follows [15]: 

                  f ሺ�ሻ = ͳͳ + eሺ�−ሻ  ; a < Ͳ                             ሺͳሻ 

Subject to  

                   ܿ = �      ܽ݊݀    ܽ =     −Ͷ√݁� ′                                ሺͳሻ   
Where, a and c are parameters of the sigmoidal MF, with μ 
and σ representing the mean and standard deviation of the x 
values, respectively. Meanwhile, e denotes Napier’s constant. 
 
      Substituting x with the value of the objective function 
calculated for a personal best-so-far search agent enables the 
calculation of the fuzzy MF value for this agent as follows: 
௧ܨܯ  =  ͳͳ + exp[−ሺ Ͷ�௧ √݁ ሻ × ሺܼ௦௧,௧ − �௧ ሻ  ;                                              ݆ = ͳ,ʹ, . . , ܰ,                             ሺͳͺሻ   
 
Where, t represents the current iteration number and N 
denotes the total population size. ܼ௦௧,௧  and ܨܯ௧  signify, 
respectively, the objective function value and the MF value 
of the jth best-known solution position at the tth iteration. 
 
       Utilizing a specialized measure termed the dual-fitness 
index (DFI), the GMO can evaluate both the performance 
metric and solution diversity within the search space 
simultaneously. The definition of the DFI associated with the 
ith solution is as follows: ܨܦ�௧ = ଵ௧ܨܯ × … × +ଵ௧ܨܯ ×. .× ே௧ܨܯ  =  ∏ ௧ܨܯ      ݆ ≠ ݅ே ሺͳͻሻ 

 
     To guarantee that all personal best-so-far agents 
contribute to the creation of a unique global guide agent for 
each individual agent, a weighted average of all personal 
best-so-far solutions is established. The weights employed in 

this calculation correspond to the DFI values assigned to 
individual solutions. Equ (20) outlines this relationship as 
follows: 
        ∑ ௧�ܨܦ  ×  ܺ௦௧ே=ଵ ;     ܻ௧ =  ݆ ≠ ݅∑ ௧�ܨܦ + �ே=ଵ          ሺʹͲሻ 

 
Where, ܻ௧ denotes the position vector of the unique global 
guide agent derived for solution i during iteration t, ܺ௦௧ 
signifies the best-so-far position vector of the jth solution, and 
ε functions as a coefficient to mitigate occurrences of 
singularity. 

 
      To optimize the efficiency of the exploration of GMO and 
reduce the computational load of executing the algorithm, 
personal best-so-far solutions are prioritized according to 
their DFI values, from highest to lowest. The top Nbest 

 Initializing optimization by generating random search agents 
in the population 

 

Evaluating the objective values of the search agents and 
designating the personal best-so-far agents based on the 

minimum objective value in minimization 
 

Calculating the pseudo-geometric average of a focused agent's 
opposite best agents' fuzzy MF values as its dual fitness index 

(DFT) 

Sorting DFIs in a descending order to select the 
first Nbest elite agents 

 

Updating the search agents 

 ?݂݀݁݅ݏ݅ݐܽݏ ܽ݅ݎ݁ݐ݅ݎܿ ݃݊݅ݐܵ

 Imposing Gaussian mutation on each guide 

Presenting the best solution found so far as the final 
result of the optimization 

No  

Yes     

    Starting 

Finish 

No  ݅ ∈ [ʹ, … , ݊] 

Fig.2. Steps of GMO algorithm  
 

Calculating the weighted average of a focused agent's opposite 
best agents considering the DFIs as the weights to achieve the 

agent's unique guide 
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personal best-so-far solutions are identified as elite solutions. 
Determining the number of Nbest involves a method where it 
linearly decreases across iterations, starting with a value 
equal to the total population size at the initial iteration and 
reducing to 2 by the final iteration. Consequently, on (20) is 
adapted as follows: 
                        ܻ௧ =  ∑ ௧�ܨܦ  × ܺ௦௧∈ ே��ೞ ≠∑ ௧�ܨܦ + �∈ ே��ೞ                   ሺʹͳሻ 

 
      GMO, the Gaussian mutation strategy is integrated to 
increase the diversity among guide agents. This mutation 
strategy, when applied to the guide agents within this 
framework, is expressed through the following equation: 
               ܻ,௨௧௧ =  ܻ ௧ + � × ݎ × ሺܵ݀ݐ�௧ −  ௧ሻ          ሺʹʹሻ݀ݐܵ
 
Where, ܻ,௨௧௧ denotes the mutated version of ܻ ௧ w represents 
a parameter designed to reduce the magnitude of mutation 
over the course of iterations, ݎ is a random vector, ܵ݀ݐ௧is the 
vector indicating the standard deviation as calculated across 
the best-so-far solutions, and ܵ݀ݐ�௧ refers to a vector that 
contains the maximum standard deviation values, each 
aligned with the dimensions of the personal best-so-far 
solutions. 
 
The updating equations for each solution can be formulated 
as follows: 
                                   ܺ௧+ଵ =  ܺ௧ + �௧+ଵ                               ሺʹ͵ሻ  
Subject to 
                   ܺ = ሺ �ଵ , �ଶ, ………., �ሻ,                                              � = ሺ ݒଵ , ݒଶ,………...,  ሻ,                       (24)ݒ
              �௧+ଵ =  � × �௧ +  � × (  ܻ,௨௧௧ − ܺ௧)                 ሺʹͷሻ 
                                         � = ͳ − �ݐݐ                                    ሺʹሻ 

                       � = ͳ + ሺʹ × ଵݎ  − ͳሻ × �                            ሺʹሻ 
 
Where, ݐ�  denotes the maximum iteration ; �௧ and  �௧+ଵ 
represent the speed vector of the solution i at iterations t and 
(t + 1), respectively; φ is a vector of adjustment parameters; 
and ݎଵ is a random number generated with the interval [0, 1]. 
Finally, the optimal solution will be entered. The overall 
GMO process is shown in Fig.2.           
 

IV. TESTS AND RESULTS 

GMO was implemented via MATLAB programming 
language to solve the shunt capacitor bank (CB) and 
distributed generation (DG) allocation problem to determine 
the optimal size and placement. The robustness of the above 
optimisation tools is verified using the IEEE-33 node test 
system distribution in radial presented in Fig.3. 

 

 

 

 

 

 

 

 

 

 

 

In this study, the following values are applied: 

• � = Ͳ.ͻͷ ሺ. ,ሻݑ �� = ͳ.Ͳͷ ሺ.   ,ሻݑ
• �௦௨ = ͳʹ. ሺܭ�ሻ,  
• Size of DG: 10 < Size DG <500 (KW), 

 
• Size of CB:   10 < Size CB <100 (KVAR), 

 
•  Max number of iterations is chosen to T=1000, 

 
• The population size is set to be equal to 50. 

 
 
 
 

Method  
Node 

PDG 

KW 
QCB 

KVAR 
PLoss 
kW 

Vmagnitude 

(p.u) 
 
Uncompensated 

 
- 

 
- 

 
- 

 
210.99 

 

 
0.9038 

 

GMO [15] 14 
30 
24 

500 
500 
500 

100 
100 
100 

 
70.0652 

 
0.9603 

PSO [16] 13 
30 
24 

473.2261 
499.9660 
491.5410 

83.6651 
95.6226 
97.4151 

 
72.8164 

 
0.9595 

                                        

A. Discussion of obtained results 

 A comparative analysis of the Geometric Mean Optimizer 
(GMO) and Particle Swarm Optimization (PSO) algorithms 
was performed to optimize the concurrent allocation of 
Distributed Generations (DGs) and Capacitor Banks (CBs) 
with the aim of minimizing power losses. With a population 
size of 50 and a maximum of 1000 iterations, the results 
demonstrate that (GMO) consistently surpassed (PSO) in 
attaining a superior solution. Specifically, (GMO) recorded 
total power losses of 70.0652 (kW) and a minimum voltage 
magnitude of 0.9603 (p.u) of (base values). whereas (PSO) 
incurred greater losses of 72.8164 (kW) and a somewhat lower 
minimum voltage of 0.9595 (p.u) of (base values). 
Furthermore, the convergence curve of (GMO) exhibited 
markedly enhanced efficiency and expedited advancement 
towards an ideal solution relative to (PSO). These findings 
highlight the strength and effectiveness of the (GMO) 
algorithm in tackling intricate optimization challenges in 
power distribution networks." 

These important results were achieved in the first 
iterations, as shown in Fig.5. In Fig.4, we can see that the 
improvement in the voltage profile is accompanied by an 
improvement in the highlighted voltage profile 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

19 20 21 22 

23 24 25 

26 27 28 29 30 31 32 33 

  

Fig. 3. the IEEE-33 node test in distribution system radial  

TABLE I.  COMPARISON TABLE FOR OPTIMAL ALLOCATIONS OF CAPACITOR 
BANKS AND DISTRIBUTED GENERATIONS IN 33-NODE SYSTEM      

 

104 FT/Boumerdes/NCASEE-24-Conference



 

 

 
 

V. CONCLUSION 

          This work proposes to optimise the Geometric Mean  
(GMO), using a recently developed efficient meta-heuristic 
optimisation technique, to solve the allocation of CBs and 
generators from the selected node in a radial distribution 
system based on  objective of minimizing the total power loss 
and voltage deviation. Different test systems from 33 IEEE 
nodes are used to verify the efficiency and superiority of the  
 

 

 
 
 
 
 
GMO technique, as well as the accuracy and relevance in 
solving these problems.          
         We compare the obtained results with the PSO 
approach to verify the effectiveness of the GMO algorithm, 
and the results show that this technique is easily implemented 
and gives good solutions ( power loss, tension profile, 
operating cost and convergence capability), however, the 
GMO  provides the best ones compared to PSO algorithm.      

Fig.4.  Voltage Profile in IEEE-33 node test 

Fig.5. Convergence characteristics of the optimization algorithms for IEEE-33 node test system 
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        For future work, we intend to apply these techniques for  
problem of optimal network reconfiguration simultaneously  
with the allocation of capacitor banks (CBs) and distributed 
generations (DGs) in a radial distribution system, or the issue 
of allocating CBs and DGs in different load demands can be 
studied. All these processes can be confirmed in real time 
runs. 
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Abstract—Presently, the realm of research is witnessing a
burgeoning interest in the utilization of Deep Learning (DL),
a branch of machine learning (ML) and artificial intelligence
(AI), within the domain of the Industrial Internet of Things.
The prediction of failures of industrial equipment before their
occurrence, referred to as Predictive Maintenance (PdM), is
also a very trendy topic, primarily driven by its potential for
cost-savings and numerous advantages over other maintenance
types. DL techniques have the potential to provide significant
benefices in the context of PdM applications, mainly with highly
complex, non-linear, and unlabeled data in real-world scenarios.
However, there are a variety of DL algorithms available, and
each each possessing distinct characteristics and can be used
in different cases. Therefore, choosing the best DL algorithm
to resolve PdM issues is not not trivial. This paper aims to
improve the performance of PdM by selecting the most suitable
DL algorithms. By conducting a comparative study, three deep
learning algorithms were chosen, using the criteria commonly
utilized in research articles.

Index Terms—Industry 4.0, Deep Learning, Neural Networks,
Predictive Maintenance, Algorithm Selection

I. INTRODUCTION

The industry has increasingly focused on artificial intelli-

gence and machine learning methods, because of their ability

to design automatic models that handle the massive amount of

data currently collected, which is growing exponentially. The

research trend of machine learning has switched towards more

intricate models, notably deep learning, due to their enhanced

accuracy in handling extensive data sets. The advancement of

computing power, particularly with the evolution of GPUs, has

played a significant role in the development of these methods.

As a result, these models have made remarkable progress in

various domains such as intrusion detection systems, computer

vision, and language processing, consistently achieving state-

of-the-art results. [1].

Today, maintenance is a strategic factor to ensure high

productivity of industrial systems; however, due to economic

Identify applicable funding agency here. If none, delete this.

pressures, companies are compelled to reduce maintenance’s

costs, leading to severe implications for long-term reliability.

Consequently, it has become crucial for companies to devise

suitable maintenance strategies that guarantee efficient opera-

tion of production plants in terms of both quality and avail-

ability. As a result, the definition and practices of maintenance

have undergone significant transformations over time, largely

due to substantial contributions from research endeavors [2].

Currently, there is a transition towards the fourth revolution

known as Industry 4.0, which is characterized by the integra-

tion of cyber-physical systems and the industrial Internet of

Things. It involves the utilization of software, sensors, and

intelligent control units to enhance industrial processes and

meet their requirements. These advanced techniques facilitate

automated predictive maintenance functions by analyzing vast

volumes of process and associated data through condition

monitoring (CM) [3]. Predictive maintenance (PdM) initially

conceived in the late 1940s [4], and has become a promising

approach, providing solutions for the remaining life of equip-

ment through the prediction of data collected by various sen-

sors on equipment [5]. It has reached critical significance for

industries due to the growing intricacy of interactions among

various production activities within expansive manufacturing

ecosystems. Over time, DL methods have been proposed

for PdM. These methods, such as AutoEncoders, Recurrent

Neural Networks, Convolutional Neural Networks, and Long

Short-Term Memory, aim to predict equipment failures by

automatically learning from historical data and estimating the

probability of future failures [6]. In this context, numerous DL

algorithms are available. Therefore, the research question that

guides this study is: What are the best deep learning algorithms

to resolve predictive maintenance issues?

With this aim, the article is structured into five sections,

starting with an introduction in Section ??, Section II provides

a detailed description of predictive maintenance, including its

approaches and the various monitoring techniques employed

107 FT/Boumerdes/NCASEE-24-Conference



in PdM. Following that, Section III represents the principle

of deep learning, at the end of this section, we cited deep

learning algorithms with brief definitions and illustrations.

Then Section IV focuses on the application of DL in PdM,

exploring different research experiences in this field. In Sec-

tion V, a comparison of DL algorithms is conducted using

commonly utilized criteria found in research articles, aiming

to identify the most effective algorithms for solving PdM

problems. Finally, Section VI concludes the research work.

II. PREDICTIVE MAINTENANCE

Industrial Maintenance was defined by the French Associa-

tion for Standardization (AFNOR) in 1994 (standard NFX60-

010) as “All actions allowing to maintain or restore a property

in a state specified or capable of providing a specified service”,

this definition was replaced in 2001 (NF EN 13306 X 60-

319) with “the combination of all technical, administrative and

managerial actions during the life cycle of an item intended to

retain it in, or restore it to, a state in which it can perform the

required function” [11]. The activities induced today are of

two types: corrective or preventive. Corrective maintenance

is scheduled following a failure. However, these activities

do not incorporate a preventive aspect. Based on the adage

”prevention is better than cure”, preventive maintenance is

based on predetermined plan implemented proactively [12].

Predictive maintenance is the most recent kind of main-

tenance that has gotten the attention of researchers and in-

dustries. It is defined according to standard NF EN 13306 X

60- 319: start-ups and specialized companies as “conditional

maintenance carried out by following extrapolated forecasts

from the analysis and evaluation of significant degradation

parameters”, it means that one can anticipate and detect the

failure before it occurs, thanks to the continuous monitoring

[14].

III. DEEP LEARNING

Deep learning, a branch of machine learning, employs

artificial neural networks to learn from data. These neural

networks are specifically crafted to emulate the behavior of

human brain biological neurons. They operate by processing

data through multiple layers and employ machine learning

algorithms to iteratively fine-tune the weights and biases of

each layer, ultimately attaining precise predictions or outputs

[24].

A. Definitions

1) Biological neurons: Biological neurons are specialized

cells present in the nervous system of living organisms, in-

cluding humans. Their primary role is to transmit information

between cells by utilizing electrical and chemical signals [41].

A biological neuron is composed of a cell body, dendrites,

an axon, and synapses. The cell body contains the nucleus

and organelles necessary for cell function. Dendrites are short,

branch-like extensions that receive input from other neurons or

sensory cells. The axon, on the other hand, is a long, slender

extension that carries signals away from the cell body to other

neurons or to target cells, such as muscles or glands. Lastly,

synapses are the junctions between the axon of one neuron

and the dendrites or cell body of another neuron [41].

When a biological neuron is activated by an input signal,

such as a neuron transmitter released by a nearby neuron, it

produces an electrical impulse that propagates along its axon.

This impulse can then activate other neurons or target cells at

synapses [41].

2) Artificial Neural Networks ANNs: ANNs are a math-

ematical representation that draws inspiration from the ar-

rangement and operation of neurons in the human brain.

They are composed of interconnected nodes (neurons) that are

organized in layers, with inputs and outputs [26]. In ANNs,

neurons receive input signals from other neurons and use

a non-linear mathematical function to compute their output.

This output is then transmit to other neurons in the network

through weighted connections. During training , the weights

of these connections are adjusted to reduce the error between

the network’s predicted output and the actual output [25].

B. Deep Learning techniques

Various architectures have been devised for deep learning,

each with its unique strengths and weaknesses, tailored to

specific tasks. The following are the prevalent deep learning

architectures:

1) Feedforward Neural Networks (FNNs): The first, most

common, and simplest architecture is characterized by a series

of stacked neurons arranged in layers. Each layer’s neurons

are connected to all the neurons in the subsequent layer,

transmitting their output as input. However, there are no

connections between neurons in previous layers or within the

same layer. The architecture consists of an input layer, hidden

layers, and an output layer as shown in figure (1)). To train

the neural network, it is supplied with pairs of input features

and target features, which are used to establish the relationship

between them. The network achieves this by minimizing the

error it produces and mapping the input data to the desired

output [1].

Fig. 1. Feedforward Neural Networks architecture [42]
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2) Convolutional Neural Networks (CNNs): CNN is a type

of feedforward network that employs convolutional filters to

maintain the connectivity between neurons. It draws inspira-

tion from the visual cortex of animals and finds applications

in various domains such as image and signal recognition,

recommendation systems, and natural language processing

(NLP). As shown in figure (2), CNN is composed of the

convolution layers which are generally linear and are followed

by the application of a function activation, they perform convo-

lution calculations to extract features important. Subsequently,

pooling layers are used to reduce the dimensionality of the

data. Finally, the classification layers (fully connected) are

used to predict the class the output [1].

Fig. 2. Convolutional Neural Networks architecture [38]

3) Recurrent Neural Networks (RNNs): RNNs Are a type

of neural network that can process sequential data, such

as time series or natural language [32]. Contrast to FNNs,

RNNs incorporate a feedback loop that allows them to process

sequential data by taking into account previous inputs, as is

represented in figure (3). As a result, they are well-suited for

tasks speech recognition, and language translation [33]. Never-

theless, RNNs come up against the problem of disappearance

of the gradient to learn to memorize past events.

Fig. 3. Recurrent Neural Networks architecture [38]

4) Long Short-Term Memory (LSTM) Networks: LSTMs

are derivatives of RNN [48]. They can learn and memorize

addictions over a long period. LSTMs thus retain the infor-

mation stored over the long term. They are especially useful

for predicting time series, they remember previous entries. In

addition to this use case, LSTMs are also used to compose

musical notes and recognize voice [47] [1].

Fig. 4. Long Short-Term Memory architecture [40]

5) AutoEncoders (AE): AE is based on the concept of

singular value decomposition to capture the essential nonlinear

features of the input data within a reduced dimensional space.

As illustrated in figure (5), it consists of two parts: an encoder

that maps input data to the encoded, latent space, and the

decoder, which projects latent space data to the reconstructed

space that has the same dimension as input data. The network

is trained to minimize the reconstruction error, quantified as

the discrepancy between the input and output [1] [34].

Fig. 5. Autoencoders architecture [38]

6) Generative Adversarial Networks (GANs): The GAN is

a model as shown in the figure (6), which includes two neural

networks: the generator is responsible for producing synthetic

data by taking random noise as input, while the discriminator

is responsible for distinguishing between real and synthetic
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data by examining the two types [36]. In particular, these

networks are trained simultaneously and they compete in an

adversarial game [37] [35].

Fig. 6. Generative Adversarial Networks architecture [35]

7) Boltzmann machines restraints (RBM): RBMs are a type

of ANNs algorithm characterized by a two-layer structure

(figure(7)) comprising a hidden layer and a visible layer. In

RBMs, only the hidden and visible layers are connected;

however, there is no correlation between the neurons of the

same layer. The visible layer receives input data, while the

hidden layer extracts relevant features. Moreover, in RBMs,

the hidden nodes are self-determining based on certain con-

ditions and do not depend on each other. The weights and

biases of the visible and hidden layers are updated iteratively

to enable the visible layer to approximate the input data [39]

[1] [48].

Fig. 7. Boltzmann machines restraints architecture [39]

8) Deep Belief Networks (DBNs): A DBN can be viewed

as a collection of RBMs, combined in a way that each

RBM’s hidden layer is connected to the visible layer of the

subsequent RBM. In DBNs, there are undirected connections

only between the top two layers, while directed connections

exist towards the lower layers. The initialization of a DBN is

achieved using a layer-by-layer greedy learning approach that

employs unsupervised learning. Subsequently, the network is

fine-tuned based on the desired output [38].

IV. DEEP LEARNING FOR PREDICTIVE MAINTENANCE

As systems require greater levels of reliability, availability,

maintainability, and safety, traditional maintenance strategies

are losing their effectiveness and becoming outdated. Fur-

thermore, the emergence of Industry 4.0 has created more

Fig. 8. Deep Belief Networks architecture [38]

convenient avenues for implementing predictive maintenance

(PdM) on a broader scale [43].

An instance would be the application of intelligent sen-

sors that offer a dependable approach to real-time system

monitoring. By leveraging this data, managers can optimize

maintenance operations and minimize machine downtimes,

ultimately enhancing production flow [43].

A. Deployment of predictive maintenance

The suggested predictive maintenance deployment scheme

takes advantage of a broad spectrum of emergent technologies,

such as IoT, Machine learning (ML), and Deep learning (DL),

and involves a series of sequential actions, namely sensors

installation, data analysis and processing, data visualization,

and decision making, as depicted in the accompanying figure

9.

Fig. 9. Deployment of predictive maintenance [8]

To initiate predictive maintenance, real-time data from

various parameters including temperature, pressure, and

vibration are collected through sensors installed on the

equipment. These data are then checked, stored in databases,

and subjected to data cleaning, transformation, and reduction.

The output of this process is utilized in implementing data
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TABLE I
SUMMARY OF SELECTED ARTICLES IN THE LITERATURE ON DEEP LEARNING WITH PREDICTIVE MAINTENANCE

Title Author(s) Technique Description

Forecasting Appliances Failures: A Machine-
Learning Approach to Predictive Maintenance
[49]

Fernandes et al LSTM develop an LTSM model for predicting severe
faults in boilers of the HVAC system

A recurrent neural network based health in-
dicator for remaining useful life prediction of
bearings [50]

Guo et al LSTM-based
RNN

construct an LSTM-RNN-based health indicator
to predict remaining useful life (RUL) of bear-
ings.

Predicting remaining useful life using time series
embeddings based on recurrent neural networks
[51]

Gugulothu et al RNN create an embedded structure that captures ma-
chine degradation patterns for time to failure
(TTF) estimation.

A bidirectional LSTM prognostics method under
multiple operational conditions [52]

Huang et al LSTM developed a method for machine health prognos-
tics under multiple operational conditions

A data-driven fault detection and diagnosis
scheme for air handling units in building HVAC
systems considering undefined states [53]

Yun et al SAE Conduct a data-driven based model approach for
fault detection and diagnosis of FDD of an AHU

Motor Fault Detection and Feature Extraction
Using RNN-Based Variational Autoencoder [54]

Huang & Chen AE with LSTM A motor experiment platform were designed
to simulate 15 fault scenarios and to collect
the time domain vibration signals at 3 different
locations.

A Deep Learning Approach for Fault Diagnosis
of Induction Motors in Manufacturing [55]

Shao et al DBN A deep learning model based on DBN for in-
duction motor fault diagnosis.

Deep learning-based fault diagnosis of vari-
able refrigerant flow air-conditioning system for
building energy saving [56]

Guo et al DBN establish fault diagnosis model based on the
DBN model

A Deep Learning Model for Predictive Main-
tenance in Cyber-Physical Production Systems
Using LSTM Autoencoders [57]

Bampoula et al AE LSTM Assess the operational condition of production
equipment, using a deep learning method for
anomaly detection that is then mapped to dif-
ferent RUL values.

A semi-supervised approach to fault detection
and diagnosis for building HVAC systems based
on the modified generative adversarial network
[58]

Cheng et al semi-supervised
FDD approach

Use a semi-supervised FDD approach for con-
structing an HVAC system using modified GAN.

A novel deep autoencoder feature learning
method for rotating machinery fault diagnosis
[59]

Shao et al AE Presents a methodology of AE optimization for
rotating machinery fault diagnosis. The model
was applied to fault diagnosis of gearbox and
roller bearings.

analysis with ML/DL algorithms to create a predictive model.

A dashboard is used to monitor and visualize the outcomes

of the preceding stage. Finally, the manager assists the

technicians during maintenance interventions by providing

advice and orders [44] [45] [46].

B. Related research

Recently, the field of Predictive Maintenance (PdM) has

witnessed a surge in the application of deep learning tech-

niques, such as Auto-Encoders (AE), Convolutional Neural

Networks (CNN), and Deep Belief Networks (DBN). These

models have demonstrated remarkable proficiency in feature

learning, fault classification, and fault prediction due to their

multi-layer nonlinear transformations [44]. In the following

table (table I), we present a literature review of some among

various selected research that combines deep learning with

predictive maintenance:

V. COMPARATIVE STUDY BETWEEN DEEP LEARNING

ALGORITHMS

As outlined in figure 10, The key criteria utilized in assess-

ing a DL algorithm, are:

1) Accuracy: represents the ratio of the number of correct

predictions to the total number of samples in a data set

[76] [15].

Accuracy: Low [ ¡ 25%]* / Medium [25%-50%[** /

High [50%-75%[*** / Very High [75%-100%]* ***

2) Learning time: is the time associated with training the

dataset and varies depending on the size of the data and

the algorithm we are using [75] [15].

Learning time: Average*/ Good** / Very good*** /

Excellent****

3) Prediction time: refers to the time it takes for an

algorithm to generate a prediction or estimate from input

data, and it varies depending on the size of the data and

the algorithm used [75] [15].

Prediction time: Average*/ Good** / Very good*** /

Excellent****

.

4) Research works: Consists of the number of articles that

use one of the DL algorithms in the field of PdM.

Number of papers: Very small [¡5]* /Small [5-8]**/

large]8-12]*** /Very large ]12-16]****

5) Parameterization: are the values to be adjusted when

configuring an algorithm [75] [15].

Number of parameters: Large [¿8]* /Medium [4-8]**
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TABLE II
COMPARISON BETWEEN DL ALGORITHMS ACCORDING TO CRITERIA

Criteria/Algorithm CNN RNN LSTM AE GAN FNN RBM DBN

Accuracy **** **** **** *** *** *** *** ****

Learning time *** ** ** *** * ** **** *

Parameterization ** ** ** **** ** ** **** **

Memory size *** *** **** ** ** ** ** **

Prediction time ** **** **** *** *** *** * **

Flexibility **** **** **** ** ** ** **** **

Interpretation facilities ** * * * * * * *

research works *** *** **** *** ** * ** **

Score 23 23 25 21 16 16 21 16
(**** represent the best and * the worst performance))

TABLE III
ALGORITHM SCORES IN DESCENDING ORDER

No Algorithms Score

1 Long Short-Term Memory 25

2 Recurrent Neural Networks 23

3 Convolutional Neural Networks 23

4 Autoencoders 21
5 Boltzmann machines rerestraint 21
6 Generative Adversarial Networks 16
7 Deep Belief Networks 16
8 Feedforward Neural Networks 16

/Small [2-4]*** /Very small [¡2]****

6) Memory size: is the capacity required to hold the

parameters of the model, including the weights and

biases of the various layers, the data and the variables

[75] [15].

Memory Size: Very Large* /Large** /Small*** /Very

Small****

7) Flexibility: refers to the ability of a network to adapt

to database models [75] [15].

Flexibility: Low [¡25%]*/ Medium [25%-50%]** /

High [50%-75%]*** / Very High [75%-100%]* ***

8) Interpretation facilities: refers to the ability to un-

derstand and explain how a model makes decisions or

predictions [77] [15].

Interpretation facilities: Difficult* /medium** /Easy ***

/Very easy ****

The Mind Map in figure 10, summarizes the criteria for

evaluating DL algorithms identified in the state-of-the-art

articles.

Below is a comparative table between the different algo-

rithms

After assessing the performance of the deep learning algo-

rithms, the ratings are added up to determine which algorithms

should be selected:

Based on the previous table, the LSTM algorithm claimed

the first position, followed by the RNN and CNN algorithms.

The study’s findings suggest that among the various algo-

rithms considered for PdM, these three particularly excel and

can be considered the top performers according to the selected

criteria and papers.

VI. CONCLUSIONS

Incorporating automated data-driven predictive maintenance

models can enable industrial companies that currently depend

on corrective and periodic maintenance strategies to achieve

cost optimization.

Predictive maintenance is an important application of ML

and DL algorithms that can help organizations in minimizing

system failures, enhancing predictability, and boosting system

availability. With the rise in industrial data spaces globally,

DL solutions have gained popularity for PdM. However,

selecting the appropriate architecture for each use case can

be challenging due to the numerous factors involved.

The primary aim of this article is to identify an appropriate

DL algorithm for PdM, knowing that this selection requires

careful consideration of the specific problem and the data

at hand. Upon reviewing various DL algorithms, it becomes

apparent that each algorithm possesses its own set of strengths

and weaknesses with respect to precision, training duration,

and comprehensibility.

The study’s findings indicate that LSTM achieved the high-

est score for the set of criteria analyzed, followed by RNN

and CNN. These three DL algorithms are regarded as the most

effective for PdM. However, it should be emphasized that the

performance of these algorithms is heavily influenced by the

quality and quantity of training data. As a result, it is critical

to establish a strong data collection and pre-processing plan

to achieve the best results.

Future work will be dedicated to setting up an experimental

study on the algorithms. This study will involve utilizing

either real or simulated data-sets related to PdM. By focusing

on the findings in terms of precision, recall, accuracy, or

other appropriate performance measures, the most appropriate

algorithm for PdM tasks will be selected.
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Abstract— In recent years, the convergence of the Internet 

of Things (IoT) has driven innovations in pressure sensor 

development, enhancing accuracy, responsiveness, and 

efficiency in data handling. IoT connects sensors in real-time, 

enabling them to transmit vast amounts of pressure data to 

centralized systems for analysis and decision-making. The 

development of IoT, the everincreasing number of internet 

users, and the advancement of data rates and services have 

produced enormous amounts of data that can be utilized to 

enhance service delivery. IoT provides opportunities for both 

gathering and applying this data. This paper explores 

relationship between IoT and sensors, emphasizing their roles in 

optimizing various sectors such as Autonomous Vehicles, 

Industrial Automation, Smart Homes, Healthcare and Medical, 

Smart City and Agriculture. By integrating advanced 

technologies, including Machine Learning (ML) algorithms, we 

also examine the relationship between pressure sensors and IoT 

in leak detection within Water Distribution Networks (WDNs). 

Keywords— Internet of Things (IoT), Machine Learning 

(ML), Pressure Sensors, WDNs. 

I. INTRODUCTION  

Internet of Things (IoT) is defined as a collection of 
devices that are equipped with special sensors and microchips; 
thereby, the devices are capable of collecting and sharing data 
with each other by employing the extensive communication 
network that they form. That situation creates further 
optimization opportunities for the application and increases 
the number of automated operations in the application. These 
consequences reduce costs and increase efficiency. To achieve 
these capabilities, IoT utilizes several technologies, such as 
advanced sensors and actuators, Bluetooth, cellular data, wifi, 
RFID, NFC, Ethernet, 5G, and cloud computing. IoT, which 
has been described as a promising innovation [1], has been 
evolving rapidly over the recent years. IoT technology makes 
use of many different smart objects that can communicate with 
and act on each other through a network infrastructure. The 
refore IoT can be described as a super complex, large scale 
ecosystem of heterogeneous elements, which serves as a 
bridge between the physical and cyber world [2]. Indeed, big 
data analysis tools and algorithms, which include artificial 
intelligence and ML, are also employed to properly handle the 
collected data. Besides, due to the interconnectedness that IoT 
causes, individuals are more vulnerable to cyber-attacks 
because that connectedness opens additional paths that 
unauthorized individuals can exploit; thus, advanced methods 

and protocols are utilized, namely data encryption, secure 
communication protocols, and robust authentication methods, 
to maintain the privacy and security of the users. In the future, 
IoT has the potential to become a cornerstone of the 
community if the challenges that it brings with itself are 
eliminated. Indeed, its impact will be felt strongly by 
agriculture, manufacturing, healthcare, and smart homes. Due 
to the fast growth and the important benefits associated with 
IoT, it has been implemented to many different areas of 
industries and technologies [3]. This paper is organized as 
follows: Section 2, Research Background, provides an 
overview of IoT’s role in creating data-driven networks, and 
the use of ML algorithms to enhance IoT applications through 
predictive accuracy and automation. In section 5, this section 
explores how IoT technology is implemented to improve 
processes, enhance productivity, application of IoT in fields 
such as healthcare, agriculture, manufacturing, and smart 
cities. In section 6, this section highlights the role of advanced 
sensors, connectivity options (such as WiFi, Bluetooth, and 
5G), cloud computing, edge computing, and data analytics. In 
section 7 we explore the critical role of pressure sensors within 
the IoT framework. This section examines how pressure 
sensors collect real-time data, enabling continuous monitoring 
and analysis across various applications, such as WDNs. 

II. RESEARCH BACKGROUND     

This enables large scale, long distance automation which 
makes people’s life easier. Sensor data gathering and tag 
identification are two examples of how the IoT has made 
people's lives easier. The organic integration of agents, 
intelligent control, and the communication link between the 
two has altered people's present production and lifestyle. The 
physical environment can then be transformed into a 
completely controlled intelligent system [4]. Many 
applications can be considered with this technology such as 
smart parking, smart lighting, smart road and congestion 
control, waste management, etc [5]. In summary IoT is part of 
life from small scale technologies such as homes to large scale 
industries like health, city management, food production etc. 
and this involvement is producing enormous amounts of data 
that requires storage and processing so that they can be used 
to further develop mentioned automatic systems. 

A. Internet of Things (IoT) 

The The architecture of IoT systems is typically divided 
into six layers: Coding, Perception, Network, Middleware, 
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Business and Application layers, Fig 1 displays the typical 
structure of a system that utilizes IoT. 

 The Coding Layer involves the development and 
implementation of software applications through 
programming languages, frameworks, and 
development tools, enabling interaction with hardware 
and other software components. 

 The Perception Layer involves collecting data from 
the physical environment through sensors, RFID 
devices, and gateways. 

 The Network Layer facilitates communication 
between devices using wired and wireless networks 
connected through the internet. 

 The Middleware Layer serves as an intermediary that 
facilitates communication and data management 
between applications and databases, providing 
essential services such as messaging, authentication, 
and API management to ensure seamless integration 
and interaction among different systems. 

 The Application Layer processes, analyzes, and 
applies the collected data in cloud computing, web 
services, and analytical services. 

 The Business Layer focuses on the processing and 
management of business logic, rules, and operations, 
utilizing the data and services from the underlying 
layers to create value through business processes, 
customer interactions, and decision-making analytics 
in various domains. 

III. IMPORTANCE OF IOT TODAY’S SOCIETY 

IoT enhances efficiency and innovation across agriculture, 
manufacturing, and healthcare. It automates irrigation, 
improves livestock management, enables autonomous 
machinery, optimizes supply chains, and transforms patient 
care with real-time monitoring and automation. IoT drives 
sustainability, productivity, and smarter decision-making in 
these fields, as shown in Fig 2. 

IV. APPLICATION OF IOT 

In this section, a review of numerous IoT big data analytics 
solutions for different domains are given. The selected 
domains are Autonomous Vehicles, Industrial Automation, 
Smart Homes, Healthcare and Medical, Smart City, and 
Agriculture. 

A. Autonomous Vehicles 

The IoT is transforming the automotive industry by 
advancing autonomous vehicles, enhancing safety, efficiency, 
and passenger experiences. As technology evolves, IoT 
applications in transportation are set to expand, enabling a 
more connected and automated future. 

B. Industrial Automation 

IoT in industrial automation enhances efficiency, safety, 
and cost-effectiveness by enabling smart, connected systems. 
It drives Industry 4.0 with data-driven decision-making, 

automation, and real-time control in modern manufacturing 
processes. 

C. Smart Homes 

IoT-enabled smart home systems enhance convenience, 
energy efficiency, safety, and comfort by automating 
functions and connecting devices. They transform homes into 
intelligent spaces, allowing remote control and shaping the 
future of residential living [6, 7]. 

D. Healthcare and Medical 

The application of IoT in healthcare is transforming the 
industry by enabling real-time monitoring, remote care, and 
efficient data management. Overall, IoT in healthcare 
improves patient care, enhances operational efficiency, and 
enables proactive health management [8]. 

E. Smart City 

The IoT has become a transformative force in the 
development of smart cities, enabling various applications that 
enhance urban living, improve efficiency, and promote 
sustainability. By integrating these IoT applications, smart 
cities can improve quality of life, enhance sustainability, and 
create more efficient urban environments. 

F. Agriculture 

The IoT is revolutionizing agriculture by enhancing 
productivity, efficiency, and sustainability. By leveraging 
these IoT applications, agriculture can become more 
sustainable, efficient, and capable of meeting the growing 
demands of the global population [9]. 

V. PRESSURE SENSORS AND IOT RELATIONSHIP 

(APPLICATION) 

In this section, a review of the relationship between 
pressure sensors and the IoT will be conducted. Pressure 
sensors are critical components in various IoT applications, as 
they enable real-time monitoring and data collection across 
multiple domains. 

A. Recent Advances and Technologies 

Pressure sensors have significantly advanced in terms of 
sensitivity, miniaturization, and connectivity. Modern 
pressure transducers can be easily integrated into IoT 
networks and provide accurate measurements across a variety 
of conditions. Technological innovations, such as wireless 
pressure sensors, enable the deployment of sensors in 
challenging locations, thereby promoting the development of 
smart environments. 

B. Challenges and Hurdles in Integrating Pressure Sensors 

with IoT 

Despite their potential, the implementation of pressure 
sensors in IoT systems faces several challenges. These include 
issues related to data accuracy, transducer calibration, and 
environmental factors that can affect readings. Additionally, 
security concerns arise from the vast amounts of big data 
transmitted, as unauthorized access can lead to compromised 
systems and data integrity. 
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Fig. 1. Internet of Things IoT Architecture.

 
Fig. 2. The Role of IoT in Contemporary Society 

C. Key Applications of Pressure Sensors in IoT 

The efficient utilization of pressure sensors in IoT 
systems is demonstrated by several examples. Pressure 
sensors, for instance, are used in IoT applications for 
WDNs, playing a key role in leak detection, demand 
management, and pipeline health monitoring. They detect 
pressure fluctuations to identify leaks and prevent water 
loss, while also helping to optimize water distribution by 
tracking consumption patterns. These sensors improve 
pipeline maintenance by detecting pressure anomalies like 
surges or drops caused by blockages. They contribute to 
energy optimization by providing data to operate pumps 
more efficiently, reducing costs. Real-time monitoring 
through IoT ensures timely alerts and enhances decision-
making. Additionally, pressure sensors support hydraulic 
modeling and prevent contamination by detecting 
backflows, ensuring better water quality and system 
sustainability. 

D. The Future of Pressure Sensors in IoT Systems 

The future of pressure sensors in IoT systems for WDNs 
is promising, with advancements in accuracy, sensitivity, 
and real-time data processing. These sensors will enhance 
predictive maintenance, enabling early issue detection and 
reducing downtime. The integration of AI and machine 
learning and IoT will improve data analysis for smarter 
decision-making, precise demand forecasting, and 
automated control systems. In the long run, pressure sensors 
will support the development of smart water grids, 

optimizing water usage, infrastructure management, leading 
to more sustainable and efficient water systems. 

VI. COMPARISON WITH OTHER WORKS 

The Table 1 summarizes other works and their 
performance in the use of IoT and sensor technologies 
across various fields, including medical, agriculture, and 
WDNs. Each study demonstrates how IoT and specific 
sensors enhance detection and monitoring. In the medical 
sector, sensor-equipped devices aid in real-time fall and 
heart attack detection, potentially saving lives through 
continuous monitoring. In agriculture, IoT-based systems 
help optimize crop management, increasing yield and 
reducing waste. Our study highlights IoT’s impact in 
WDNs, where pressure sensors aid in early leak detection, 
ultimately conserving water and ensuring faster repairs.
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TABLE I.  APPLICATIONS OF IOT AND SENSOR TECHNOLOGIES IN VARIOUS SECTORS  

Ref Domain Application Sensors Technology Used Focus of the Review 

[10] Medical  Fall Detection  Accelerometer Sensors Computer vision, radar Overview of DL methods CNN 

LSTM Auto-encoder for fall detection 

[11]  Fall Detection  Wearable sensors threshold methods, 

traditional ML methods, 

DL methods, 

A comprehensive review of the 

wearable sensors for fall detection 

systems 

[12]  Heart Attack 

Detection 

 Heartbeat sensor.  

 Temperature sensor. 

 Pulse sensor. 

Microcontroller, LCD 

display, IoT, Wi-Fi 

connectivity 

The system aims to reduce the risk of 

heart attack fatalities through 

continuous health monitoring 

[13] Agriculture  Precision 

Agriculture for 

enhancing crop 

yield 

 Wireless Sensor Networks 

 Ground sensors 

 Crop monitoring sensors 

 Environmental sensors 

Predictive analytics, 

WSN, IoT 

The paper discusses the role of IoT 

and WSN in transforming agriculture 

by enabling precise crop monitoring, 

reducing resource waste, improving 

crop yield 

Our Study WDNs  Leak detection 

in WDNs 

 pressure sensors Data Analytics and ML, 

IoT 

The integration of pressure sensors 

with IoT in WDNs enhances leak 

detection by providing real-time 

monitoring, reducing water loss, and 

enabling quicker response times. 
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Abstract— Detecting leaks in pipeline networks, particularly 

in water distribution systems, is a critical yet challenging task. 

Numerous techniques have been proposed for leak detection; 

however, none have proven entirely suitable for industrial 

applications due to limitations such as low efficiency or high 

costs. This study focuses on employing cepstrum analysis as a 

powerful signal processing technique to detect and locate leaks 

in pipelines based on pressure signal measurements. The 

proposed method involves preprocessing pressure signals to 

remove noise using orthogonal wavelets, followed by the 

application of cepstrum analysis to extract key features 

indicative of leaks. Earlier studies have demonstrated that this 

approach can effectively pinpoint the location of leaks and assess 

their severity in pipeline systems. Experiments were conducted 

on a controlled fluid-filled pipeline network, where pressure 

transducers recorded transient pressure drops triggered by 

simulated leaks. The analysis demonstrated the ability of 

cepstrum-based technique to detect accurately the location of 

leaks across varying pipeline distances.  Pressure transducers 

were used to record pressure signals, with leakage initiated via 

a push-button mechanism acting on a solenoid valve. The 

transient pressure drop was captured during the recordings, 

which were conducted at varying pipeline distances from the 

leakage point. 

This work highlights the potential of cepstrum analysis in 

advancing leak detection methodologies, offering an effective 

tool for maintaining the integrity and efficiency of pipeline 

systems. 

Keywords— Leak Detection, WDNs, Pressure Transducer, 

Cepstrum Analysis . 

I. INTRODUCTION 

Water is a precious and fundamental resource essential for 
sustaining life, supporting ecosystems, and driving economic 
and social development. Clean water is one of the most vital 
resources for humans to survive [1]. Access to clean, potable 
water is vital for public health, food production, and industrial 
processes, making its efficient management a top priority 
worldwide. WDNs serve as a critical infrastructure system for 
delivering potable water to millions of Population, that are 
difficult to manage and monitor due to their size and 
complexity [2] These networks are composed of extensive 
pipe systems, Pipe systems are the most cost-effective, 

efficient, and safest means of supplying potable water to the 
populace [3]. 

WDNs is a significant issue in water resource 
management, Significant amounts of treated water are lost, 
reducing the efficiency of water supply systems , and this loss 
is mainly due to pipe leakage[4]. Water leakage in distribution 
networks can lead to a range of negative consequences, 
including: Economic Impact and Environmental Damage, 
Damage to roads, buildings, and other facilities near the leak 
site, which lead to the invasion of external pollutant 
contamination and bacterial through leak holes [5]. 
Compromising water quality and posing risks to public health. 
Mitigating water leakage is critical for ensuring sustainable 
water management, reducing costs, and maintaining reliable 
water supply systems. An orifice on the wall of the pipe can 
cause several physical changes in the ground, and the pipe 
such as the pressure applied on the latter, the evolution of the 
soil moisture. Each of these phenomena can be used as a key 
symptom for monitoring the water distribution network. 
Therefore, the network operators began investigating ways to 
detect the presence of leaks and that as early as possible to 
intervene at the appropriate time [6] . 

Leak detection in WDNs is the process of confirming the 
presence of leaks in a water distribution system. This can be 
done with specialized monitoring equipment such as modern 
or conventional leak detectors. These devices can detect a 
number of things such as changes in water pressure, vibration, 
sound input or flow, which can help indicate the presence of a 
leak. Network managers always look for harmless, fast and 
cheap leak detection systems. That is, seeking how to discover 
promptly a leak in a pipe is much accounted for when 
evaluating the water supply performance. Nowadays, leak 
detectors use different devices and techniques [7]. To detect 
and locate leaks with reasonable accuracy, various methods 
that rely on the analysis of measured signals are proposed in 
the open literature [8, 9].  

The new work uses cepstrum techniques to analyze a range 
of pipe networks, both without and with leaks.  This indicates 
that as the leak is applied, the analysed signal moves 
accordingly. The analysis reveals that the presence of a leak 
causes a noticeable shift in the signal. Additionally, it 
demonstrates that as the leak size increases, the amplitude of 
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the corresponding peak in the cepstrum also becomes more 
pronounced.  

The objective of this research is to utilize signal processing 
through cepstrum analysis, exploring its application for 
accurate leak detection in WDNs. 

II. METHODOLOGY 

A. Experimental Setup for Pressure Signal Analysis 

Leak detection in WDNs faces several key challenges. 
One of the main issues is the difficulty in identifying leaks 
early, particularly when they are small or hidden within 
underground pipes. Leaks are often subtle and can go 
undetected for long periods, causing significant water loss and 
infrastructure damage. In large and complex WDNs, 
traditional methods such as acoustic monitoring or manual 
inspections may be inefficient due to the extensive labor and 
time involved. Moreover, background noise and 
environmental factors can interfere with sensor readings, 
further complicating detection efforts. The limitations of 
conventional approaches highlight the need for more 
advanced techniques. As presented in Fig. 1. 

 

Fig. 1. The leak in a section of the pipe. 

The proposed leak detection system uses pressure 
transducers to capture pressure signals. The setup consists of 
two transducers placed 14 meters from the pump, with one 
fixed 1.5 meters from the leak and the other movable along 
the pipe at 1.5-meter intervals, up to 78 meters. Leak detection 
is triggered by a push-button, and recordings are made for 20 
seconds to capture the transient pressure drop. The pressure 
wave caused by the leak propagates in both directions and 
reaches the transducers at different times, allowing for leak 
detection based on the pressure signal changes. 

B. Cepstrum Analysis Process 

The cepstrum is a signal analysis technique used primarily 
in fields like audio processing, speech analysis, and vibration 
diagnostics. The term comes from reversing the first syllable 
of the word "spectrum." It provides a way to analyze the 
frequency content of a signal by transforming it into the 
"quefrency" domain, where periodicities in the spectrum 
become more apparent [10]. The principle of the procedure is 
shown in Fig 2. 

 

Fig. 2. Flowchart of Cepstrum Analysis for Leak Detection in Pipelines. 

The diagram represents a comprehensive cepstrum 
analysis workflow for leak detection in WDNs using pressure 
signals. It processes the input signal through several stages, 
including filtering, phase extraction, cepstral analysis, and 
editing, to highlight periodic signals that correspond to leaks. 
The final output is a time-domain signal that helps detect and 
locate leaks in the network. 

Fundamentally, the cepstrum is defined as the Fourier 
Transform of the logarithmic representation of a signal's 
Fourier Transform. 

Mathematically: the cepstrum of signal=FT (Log (FT (the 
signal))) 

Algorithmically: Signal→  FFT → Log →  IFFT →
Cepstrum 

where FFT indicates the Fast Fourier Transform 

Cepstrum analysis can be categorized into two types: 
power cepstrum and complex cepstrum. The complex 
cepstrum is particularly notable for its ability to be reversed 
back to the original time-domain signal, making it a valuable 
tool for identifying localized singularities in a pressure time 
history. The complex cepstrum is defined as (1). 

 �(�) = �−1(݈�� ∣ �(�) ∣ )  (1) 

C(τ) represents the cepstrum, where τ (quefrency) 
corresponds to time delays. 

where X(f) is the complex spectrum of x(t). It can be 
represented in terms of the amplitude and phase at each 
frequency by (2). 

 �(�) = �{�(�)}  (2) 

Take the logarithm of the magnitude of the frequency 
spectrum gives by (3) 

 ݈�� ∣ �(�) ∣  (3) 

The logarithmic operation enhances periodic components 
in the spectrum caused by reflections or leak-induced signals. 

III. RESULT AND DISCUSSION 

A. System 

The system comprises pressure transducer signal readings 
from a laboratory-designed pipeline prototype intended to 
simulate leaks, thereby verifying the efficiency of the 
proposed method. Detection utilizing pressure transducers has 
emerged as a technique recently adopted for its superior 
performance relative to traditional methods. The document is 
divided into two parts: 

Part 1: hydraulic circuit prototype 

The hydraulic prototype circuit consists of a closed HDPE 
pipe with a diameter of ∅=40 mm, a length of 100 m, and a 
thickness of 2.4 mm. The latter is manufactured in 2022 by 
PLAST TUBE in SETIF as well as several elements such as 
the tank with 150 l, pump with (P=0.8Kw, flow rate = 100 
l/min, and RPM = 2850), two very sensitive pressure 
transducers, model 811FMA with pressure range 0-100 PSIG, 
with accuracy of ±0.25% �� (Full Scale), and other 
accessories. 
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Part 2: Acquisition system 

This part is an acquisition system comprising a 
conditioning card used to be able to exploit the 4-20 mA 
analog signals coming from the two transducers. Real-time 
control of the continuous system is achieved using a PC 
connected to a professional acquisition card, dSPACE 
DS1104. We take the sampling frequency equal to 1KHz. The 
signals from the pressure transmitters, which are in the range 
of 4-20mA, are relatively low and can be accurately modeled 
using the (4). The model of the transducer current function 
image of pressure is given by the following function taken 
from his datasheet: 

 �(݉�) = 0,16 ∗ � + 4݉�  (4) 

The leak is simulated by a hole drilled in the pipeline 
connected to a solenoid valve (8 Watts, 0.7 Bar, 220V). The 
pressure image in the pipeline is measured by these pressure 
transmitters, which provide a current proportional to the 
pressure at a given point. This current is converted into a 
voltage by a conditioning card. The loop requires a 24 V 
power supply provided by a stabilized power supply. The two 
pressure signals are displayed on a PC using a professional 
dSPACE acquisition card. The displayed signals can be 
recorded to an Excel file with a CSV extension, and processed 
with programs developed in MATLAB. As outlined in Fig 3. 

 

Fig. 3. Synoptic of the Acquisition System. 

 

Fig. 4. Signals without leak. a) Original signal b) Log magnitude signal. c) 

Cepstrum signal. 

 

Fig. 5. With leak for distance 1.5 m. a) Original signal b) Log magnitude 

signal. c) Cepstrum signal. 

 

Fig. 6. Signal with leak for distance 76 m. a) Original signal b) Log 

magnitude signal. c) Cepstrum signal. 

With the classical method such as FFT (Fast Fourier 
transform) we could not clearly distinguish the occurrence of 
any leak event during its creation Fig 7. 
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Fig. 7. FFT signal with leak for distance 76 m. 

The application of the decimal logarithm on the amplitude 
also did not give information with which we can’t judge the 
presence of the leak Fig 8 (log magnitude). 

 

Fig. 8. Signal log magnitude with leak for distance 76 m. 

On the other hand, with the cepster technique 
characterized by its expansion of the temporal axis, we note 
that in the vicinity of 9s a separation of a temporal space is 
created when the leak is stimulated Fig 5 and Fig 6 (c). 

 

Fig. 9. The Cepstrum signal with leak for distance 1.5 m. 

We observed this separation at different positions of the 
pressure transmitter. In this work, we only took two different 
positions of the transmitter at 1.5m and 76m. We also note that 
the modulus of the event is not necessarily high.  

On the other hand, all along the axis we only have noises 
that are not useful. 

IV. CONCLUSION 

This study demonstrated the effectiveness of cepstrum 
analysis in detecting leaks within pipeline networks. By 
processing pressure signals and identifying distinctive 
features through the cepstrum domain, the method has proven 
to accurately locate leaks and assess their severity. This 
approach enhances the precision and reliability of leak 
detection compared to traditional techniques. 
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Abstract— In this work, we evaluate the Electrical Identification 

(IAE) system, based on the KNN classifier with the voting rule 

method and feature extraction approach based on Discrete 

Wavelet Energy (DWE). We also incorporate two other 

descriptors inspired from DWE: Log Wavelet Energy (LWE) 

and Wavelet Cepstral Coefficients (WCC). The evaluation is 

conducted using the COOLL database distributed in two modes: 

appliance brand-dependent mode and brand-independent mode. 

In the brand-dependent mode, for each appliance signal class, 

each brand will have examples in testing and training data. 

Conversely, in the brand-independent mode, the brand in testing 

data does not have any example in training data. This paper 

aims principally to evaluate the influence of the appliance brand 

on EAI system performance. To do this, we propose a 

comparative study between the EAI system performance in 

brand-dependent mode and those of brand- independent mode 

with different descriptors. In addition, in order to improve 

probably the system performance in appliance brand-

independent mode, we have tested other classifiers such as 

Gaussian Mixture Model (GMM), Linear Discriminant Analysis 

(LDA) and Artificial Neural Network (ANN). 

The results show that our EAI system performs well in brand-

dependent mode and poorly in brand-independent mode, 

indicating that the appliance brand significantly influences the 

system performance. This highlights a robustness 

issue regarding appliance brands in the EAI system. 

KEYWORDS—Non-Intrusive Load Monitoring (NILM), 

Electrical Appliances Identification, Discrete Wavelets Analysis, 

Wavelet Cepstral Coefficient (WCC),  k-nearest neighbors 

(KNN), voting rules method, Appliance brand-independent 

mode. 

 

I.   INTRODUCTION 

The electrical appliances identification (EAI) problem has been 

extensively discussed by several research aimed at developing 

novel frameworks using machine learning methods in the field of 

Non-Intrusive Load Monitoring (NILM) also called energy 

disaggregation. The goal of NILM is to decompose aggregated 

energy consumption into its individual components non-

intrusively, using a single energy meter.  

Previous studies [1], [2], [3], [4], [5], [6], [7] proposed EAI 

systems using The Plug Load Appliance Identification Dataset 

(PLAID) [8] to evaluate their performances. In [1], the authors, 

propose an EAI system based on STFS feature extraction method 

combined with the HMM models evaluated on PLAID data set. 

This last work was followed by the work of  [2], in which, the 

authors proposed an EAI system using wavelet cepstral 

coefficients as features. In  [3] , the authors propose an EAI 

system based on KNN classifier combined with voting rule 

method using statistical harmonics as features. This work flowed 

by  [5], [6] and  [7], all these works used a EAI system based on 

KNN classifier combined with voting rule method and the use of 

PLAID dataset for the objective to improve the classification ratio 

CR. The obtained results give a maximal CR of 98.52 % with  [6].     

 In this work, we propose to use the COOLL database [9] to 

evaluate the performance of these prior studies. In addition, we 

propose also to evaluate these systems in appliance brand-

independent mode. The Controlled On/Off Loads Library 

(COOLL) is a Public Dataset of high-sampled electrical current 

and voltage measurements representing individual appliances 

consumption for Appliance Identification. The appliances are 

mainly controllable appliances. 42 appliances brands of 12 types 

were measured at a 100 kHz sampling frequency. 
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The EAI systems have employed this latest COOLL dataset, 

which is divided into two parts: one for training and the other for 

testing. These parts can be organized in either an appliance brand-

dependent or appliance brand-independent mode. In the appliance 

brand-dependent mode, the testing part contains appliance classes 

and brands that are also represented in the training part. 

Conversely, in the appliance brand-independent mode, the testing 

part includes brands that are not present in the training part. Our 

second contribution is therefore to evaluate the identification 

system based on the KNN classifier and the use of the voting rule 

under the COOLL database organized in appliance brand-

independent mode. 

 

II.  RELATEDWORKS 

  In [3], the authors proposed a novel flowchart of an EAI system 

based on KNN classifier combined with a voting rule strategy 

using statistical harmonic features derived from harmonic 

analysis. Each signal must be converted into a sequence of 

statistical harmonic features based on a fixed-duration time 

segment. The obtained results indicate that using the mean and 

standard deviation with 500 statistical features (250 for each) 

achieves a CR classification rate of 92.63%. Implementing the 

voting rule strategy further enhances this result to 94.97%.A 

flowchart of the system proposed in [3] is given in Figure 1.  

 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 

 

 

This work is followed by the work of [4], when the authors 

propose to reduce the dimensionality by using a compact features 

representation based on the computing of energy at each 

decomposition level of discrete wavelet analysis (DWE: Discrete 

Wavelet Energy). The statistical features are computed over time 

using the coefficients of the DWE descriptor or coefficients of 

other descriptors such LWE(Log Wavelet Energy) and 

WCC(Wavelet Cepstral Coefficients) extracted from DWE 

coefficients. Figure 2 presents a flowchart of the features 

extraction method based on Wavelet Cepstral Coefficients for EAI 

proposed in [4]. 

  

 

 

 

 

 
 

 
Figure 2: Process of DWE / LWE / WCC features extraction with 

hamming windowing [4] 
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Figure 1 : IAE system proposed in [3] 
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III.  THE EAI IN APPLIANCE BRAND-INDEPENDENT 

MODE 

It should be noted that the operation of such EAI system requires 

a database. The latter is divided into two subsets, one for learning 

and the other for testing, so that each appliance brand will have 

examples in both bases (appliance brand-dependent mode ). In 

this work, we are interested in the appliance brand- independent 

mode, ie each appliance brand will have examples in a single 

database (either for testing or training). 

III-1 PRESENTATION OF COOLL DATABASE 

This section provides a brief overview of the Controlled On/Off 

Loads Library dataset (COOLL) , which consists of high-

frequency electrical current and voltage measurements for 

individual appliances. Collected at the PRISME laboratory at the 

University of Orléans, France, the dataset includes 42 controllable 

appliances across 12 types, sampled at 100 kHz. The COOLL 

dataset offers twenty turn-on transient signals for each appliance, 

each recorded at a distinct turn-on moment with a controlled delay 

relative to the mains voltage zero-crossing. This allows for 

tracking the variation in the turn-on waveform as the appliance 

connects to the power grid. Figure 3 summarizes the appliances 

found in the dataset with the different appliance types and the 

number for each type. 

 

Figure 3: Distribution of appliances types and his number 

in COOLL dataset. 

The COOLL database includes turn-on current and voltage 

measurements for 42 appliances, with 840 samples each at a 

frequency of 100 kHz. For each appliance, 20 controlled 

measurements are taken, corresponding to action delays from 0 to 

19 ms in 1 ms increments. This range covers the entire 20 ms 

duration of the 50 Hz mains voltage cycle, indicating the delay of 

the turn-on action relative to the start of a specific mains voltage 

cycle. The Table 1 presents the COOLL dataset summary. 

Table 1: COOLL dataset summary 

NBR Appliance type Number  of 
appliances 

Numberof current 
signals 

(20 per appliance) 
1 Drill 6 120 
2 Fan 2 40 
3 Grinder 2 40 
4 Hair dryer 4 80 
5 Hedge trimmer 3 60 
6 Lamp 4 80 
7 Paint stripper 1 20 
8 Planner 1 20 
9 Router 1 20 
10 Sander 3 60 
11 Saw 8 160 
12 Vaccum cleaner 7 140 

Overall 42 840 

III-2 COOLL DATASET SUBDIVISION IN APPLIANCE 

BRAND INDEPENDENT MODE 

The Table 2 present the subdivision of COOLL dataset for testing 

and training in appliance brand independent mode  

Table2: COOLL database distribution in appliance brand 

independent mode (50% for tasting and 50% for training) 

N° Appliance type Number  of 
appliances 

Training 
subset 

Testing 
subset 

  Nbr ins Nbr ins Nbr ins 
1 Drill 6 120 3 60 3 60 
2 Fan 2 40 1 20 1 20 
3 Grinder 2 40 1 20 1 20 
4 Hair dryer 4 80 2 40 2 40 
5 Hedge trimmer 3 60 1 20 2 40 
6 Lamp 4 80 2 40 2 40 
7 Paint stripper 1 20 1 20 0 00 
8 Planner 1 20 1 20 0 00 
9 Router 1 20 1 20 0 00 

10 Sander 3 60 1 20 2 40 
11 Saw 8 160 4 80 4 80 
12 Vaccum cleaner 7 140 3 60 4 80 

Overall 42 840 24 420 24 420 
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IV- FEATURES EXTRACTION STEP 

The extraction step converts each current signal into a sequence of 

feature vectors using wavelet analysis, which involves several 

sub-steps: pre-processing, windowing, and computing of energy at 

each decomposition level of discrete wavelet analysis (DWE: 

Discrete Wavelet Energy) or coefficients of other descriptors such 

as LWE(Log Wavelet Energy) and WCC(Wavelet Cepstral 

Coefficients) extracted from DWE coefficients. 

IV-1 PRE-PROCESSING  

The signal pre-processing step ensures the signal is suitable for 

classification. We extracted for each appliance the operating state 

intervals by identifying the start and end points from the COOLL 

database text files. Figure 3 shows the curve of scenario C1_1 

which represents the current signal of the Drill1_1 appliance 

before and after the pre-processing step. 

 

Figure 3 : scenarioC1_1 of the Drill_1 appliance before and after 

pre-processing step. 

IV-2 WINDOWING 

This step consists of dividing the signal into a sequence of 20 ms 

(1/50 Hz) analysis windows with a 50% overlap, and converting 

each analysis window into a vector of DWE coefficients based on 

the computing of energy at each decomposition level of discrete 

wavelet analysis. Thus, this step converts each signal into a 

sequence of DWE feature vectors or two others features vectors 

derived from the DWE such as LWE and WCC ( Figure 2). 

 

 

 

IV- 3 DISCRETE WAVELET ANALYSIS 

The discrete wavelet transform is applied to each analysis 

window, calculating the energy at each level of dyadic 

decomposition to obtain DWE, LWE, and WCC coefficients. 

The DWE coefficients defined as: 

� E�d�� = �	
∑ �d�[n]�����������E�a�� = 	 �	
∑ �a�[n]����������� � 						for				j … . . p     (1)                        

N� is the number of wavelet coefficients that are computed at each 

scale jN� = N/2�.  
The LWE coefficients defined as: 

⎩⎪⎪⎨
⎪⎪⎧ LE�d�� = log- 1E/ 0 �d�[n]��������

��� 1
LE�a�� = 	log- 1E/ 0 �a�[n]��������

��� 1� 							for				j = 1… . p		(2)		 
The WCC coefficients, defined as: 

⎩⎪⎪⎨
⎪⎪⎧ WCC�d�� = RDCT 9log- 1E/ 0 �d�[n]��������

��� 1:
WCC�a�� = 	RDCT 9log- 1E/ 0 �a�[n]��������

��� 1:� 	for			j = 1. . p	(3) 
V. EXPERIMENTAL RESULTS AND DISCUSSION 

In order to evaluate the EAI system based on KNN classifier 

combined with voting rule method, we tested it using the WCC 

descriptors extracted from the current signals of the COOLL 

database in appliance brand-dependent mode and also in appliance 

brand-independent mode. For this study, we present in this section 

the following experiments: 

 To test the robustness of the proposed EAI systems in 

the previews works in terms of appliance brand, a 

performance comparative study between different 

descriptors such as DWE, LWE and WCC in appliance 

brand-dependent mode and appliance brand-

independent mode, is carried out using the best 

configurations obtained in the previous works( the use 

of DB5 at level 5 with 4 cycles (one cycle =20ms) of 

window duration). 
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 To improve probably the accuracy CR of the EAI 

system spicily in appliance brand-independent mode, 

we are seeking the optimal configuration of the KNN 

classifier (K value and distance). 

 Test another classifier such as GMM, ANN and LDA 

with COOLL database distribution in appliance brand-

independent mode . 

V-1 COMPARATIVE STUDY BETWEEN BRAND-
DEPENDENT AND BRAND-INDEPENDENT MODE  

This experiment evaluates the performance the EAI system based 

on the KNN classifier combined with a voting rule strategy, using 

the COOLL database and also tests  the robustness of this EAI 

system in appliance brand-dependent mode and appliance brand-

independent mode. The evaluation is carried out in terms of the 

CR classification rate. Taking the best configurations obtained in 

the previews work [6], which are  the window durations of 4 cycle 

length using DB5 mother wavelet with a decomposition level 

equal to 5, and with KNN classifier's default configuration ( k=1 , 

distance Euclidean). Table 3 presents the CR's obtained with 

different descriptors in different modes. 

Table 3: CR's of appliance brand-dependent mode and appliance 

brand-independent mode 

Descriptors  DWE LWE WCC 
NBF 6 6 6 

CR in  Appliance 
 brand-dependent mode 100 100 100 

CR in  Appliance 
 brand-independent mode 35.95 35.95 35.95 

 
From the results obtained in the Table 3, we can observe the 

following points: 

 The EAI system has very good results in appliance 

brand-dependent mode achieving100% of classification 

ratio CR for all descriptors  

 The classification rate (CR) in appliance brand- 

independent mode is relatively low for all descriptors 

type. These results show that the electrical appliance 

brand affects the performance of our EAI system. 

To enhance identification results in appliance brand-independent 

mode, we aim to find the right alternative configurations of our 

system. The next experiment will focus on optimizing the KNN 

classifier by determining the ideal number of nearest neighbor 

vectors and the optimal distance metric. 

V-2 OPTIMAL CONFIGURATION OF THE KNN 

CLASSIFIER 

This experiment aims to seek the optimal configuration for the 

KNN classifier by determining the best number of nearest 

neighbors, K, and the most effective distance metric in terms of 

the classification rate (CR). Table 4 displays the CR for K values 

ranging from 1 to 200 across various distance metrics (Euclidean, 

Cosine, Correlation, Cityblock) using the WCC descriptor. 

Table 4 : KNN Classifier Configuration 

k 
Distances 

Euclidean  Cosine Correlation Cityblock 
1 35.95 43.09 44.04 35.71 
2 35.95 43.09 44.04 35.71 
3 39.28 43.33 45.00 35.00 
4 34.52 43.33 46.19 35.23 
5 35.71 44.52 46.66 35.00 
6 35.00 44.28 46.19 35.00 
7 35.95 45.95 47.85 35.23 
8 35.95 45.95 47.61 35.00 
9 36.42 46.42 47.85 35.23 

10 36.19 46.90 47.61 35.47 
20 38.33 47.38 47.85 36.19 
30 38.80 47.61 48.09 38.09 
40 39.28 47.85 48.80 38.80 
50 39.52 47.85 49.28 39.28 
60 39.52 48.33 49.52 39.28 
70 39.52 48.57 50.95 39.04 
80 39.52 50.23 51.42 39.04 
90 39.52 50.71 52.38 39.04 

100 39.52 51.42 52.85 39.04 
200 39.52 52.85 53.33 39.04 

Table 4 shows that the maximum classification rate of 53.33% is 

achieved by using 'correlation' distances with k set to 200. 

V-3 TEST OF THE SYSTEM WITH OTHER CLASSIFIERS 

In order to improve the classification results in appliance brand-

independent mode, we have tested our EAI system with other 

classifiers such as GMM, LDA and ANN. Table 5 presents the 

CR's obtained with various classifiers and descriptors in two 

modes with optimal configurations. 

 The optimal configuration of the GMM classifier is to 

take a Gaussian Number Ng equal to 4. 
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 The optimal configuration of the LDA classifier is to 

take Discriminant Function Type DFT='mahalanobis" 

 The optimal configuration of the ANN classifier is to 

take hidden Layer Size HLS=100. 

Table 5 : CR's for the different classifiers and different mode 

Table 4 shows that the EAI system performs well in appliance 

brand-dependent mode, but results in the brand-independent mode 

are low, with only a slight increase in the CR to 57.85% when 

using the GMM classifier with the LWE descriptor. 

VI- CONCLUSION 

This work evaluates the performance of the EAI system using a 

KNN classifier combined with a voting rule method, 

incorporating a compact feature representation through Discrete 

Wavelet Energy (DWE) as a discriminative descriptor. The 

system’s performance is assessed using two modes of the COOLL 

database distribution, focusing on appliance brands to test the 

robustness of the EAI system. Firstly, a comparative study is 

conducted on different descriptors (DWE, LWE, and WCC) in 

two previous modes. Secondly, we evaluate other classifiers, 

including GMM, LDA, and ANN. 

The obtained results indicate that our EAI system performs well in 

brand-dependent mode and poorly in brand-independent mode. 

This explains why the electrical appliance brand has a strong 

imprint in the current signal. This suggests an issue with the 

robustness of the EAI system regarding appliance brands. 
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 Appliance brand-
dependent mode 

Appliance brand-
independent mode 

GMM LDA ANN GMM LDA ANN 
DWE 97.38 57.17 47.61 53.09 47.38 44.04 
LWE 100 93.80 99.76 57.85 50.95 46.19 
WCC 97.85 93.80 100 53.09 47.38 50.00 

128 FT/Boumerdes/NCASEE-24-Conference



1 
 

ECG signal Denoising Techniques based on Wavelet 
Transforms : Assessment and Comparison

Saida BOUDINA 

Department Engineering of Electrical 

Systems 

Faculty of Technology, LIST Laboratory 

35000 Boumerdes, Algeria 

sa.boudina@univ-boumerdes.dz 

 

Samia BELKACEM 

Department Engineering of Electrical 

Systems 

Faculty of Technology 

35000 Boumerdes, Algeria 

s.belkacem@univ-boumerdes.dz 

 

Noureddine MESSAOUDI 

Department Engineering of Electrical 

Systems 

Faculty of Technology, LIST Laboratory 

35000 Boumerdes, Algeria 

n.messaoudi@univ-boumerdes.dz 

 
Abstract - Electrocardiographic (ECG) signal quality is crucial 

for accurate diagnosis and monitoring of cardiovascular disease. 

However, various types of noise often corrupt ECG recordings, 

which can hamper their interpretation. So denoising ECG signals is 

an important task for diagnosing and monitoring heart disease. 

Wavelet transforms are effective tools for denoising ECG signals. In 

this study, we compared a few techniques for denoising ECG signals 

using wavelet transforms on real ECG signals contaminated with 

white Gaussian noise to determine their effectiveness and 

applicability in the clinical setting. ECG signals from the standard 

MIT-BIH database are adopted to verify the proposed techniques 

using MATLAB R2020a software. We used three performance 

evaluation criteria to measure the quality of denoised signals, namely 

mean square error (MSE), signal-to-noise ratio (SNR), and 

percentage root mean square difference (PRD). Experimental results 

indicate that some proposed strategies can reduce noise from 

contaminated ECG signals more efficiently than others. 

Keywords: ECG, denoising, WT, SWT, SNR, MSE, PRD. 

I. INTRODUCTION 

To assess cardiac health, we record the electrical activity 
of the heart as an ECG signal, and this can be influenced by 
several elements resulting from the patient's motions, and 
breathing, muscular electrical activity, incorrect positioning of 
the heart and electrodes, or interference with the electrical 
network.  The presence of these various external disturbances 
can greatly affect valid features that cannot be removed using 
simple filtering methods, and degrade the quality of the 
recorded ECG signal. Therefore, it is necessary to pre-process 
and denoise the ECG signals before diagnosis and analysis. 
The following are different types of noises: Baseline 

Wandering:  It is an artifact in the low-frequency ECG, 
ranging from 0.15 to 0.3 Hz, typically generated by 
respiration, subject movement, electrically charged electrodes, 
or patient motions [1]. Powerline Interference It is a high-
frequency noise that often ranges from 50 to 60 Hz, typically 
originating from power supply lines [1][2]. 
Electromyographic Noise EMG noise often arises from the 
contraction and relaxation of muscles distinct from cardiac 
muscles. Generally, occurs throughout the frequency spectrum 
of 5 to 500 Hz [1]. White Gaussian Noise (WGN): White 
Gaussian noise is utilized as artificial interference noise [3][4]. 
It is identified by a wide frequency range, as it merges all the 
aforementioned noises [3]. 
      In this article, we present a comparative study of five 
techniques for denoising ECG signals using wavelet 

transforms, namely hard thresholding, soft thresholding, visual 
thresholding (Visu shrink), stationary wavelet transform 
(SWT) and adaptive SWT based on median absolute deviation 
(MAD). We evaluate the performance of these techniques on 
real ECG signals from MIT-BIH databases, using different 
types of wavelet bases (Db4, Db8, Db12 and bior3.1). Results 
are evaluated according to three common criteria: Mean 
Square Error (MSE), Signal-to-Noise-Ratio (SNR), Percentage 
Root Mean square Difference (PRD). 
 

The rest of the paper is structured as follows: In section 2, 
we provide some works related to our topic. Section 3 offers a 
comprehensive explanation of the tools and methodology 
employed. Section 4 establishes the results derived from the 
study, followed by a discussion of the findings. Section 5 
finishes the work by summarizing the principal insights and 
proposing directions for future research. 

II. RELATED WORK  

A great deal of work has been devoted to denoising ECG 
signals using wavelet transforms. Most wavelet denoising 
algorithms for ECG signals are based on the universal theory 
of Donoho [4][5].The followings are a few research projects 
related to our topic: 

Madan and al. [1] proposed an ECG signal denoising 
method called STWaTV (Stationary Wavelet Total Variation). 
They introduced total variation (TV) regularization in the 
stationary wavelet domain (SWT), using a bivariate shrinkage 
rule for thresholding. In their research work [2], Kumar and al. 
proposed a comparison of different feature extraction and 
denoising techniques using the stationary wavelet transform, 
as well as various denoising techniques including low-pass 
filtering, high-pass filtering, empirical mode decomposition, 
Fourier decomposition method, wavelet transform. Gupta and 
al.[6] used a fractional wavelet transform (FrWT) method as a 
pre-processing tool.ECG signal denoising method based on 
wavelet energy and a sub-band smoothing filter have proposed 
in [7], the proposed method selects only those coefficients to 
be denuded based on their energy. A sub-band smoothing 
filter is applied to improve the quality advantage of the noise 
signal, particularly in the areas between QRS complexes. Al-
Safi and al. [8] offers a variety of algorithms (LMS, NLMS 
and Leaky LMS) for the denoising real-time ECG signals 
using adaptive filters. The proposed method uses a delayed 
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version of the ECG signal itself as a reference. An adaptive 
predictive filter is then applied. Thamarai and al. [9] proposed 
a multi-scale wavelet-based noise suppression algorithm that 
preserves both the signal's temporal and frequency resolution. 
This algorithm is applied to noisy EEG, ECG and PPG 
signals. Gualsaquí and al. [10] presented an experimental 
study of ECG signal denoising using the discrete wavelet 
transform (DWT) and different thresholds (values and 
functions). Ziran and al. [11] have proposed a method for 
automatic analysis and detection of eigenvalues by 
electrocardiogram (ECG), using ECG eigenvalues to invert the 
myocardial action potential for automatic detection and 
diagnosis of heart disease. Mandala and al. [12] conducted a 
thorough simulation and analysis to evaluate the efficacy of 
various wavelet-based denoising techniques. They did so by 
incorporating adaptive white Gaussian noise (AWGN) into the 
ECG signal before the denoising process. They investigated 
three kinds of denoising techniques: soft thresholding, hard 
thresholding, and Visu Shrink (adaptive). 

III. MATERIALS AND METHODS 

This section outlines the materials, tools, and experimental 
procedures used to conduct the study. 

A. Evaluation criteria 

The performance evaluated using MSE, SNR and PRD. 
Mean Square Error (MSE); which measures the difference 
between the distorted signal and the original signal. [12] It is 
defined as follows (1):  

MSE= 
ࡺ ∑ ሺ࢞ − =ࡺሻ̂�࢞       (1) 

Where N is the number of signal points, xi  is the original 
signal, and ࢞�̂ the denoised signal. 
Signal-to-noise ratio (SNR), which measures the ratio 
between the power of the original signal and the power of the 
noise. It is defined as follows (2)[2]: 

SNR=ܗܔ� ∑ ∑��=࢞ ሺ࢞−࢞�̂ሻࡺ=     (2) 

Where N is the number of signal points, xiis the original signal 
point, and ࢞�̂ the denoised signal point. 
Percentage-root-mean-square difference (PRD), is 
calculated to check the distortion in the denoised signal as 
compared to the original signal. It is defined as follows (3) [1]: 

PRD=  × ∑ ሺ࢞−࢞�̂ሻ��=∑ =ࡺ࢞        (3) 

B. Methods 

In this section, we present the five techniques for denoising 
ECG signals using Wavelet Transforms that we studied,  

1) Discrete Wavelet Transformations (DWT) 

DWT works with discrete signals defined as: ���ሺ࢙, �ሻ = −࢙ ∑ []࢞ �∗ሺ−࢙ − �ሻ     (4) 

Where, x[n] is the discrete time signal, Ψ* is the complex 
conjugate of the analyzing wavelet function (Ψ[n]), s and � are 
the dilation and location parameters respectively [10].   
The inverse discrete wavelet transform (IDWT) is given by: ����ሺ࢙, �ሻ = � ∑ ∑ ���ሺ࢙, �ሻ �∗ሺ−࢙ − �ሻ  (5) 

Where A is a constant that do not depend of x [n], and IDWT is 
the reconstructed signal [10].  

2) Wavelet Thresholding 

The well-known thresholds in the field are listed below:  
a) Hard thresholding 

Hard thresholding is a denoising technique in which 
wavelet coefficients below a certain threshold are cancelled, 
while coefficients above the threshold are retained. [12] Hard 
thresholding can be formulated as follows: ࢟ = ⎸ ࢞⎸ ࢌ    ࢞}  �        �t�e��i�e       (6) 

Where xi is the wavelet coefficient to be processed, yi is the 
denoised wavelet coefficients, and λ is the threshold. 

b) Soft thresholding 

Soft thresholding is a denoising technique in which 
wavelet coefficients below a certain threshold are reduced, 
while coefficients above the threshold are retained. Soft 
thresholding can be formulated as follows [12]: ࢟={ ࢞ − ࢞ ࢌ         � > ⎸ ࢞⎸ ࢌ                 ߣ  ࢞� + ࢞ ࢌ      � < ߣ−     (7) 

Where xi is the wavelet coefficient to be processed, yi is the 
denoised wavelet coefficient, and λ is the threshold. 

c) Visu shrink 

Visual thresholding (Visu shrink) is a denoising technique 
that adaptively selects the threshold,[12] depending on the 
noise level and signal size. The visual threshold is defined as 
follows: � = �√(8)       ࡺࢍ 

Where σ is the standard deviation of the noise, and N is the 
number of signal points. 

d) Stationary wavelet transform (SWT) 

Stationary Wavelet Transform (SWT) is a denoising technique 
that uses a modified version of DWT, which preserves the 
signal length at each decomposition level. SWT can be 
formulated as follows: ࡿ��ሺ࢞ሻ = ∑ ∑ ሻ࢚ሺ,�,ࢉ =−=−ࡺ+ ∑ ∑ =−=−ࡺሻ࢚ሺ,ѱ,ࢊ   (9) 

Wherex is the signal to be processed, j is the number of 
decomposition levels, N is the number of signal points, cj,k and 
dj,k are the approximate and retail wavelet coefficients, 
respectively, ϕj,k(t) and ψj,k(t) are the scaling and wavelet 
functions, respectively, defined as follows: �,ሺ࢚ሻ = −�ሺ−࢚ − ሻ࢚ሺ,ሻ  (10) ѱ = −ѱሺ−࢚ −  ሻ  (11)

e) Adaptive SWT 

Adaptive SWT is a denoising technique that uses an 
enhanced version of SWT, which adapts the threshold to each 
decomposition level and wavelet coefficient. MAD is defined 
as follows: ࡹ�� = ∣ሺܖ��܌܍ܕ ࢞ − ሻ࢞ሺܖ��܌܍ܕ ∣ሻ   (12) 

Where xi is the wavelet coefficient to be processed. The 
adaptive threshold is defined as follows: 

λj = k ıj    (13) 
Where j is the decomposition level, k is a proportionality 
factor, and ıj is the noise standard deviation estimated from 
the MAD, according to the following relationship [13] 
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� =  .ૠ      (14)��ࡹ

C. Wavelet function selection 

In order to increase the efficiency of the proposed method, 
the selection of an appropriate wavelet function is carried out. 
In particular, we applied four wavelet functions "Db4", "Db8", 
"Db12", "bior1.3" to select the best one based on SNR, MSE 
and PRD values. 

D. Bloc diagram 

The algorithm employed in ECG signal denoising 
comprises five fundamental phases, as depicted in Fig.1.

 

FIG. 1. THE ALGORITHM STEPS USED IN ECG SIGNAL DENOISING. 

ECG Signal: The original ECG signal is used as input. 
Add AWGN Noise: At this stage, artificial noise (AWGN) is 
added to the ECG signal to simulate disturbances that may 
occur in real-life conditions. 
Wavelet decomposition: This step involves decomposing the 
noisy signal into a series of wavelet coefficients using the 
wavelet transform. 
 Wavelet coefficient thresholding: Here, the coefficients 
obtained during wavelet decomposition are processed by a 
thresholding process. The choice of threshold is an important 
step in the wavelet thresholding algorithm. 
Reconstruct the signal: Once thresholding is complete, the 
signal is reconstructed using the inverse wavelet transform. 
This results in a clean signal, where noise has been reduced, 
while preserving important characteristics of the original 
signal. 

IV. RESULT AND DISCUTIONS 

The performance of the proposed techniques was evaluated 
on the MIT-BIH (Massachusetts Institute of Technology - 
Beth Israel Hospital) database. We used signals 101, 103, 115, 
122 and 123 for our study. 

The simulation parameters of our experiment are: clean 
and noisy signals, wavelet bases used for denoising, denoising 
techniques, decomposition level and thresholding value. 
 A representation of a pure signal (noise-free) and noisy 
signals is given in Fig. 2. 
Wavelet bases: We use four types of wavelet bases that are 
most commonly used in wavelet signal processing, namely: 
Db 4, Db8, Db12 and bior3.1. 

 

FIG. 2. (A) ORIGINAL ECG SIGNAL, (B) NOISED ECG SIGNAL. 

Denoising techniques: The denoising techniques used are: 
hard thresholding, soft thresholding, Visu shrink, SWT and 
adaptive SWT. 
Decomposition level:In our experiment, we use level four “4” 
decomposition for each of the signals to perform the denoising 
technique. 
Threshold value: The optimal threshold value for 
thresholding methods is “0,1”. 

A. Results  

The following results are given to demonstrate our 
findings. FIG.3 demonstrates the results when Hard 
Thresholding, soft Thresholding, Visu shrink thresholding, 
SWT, and SWT adaptive are used.  

                 (a)                                                               (b)

 
       (c)                                                        (d) 

     
(e) 

 
FIG. 3DENOISED SIGNAL WAVELET BASIS DB4 USING: (A) HARD 

THRESHOLDING, (B) SOFT THRESHOLDING, (C) VISU SHRINK THRESHOLDING, 
(D) SWT, (E)SWT ADAPTIVE(MAD) 
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TABLE I.  EXPERIMENTAL RESULTS ON FIVE WAVELET TECHNIQUES 

 

Wavelet 

basis 

 

Signal 

number 

 

Hard thresholding 

 

Soft thresholding 

 

Visu shrink 

 

SWT 

 

SWT adaptative(MAD) 

 

MSE 

 

SNR (dB) 

 

PRD(dB) 

 

MSE 

 

SNR (dB) 

 

PRD(dB) 

 

MSE 

 

SNR (dB) 

 

PRD(dB) 

 

MSE 

 

SNR (dB) 

 

PRD(dB) 

 

MSE 

 

SNR (dB) 

 

PRD(dB) 

 

 

Db4 

101 0.0081 48.10 4.11 0.0081 52.17 3.49 0.0829 37.75 3.20 0.0032 51.87 3.88 0.0105 46.74 3.34 

103 0.0086 48.05 5.00 0.0086 53.00 5.04 0.0769 38.51 6.55 0.0034 52.08 5.00 0.0145 45.77 4.73 

115 0.0082 51.50 3.19 0.0082 55.79 3.38 0.1796 38.09 5.01 0.0033 55.50 3.11 0.0214 47.33 2.85 

122 0.0081 55.47 1.55 0.0081 59.68 1.50 0.3793 38.77 2.40 0.0034 59.19 1.38 0.0340 49.25 1.48 

123 0.0086 55.38 2.06 0.0086 60.78 1.97 0.4194 38.51 2.55 0.0031 59.83 2.14 0.0364 49.13 1.92 

 

 

Db8 

101 0.0012 56.31 3.66 0.0031 52.07 3.72 0.0859 37.59 4.19 0.0033 51.80 3.33 0.0089 47.43 3.39 

103 0.0011 56.86 4.86 0.0033 52.17 4.97 0.0842 38.12 5.91 0.0028 52.85 4.97 0.0094 47.65 4.65 

115 0.0011 60.15 3.25 0.0037 54.93 3.09 0.1903 37.83 3.85 0.0031 55.74 3.13 0.0150 48.86 3.01 

122 0.0014 63.11 1.38 0.0037 58.92 1.45 0.3799 38.76 2.67 0.0032 59.45 1.45 0.0317 49.54 1.57 

123 0.0012 64.00 1.98 0.0033 59.52 2.01 0.4386 38.32 2.39 0.0029 60.09 2.01 0.0300 49.96 1.90 

 

Db12 

101 0.0011 56.65 3.57 0.0035 51.50 3.86 0.0837 37.70 3.37 0.0031 51.99 3.41 0.0092 47.30 2.86 

103 0.0011 57.06 4.89 0.0035 51.96 4.90 0.0866 38.00 5.03 0.0029 52.81 4.94 0.0110 46.96 4.57 

115 0.0010 60.51 3.24 0.0035 55.25 3.37 0.1898 37.85 3.82 0.0032 55.63 3.11 0.0160 48.59 3.06 

122 0.0013 63.40 1.41 0.0036 58.98 1.44 0.4014 38.52 2.63 0.0033 59.38 1.44 0.0354 49.07 1.57 

123 0.0012 63.87 2.06 0.0033 59.57 1.99 0.4533 38.17 2.65 0.0028 60.27 1.95 0.0313 49.78 1.91 

 

 

Bior3.1 

101 0.0020 53.99 3.58 0.0050 49.95 3.59 0.0809 37.85 7.14 0.0043 50.59 3.88 0.0075 48.21 2.97 

103 0.0021 54.12 4.91 0.0049 50.49 5.02 0.0768 38.52 7.35 0.0040 51.39 5.00 0.0083 48.20 4.48 

115 0.0020 57.72 3.13 0.0050 53.65 3.16 0.1847 37.96 6.56 0.0043 54.33 3.31 0.0139 49.21 3.00 

122 0.0020 61.57 1.39 0.0054 57.26 1.46 0.4146 38.38 2.41 0.0042 58.34 1.50 0.0260 50.40 1.41 

123 0.0020 61.64 2.00 0.0054 57.38 2.19 0.4385 38.32 4.26 0.0045 58.21 2.14 0.0285 50.19 1.79 

 

TABLE II.  EXPERIMENTAL RESULTS ON FIVE WAVELET TECHNIQUE (AVERAGE MSE/SNR/PRD) 

 

 

 

Wavelet 

basis     

 

hard thresholding 

 

Soft thresholding 

 

Visu shrink 

 

SWT 

 

SWT adaptative(MAD) 

 

Average  

MSE 

 

Average  

SNR (dB) 

 

Average  

PRD 

(dB) 

 

Average  

MSE 

 

Average  

SNR 

(dB) 

 

Average  

PRD 

(dB) 

 

Average  

MSE 

 

Average  

SNR 

(dB) 

 

Average  

PRD 

(dB) 

 

Average  

MSE 

 

Averag

e  

SNR 

(dB) 

 

Average  

PRD 

(dB) 

 

Average  

MSE 

 

Average  

SNR 

(dB) 

 

Average  

PRD 

(dB) 

Db4 0.00832 51.7 3.182 0.00832 56.392 3.076 0.22772 38.32 3.982 0.00328 55.694 3.102 0.02336 47.644 2.864 

      Db8 0.0012 60.086 3.026 0.00342 55.522 3.048 0.2357 38.124 3.802 0.00306 55.986 2.978 0.019 48.688 2.8014 

Db12 0.00114 60.298 3.034 0.00348 55.452 3.112 0.24296 38.048 3.5 0.00306 56.016 2.97 0.02058 48.34 2.794 

Bior3.1 0.0020 57.808 3.002 0.00514 53.746 3.048 0.2391 38.206 5.544 0.00426 54.572 3.166 0.01684 49.242 2.73 

 

FIG. 4 SNR FOR DIFFERENT WAVELET BASIS 

 

FIG. 5 MSE FOR DIFFERENT WAVELET BASIS. 

 

B. Discussion  

In Table Iwe compare the performance of different wavelet 
techniques for ECG signal processing using MSE, SNR and 
PRD.Table. IIshows the comparison of the mean values of 
each SNR, MSE and PRD indicator for different wavelet bases 
(Db4, Db8, Db12, and bior3.1) according to several 
thresholding methods (hard, soft, visu shrink, SWT, and 
adaptive SWT). 

The results are examined according to threshold 
approaches and wavelet bases as follows:  

 
1) Thresholding methods 

From Fig.4 we can see that SNR values for hard 
thresholding are the highest for all bases (between 51.72dB 
and 60.29dB), and MSE values are the lowest (between 
0.0011 and 0.008); relatively high PRD values, meaning that it 
retains the signal with the fewest errors. The soft thresholding 
and classic SWT techniques also perform very well, but the 
SNR and MSE results are slightly lower, although close to 
those of hard thresholding. As well as, the adaptive SWT 
method also performed well, with a slightly higher MSE and 
lower SNR than standard SWT. The Visu Shrink technique 
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consistently performed worst for all wavelet types tested: SNR 
(between 38.048and 38.32), and MSE (between 0.2277and 
0.2429). 

2) Comparison of wavelet bases 

From Fig.5, we can confirm that the Db8 wavelet yields 
the highest signal-to-noise ratio (SNR) for hard thresholding, 
while the Db12 wavelet demonstrates slightly superior 
performance in terms of MSE using the identical technique. 
Wavelets Db4, Db8 and Db12 appear to perform similarly 
overall. 

According to the results presented in Table II, the best 
technique of ECG denoising is that based on hard thresholding 
with the Db8 wavelet. The choice of thresholding technique 
and wavelet type therefore has a significant impact on 
performance. So, in conclusion, according to these 
experimental results, the best ECG signal processing 
technique among those tested is hard thresholding used in 
conjunction with the Db8 wavelet. This combination 
optimizes both noise reduction and signal distortion. 

V. CONCLUSION 

ECG processing using the wavelet method has been 
extensively studied in practice, with satisfactory results in 
terms of improving the reliability of clinical diagnosis. The 
performance of wavelet denoising depends on several factors, 
such as the choice of wavelet technique, the thresholding 
method and the threshold value. In overall, our results 
demonstrate the effectiveness of the hard threshold technique 
in improving the diagnosis of cardiac examinations, removing 
noise from the ECG signal without distorting the basic signal, 
compared with other denoising techniques in terms of SNR, 
MSE and PRD. The wavelet family (Db8) also delivered the 
best results in terms of SNR, MSE and PRD. 
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Abstract— It has been found that the coagulation-

flocculation unit is considered as a key step in the production of 

drinking water. Our work consists in developing a soft sensor to 

predict the optimal coagulant dose to be injected based on the 

raw water characteristics using an artificial neural network 

(ANN) model. This paper studies the application of the soft 

sensing modeling approach for surface water quality 

monitoring using advanced intelligence techniques such as self-

organizing maps (SOM) and artificial neural networks (ANN). 

The reconstructed SOM data were subjected to a second level 

for the neural network regression algorithm. In water treatment 

processes, many monitoring parameters are expensive or 

difficult to measure in real time, which limits the possibility of 

effective control of water production processes. In this work and 

with this in mind, an intelligent soft sensor was developed to 

predict the optimal coagulant dosage based on the reconstructed 

outlier parameters. 

Keywords— coagulation, self-organizing map, ANN, 
prediction,  

I. INTRODUCTION  

Producing better quality drinking water at lower cost has 
always been our goal. Only computational intelligence 
techniques can describe and compare water quality parameters 
and make decisions in real time. We can use artificial 
intelligence techniques for analysis in a variety of water 
treatment applications, visualization and modeling of complex 
multivariate data. Today, it is unanimously recognized that the 
increased interest in artificial neural networks (ANNs) is most 
suitable for solving resource-related problems, which has led 
to an increase in research activities in this field. [1] Artificial 
neural networks are increasingly used in the modeling of 
hydrological processes, which is related to their ability to link 
input and output variables in complex systems without 
detailed knowledge of the physics of the processes involved 
[2]. In this context, there is a process that is considered one of 
the most important steps in water treatment. This coagulation 
process removes colloidal particles from water. To this end, 
our work is mainly based on the development of a hybrid 
system that leads us to two main phases. First, it is the 
reconstruction of outlier data of water parameters based on the 
self-organizing map (SOM) which is a tool for data analysis, 
visualization and interpretation, which is based on the 
principles of quantification and vector similarity measures. 
Although most SOM procedures can be considered 
exploratory, this method can be used to perform broad 
categories of operations such as function fitting, prediction or 
estimation, clustering, pattern recognition or noise reduction 

and classification. [3] The second phase is to predict the 
coagulant dose from the SOM reconstructed values using 
artificial neural networks such as multilayer perceptron 
(MLP) networks, which are powerful models for solving 
nonlinear mapping problems [4]. The objective of this study 
is the application of soft sensor development approach to 
water quality assessment, control and monitoring using SOM 
and ANN. This study focused on the assessment and 
interpretation of surface water of Cheliff Dam (Algeria). In the 
first phase of this paper, SOM is used for the reconstruction of 
outlier or missing data. The second phase is to predict the 
optimal coagulant dosage using the artificial neural network 
(ANN) method in soft sensor modeling, which is a powerful 
model, used after the SOM networks process. The numerical 
results of soft sensor modeling demonstrate the capability of 
our proposed approach. [5] The remainder of this paper is 
organized as follows. The next section describes the research 
domain and briefly describes the data collection selected for 
soft sensor modeling. Section 3 briefly describes the proposed 
methods used for the preprocessing of raw water 
characteristics and Section 4 presents and discusses the 
experimental results. Finally, the last section is devoted to 
conclusions. 

II. MATERIALS AND METHODS 

A. Study Area and dataset  

The surface water of Tilesdit dam is geographically 
located about 20 km southeast of the city of Bouira and 122 
km east of Algiers (Fig. 1). It is situated between the 
geographic coordinatesμ 3θ° 13’ 22’’N 4° 14’ 23’’E.  

In this research, physical sensors installed in the Tilesdit 
production station provided us with several important physical 
and chemical parameters. Our mission was limited during 
three years (2016- 2018) to know the different treatment 
process and to collect data from this station. Descriptive 
measures of the used water quality parameters are shown in 
Table 1. [6] The dataset used for the purposes of this study 
includes more than 9000 results. The data are arranged in 
Table 1, which contains 05 variables selected after using an 
artificial intelligence technique adopted in previous research 
[6] and 1800 samples, while being variable in terms of time. 
Water measurements were carried out between 2016 and 
2018, 3 full years of measurements were included at the 
Tilesdit dam in the wilaya of Bouira in Algeria. The indicators 
concerned were turbidity (Ntu), PH, temperature (°c), 
conductivity (µs/cm) and coagulant. 
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Fig. 1. The map shows the studied area: Tilesdit Dam – 
Bouira – Algeria. 

Variables Min Max Mean Standard 

deviation 

pH 7.07 8.76 7.8076 0.2789 
Conductivity 

(µs/cm) 
515 649 581.1567 22.7408 

Temperature 
(°C) 

9.8 27.2 17.1285 3.9287 

Turbidity 
(NTU) 

1.07 10.9 3.6631 1.3571 

Coagulant 
(mg/L) 

0.64 8.05 3.8148 1.6298 

TABLE I. Descriptive statistics of water parameters 

B. Self Organizing Map (Kohonen) 

A SOM is kind of a neural network that is trained to create 
a 2-dimensional discrete representation (called a mapping) of 
the input space of training examples. More specifically, it is a 
nonlinear, ordered, smooth mapping from high-dimensional 
input data to elements of a regular low-dimensional array. 
SOM plots can be used to classify and visualize high-
dimensional data because they can transform nonlinear 
statistical relationships between high-dimensional data into 
simple geometric relationships of image points on a regular 
two-dimensional grid of nodes [8][9]. Dissimilar of many 
other types of NN, SOMs do not require the specification of a 
target output. Instead, the regions of the grid where the node 
weights match the input vector are selectively optimized to 
better resemble the data of that class. Starting from an initial 
distribution of random weights, after many iterations, the 
SOM eventually stabilizes to a stable region map. Each region 
is actually a feature classifier. [8][9] The training process of 
the SOM can be described based on the representation of the 
input pattern and the fitting of the model vector. Each training 
iteration starts with a random selection of an input pattern x, x 
Є Rn, the pattern is presented to the SOM, and each unit 
determines its activation. Usually, the activation of a unit is 
calculated using the Euclidean distance between the input 
pattern and the model vector. In this case, the unit whose 
model vector has the smallest Euclidean distance with the 
input pattern is called the winner. We use the subscript c to 
denote the winner, see equation (1). 

C(t)=arg mini { ǁ x(t) – mi (t) ǁ }         (1) 

 

Fig. 2. SOM Training. 

Finally, the model vector of the winner and the model 
vectors of the units in the vicinity of the winner are adjusted. 
This adjustment is achieved by gradually reducing the 
difference between the corresponding components of the input 
pattern and the model vector, as shown in equation (2). Note 
that we use discrete-time notation, where t represents the 
current training iteration. 

    Mi(t+1) = mi(t)+α(t) . hci(t) . [x(t) – mi(t)]  (2) 

Geometrically speaking, the model vector of the fitted unit 
is slightly shifted toward the input pattern. The degree to 
which the model vector is shifted is determined by the learning 
rate α, which decreases over time. The number of units 
affected by the adjustment and the strength of the adjustment, 
which depends on the distance of the unit from the winner, is 
determined by the neighborhood function hci. The number of 
training times is also reduced over time, so that only the 
winner is adjusted at the end of the training process. 

The neighborhood function is usually a unimodal function 
that is symmetric with respect to the location of the winner and 
monotonically decreases as the distance to the winner 
increases. A Gaussian function is often used as the 
neighborhood function, as shown in equation (3). 

        Hci(t) = exp ((-ǁ rc-ri ǁ² )/(2.δ(t)²))    (3) 

In the formula, ǁ rc – ri ǁ²  represents the distance between 
cells c and i in the output space, where ri represents the two-
dimensional position vector of cell i in the grid. The time-
dependent parameter � controls the reduction of the 
neighborhood kernel during training. Usually, a sufficiently 
large neighborhood kernel is chosen at the beginning of 
learning to cover a wide range of the output space. During the 
training process, the spatial width of the kernel is gradually 
reduced until the end of the process, and only the winner is 
adjusted. [10] 

C. Reconstruction data algorithm 

If the vector prototypes provide a good representation of 
the data, any missing values of a given input variable can be 
estimated by the values of the corresponding components of 
the winning prototype. Let x be a new vector consisting of two 
parts, xo and xm, containing the observed and missing values, 
respectively. Mainly, xm is reconstructed based on the 
information provided by the Kohonen map 

The proposed method is based on the similarity between 
this new vector x = (xo, xm) and the reference vectors mk. 
Given xo and xm, the subspaces, respectively, of the variables 
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xo and xm. mo and mm are the projections of these subspaces. 
Depending on the activation defined by Eq. 4, the closer xo is 
to mo, the more likely we are that xm will be closer. [7] [11] 

Ki(xo) = exp ( −ଵ��మ  ���� − ����)      (4) 

Where �ଶis a parameter defining the size of the region of 
influence of the unit i.  �ଶ Can be calculated as the mean 
empirical variance of the n input characteristics, among the 
samples associated with the unit i.  

Approaches to estimating missing data use different 
techniques, generally assuming a probabilistic context. For 
example, heuristic methods (such as middle and middle 
replacement techniques) are often used and are simple and 
inexpensive solutions. Parametric maximization methods, 
such as the EM algorithm (expectation maximization), are 
widely used and proven to be effective, but they require 
knowledge or the laws of estimation of variable probabilities. 
We can use a simple approach in our case to estimate the 
missing data based on the values of the components 
corresponding to the winning prototype mb: 

l x  �̂ =  ��            (5) 

Where: M (x) is the index set of missing values.  

This method is very sensitive to the change of prototypes 
between two consecutive vectors x. To address this problem, 
we consider an alternative approach that takes into account the 
influence of the k closest prototypes. Each missing or invalid 
value j is estimated by the combination of the corresponding 
components in the k closest prototypes: �̂ =  ∑ ℎሺሻ�ሺሻ��=భ∑ ℎሺሻ��=భ                   (6)     

Where mi (j) denotes the component j of prototype i. [12], 

D. Multi-Layer Perceptron  

Fig.3 demonstrates the structure of a standard two-layer 
perceptron. The inputs form the network's input nodes; the 
outputs are processed by the output nodes. The intermediate 
layers of nodes are invisible to either the input or the output 
and are called hidden layers, which, unlike the input and 
output layers, are not physical. Hidden layers are often used to 
create bottlenecks, forcing the network to create a simple 
model of the system that generated the data and be able to 
generalize to previously unseen patterns. 

 

The function of this network is defined as follows: 

Yi
(H) =  f(H) (∑ wij

(HI)  xj)j  

Yi=  f(T) (∑ wij
(TH)  yj(H))j   

This dictates how the input pattern vector x is mapped to 
the output pattern vector y(0) by the hidden pattern vector y(H)  
in a manner parameterized by two weight layers w(HI)  and 
w(TH). The univariate function f(x) is usually fixed in each 
case. 

f(x) = 
ଵଵ + �−x  

It varies smoothly from 0 at -∞ to 1 at ∞, as a threshold 
function would do abruptly.  

When the number of hidden layer nodes is smaller than the 
number of degrees of freedom inherent in the training data, the 
activations of the hidden nodes tend to form a set of 
orthogonal variables that are linear or nonlinear combinations 
of the attribute variables, solving the problem as best as 
possible. When we add a small number of constraints to the 
network, these internal variables form a linear or nonlinear 
principal component representation of the attribute space. 
When noise that is not an inherent part of the generative 
system is added to the data, the principal component network 
acts as a filter of the noise signal with low variance, provided 
that the signal-to-noise ratio of the data is high enough. This 
property allows MLPs to generalize to previously unseen 
patterns by modeling only the important underlying structure 
of the generative system. Hidden nodes can be seen as 
detectors of abstract features in the attribute space [13]. Each 
hidden layer and output layer also has bias neurons (see Figure 
3). A feedforward MLP must be trained using a training 
algorithm that creates a learning process to find the optimal 
set of weights for the connections. bias values of neurons. 
Backpropagation is the most common algorithm for training 
feedforward MLPs. In a feedforward MLP, the input patterns 
presented to the neurons in the input layer are propagated 
through the network from the input layer to the output layer. 
h. In the forward direction. The output of the network is 
compared to a target value and an error is calculated. The 
calculated error is propagated through the network to update 
the connection weights and bias values [14]. This process is 
repeated until convergence. Once training is complete, the 
network can generate outputs for unseen inputs. For a detailed 
review of ANN training algorithms and their applications to 
water resources and hydrology, see Maier and Dandy. 
[14][15][16][17] 

 

Fig. 3.Structure of a feed-forward multi-layer perceptron 
(MLP) [18] 

III. EXPERIMENTAL RESULTS AND DISCUSSION  

The feature selection process is a well-known step, 
especially in the field of machine learning, to ensure better 
decisions, higher performance, and better decision-making 
capabilities for a given model. The first analysis is the actual 
process of selecting a subset of relevant and distinct variables 
based on the SOM to determine the new reduced input 
information for the proposed decision support model. 
Electrical conductivity (EC), turbidity (TU), temperature (T°), 
and pH. Four parameters were chosen as inputs to the 
proposed monitoring model. These same parameters can be 
more easily measured continuously and used on-site when 
sensors are installed directly at each stage of the production 
station. [6] 
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A. Reconstruction of data  

In the previous work, we presented the application of the 
SOM algorithm to the detection of atypical data. We will now 
use this model to deal with invalid or missing data. This 
method allows representing the knowledge acquired from the 
data in the form of prototypes or reference vectors. The 
method proposes to estimate all the missing or outlier values 
of a vector in the same system, regardless of the number of 
available variables. However, it is obvious that the accuracy 
of the reconstruction will depend on the number of available 
variables compared to the number of missing variables. A 
defect was artificially introduced between the 500th and 510th 
day at the sensor that measures the temperature (Fig. 4). 
Figure 5 and Table 2 presents the reconstruction performance 
metrics for this method. After visualizing which descriptor 
should be declared precisely as defective (in our case the 
temperature sensor), the contributions of each of the 
components of the vector x are then also examined. These 
abnormal samples are then removed to compute a new 
winning prototype with only normal samples. Figure 4 shows 
the malfunction of the descriptor. The abnormally low or high 
variations were correctly identified as the faulty parameter. 
Figure 5 shows the reconstruction values for the faulty 
temperature values. The SOM procedure allows the rejection 
of atypical samples and therefore implements a kind of 
“novelty detection”. However, this type of rejection can come 
from unreliable data acquisition sources, faulty sensors, data 
collection errors or simply a lack of completeness of the data. 
This is a conservative approach to data changes. Figures 4 and 
5 summarize and illustrate the different erroneous data 
recognized using the SOM approach and in parallel, we 
present the estimated results of the latter. In addition, the SOM 
approach allows to estimate the variations of these samples. 
The reliability and robustness of this approach are justified by 
the validation-reconstruction process of the defective 
measurements. 

Fig.4.Temperature measurement with artificial fault. 

 RMSE �� 

Temperature 0.206 0.997 

TABLE II. Performance of reconstruction data. 

 

Fig.5. Reconstruction of Temperature faulty. 

B. Soft sensor  

 In order to evaluate the robustness of this method adopted in 
this paper, a simulation study was carried out by artificially 
introducing a defect in the original data at certain time steps. 
The simulation was based on 10 days of real data between the 
500th day and the 510th day at the temperature sensor as 
shown in Figure 4. After using the fault detection methods, the 
Temperature variable was correctly identified as the faulty 
parameter. Figure 5 shows the reconstruction of Temperature 
using the SOM approach. The obtained values are used to 
predict the optimal coagulant dosage to be injected into the 
raw water. Predicting the optimal coagulant dosage from 
water characteristics is a nonlinear regression problem that 
can be addressed using multilayer perceptrons (MLPs). We 
used a conventional MLP with a hidden layer of sigmoid units. 
To train the MLPs, a training set of 1800 complete 
measurement vectors was constructed by removing erroneous 
data. A total of 1260 samples (about 70%) were used for the 
training phase to build the model, with the rest used as an 
independent test set. The model training included: finding the 
best ANN structure and estimating the prediction accuracy. 
The prediction accuracy and confidence limits calculated on 
the validation set are shown in Figure 6. The ANN prediction 
and accuracy are shown in Figure 7 for the preprocessed data. 
This should be compared to the prediction results without 
preprocessing as shown in Figure 8. These results clearly 
demonstrate the robustness induced by the preprocessing 
module in our system. 
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Fig.6. predicted and target coagulant dose. 

 

Fig.7. Actual (dotted line) and versus predicted 
(continue line) coagulant dosage with ANN model. 

 

Fig.8. Actual (dotted line) and versus predicted (thick 
line) coagulant dosage with ANN model without pre-

processing. 

 ANN model 
with pre-

processing. 

ANN model 
without pre-
processing. 

RMSE 0.639 0.635 

R2 0.846 0.848 

Table. III. Performance measurements of the ANN 
model of the optimal coagulant dose software sensor 

with and without pre-processing. 

 

It can be easily seen that the training points in Figure 6 are 
distributed close to the perfect line, which means that the 
optimal coagulant dosage predicted by the proposed ANN 
method has good accuracy. The two evaluated indices of all 
samples with and without pre-processing are shown in Table 
III. In this table, the RMSE of the dataset with and without 
pre-processing is relatively stable and at a low level, and the 
R2 is at a high level, which means that the optimal coagulant 
dosage value predicted by the SOM-ANN-based model has 
good accuracy and stability. 

IV. CONCLUSION  

In this paper, we studied the integration of two approaches 
for outlier reconstruction by SOM and coagulant dose 
prediction by ANN. Experimental results using real data from 
the drinking water treatment process have shown the 
efficiency and robustness of these algorithms. A SOM-based 
algorithm is presented for outlier reconstruction. It is shown 
that the estimated measurements of a sensor identified as 
faulty can be reconstructed using an extension of the SOM 
algorithm. These reconstructed data are validated by an ANN-
based software sensor. Experimental results using real data 
from a drinking water treatment study area demonstrate the 
effectiveness and accuracy of the approach used. 
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Abst�act—  Automated ins�ection of fab�ic �ua�ity in t�e texti�e 
indust�y is a ve�y im�o�tant tas�, in fact, it ensu�es �ood 
��oduction �ua�ity and t�e�efo�e �eads a ��ofitab�e economy fo� 
t�e com�any, unfo�tunate�y in nowadays we find t�at t�is tas� 
is a�ways done manua��y. In t�is wo�� we wi�� ��esent a met�od 
of detection and c�assification of fab�ic defects usin� ima�e 
��ocessin� and a�tificia� inte��i�ence. T �e ��o�osed tec�ni�ue 
consists of t��ee ste�s, in t�e fi�st ste� t�e co�o� (R GB) ima�es 
of fab�ic a�e conve�ted into HSV  ima�es t�en into ��aysca�e 
ima�es befo�e bein� fi�te�ed, t�e second ste� consists of featu�es 
ext�action usin� e�even statistica� indicato�s on t�e ima�es 
obtained f�om t�e fi�st ste�, t�e �ast ste� consists of usin� t�e 
su��o�t vecto� mac�ine tec�ni�ue (SV M) of t�e a�tificia� 
inte��i�ence fami�y to detect and c�assify t�e diffe�ent c�asses of 
defects. Afte� seve�a� simu�ations and a com�a�ison wit� ot�e� 
c�assifie�s, t�e tec�ni�ue �ave �ood �esu�ts. 

 

Keywo�ds— ima�e ��ocessin�, fau�t detection, texti�e indust�y, 
fab�ic fau�t, SVM c�assifie� 

I. INTRODUCTION  
P�oduction �ua�ity is one of t�e main objectives of any 

indust�y, so matc� so t�at com�anies de��oy eno�mous 
mate�ia� and �uman �esou�ces to �ua�antee �ood �ua�ity of 
t�ei� ��oducts, in t�e same context, t�e texti�e indust�y must 
a�so ensu�e �ood �ua�ity of t�e fab�ic ��oduced. 

Howeve�, we find t�at manua� ins�ection is sti�� a���ied 
today, a�t�ou�� t�is ins�ection on�y detects 70% of ��oduction 
defects. 

In cases w�e�e t�e fab�ic is basic, fau�t detection may be 
acce�tab�e, but in com��ex �atte�ned fab�ics, fau�t detection 
�emains a com��icated tas�, t�e�e is a t�ade-off in manua� 
c�ec�in� between �ua�ity and �uantity of ��oduction, in fact, 
t�e meticu�ous ins�ection of t�e ��oduct �eads to �ood �ua�ity 
but not a si�nificant �uantity and a su�e�ficia� ins�ection of 
t�e ��oduct �eads to si�nificant ��oduction but a �oo� �ua�ity. 

T�e use of automated ins�ection of fab�ic �ua�ity �as 
become essentia� to �ave �ood ��oduction �ua�ity and 
sufficient �uantity.  

In �ecent yea�s, muc� �esea�c� �as been ca��ied out on 
fab�ic ins�ection tec�ni�ues based on ima�e ��ocessin� and 
a�tificia� inte��i�ence. 
Fo��owin� t�e c��ono�o�y of t�e wo��, (ood et a�.  used t�e 
Fou�ie� �owe� s�ect�um of t�e ima�es to dete�mine ca��et 
defects [1]. Cam�e�� et a�. used t�e disc�ete Fou�ie� t�ansfo�m 
fo� e��o� detection on denim fab�ic wit� a mu�ti-�aye� 
a�tificia� neu�a� netwo�� [2]. Tsai et a�. Used t�e Fou�ie� 
t�ansfo�m-based s��e�ica� ima�e �efinement sc�eme to detect 
defects on fab�ic [3]. Sa�i-Sa��af et a�. used ed�e fusion and 

wave�et t�ansfo�m in ��e��ocessin� of ima�es [4]. K uma� et 
a� �e�fo�med Gabo� wave�et featu�e se�ection wit� a �uided 
e��o� a���oac� in detectin� fab�ic fau�ts [5]. [6] and [7] used 
dee� �ea�nin� tec�ni�ue. [8] S�a��abadi and a� used 
Convo�utiona� Neu�a� Netwo�� (CNN) based on �nown 
a�c�itectu�es suc� as A�exNet o� V isua� Geomet�y G�ou� on 
defect ana�ysis 

T�e ��o�osed met�od used t�e ima�e ��ocessin� to ��e-
t�ait t�e ima�e of fab�ic and a combination of e�even statistica� 
indicato�s to ext�act featu�es f�om t�e ima�es, afte� t�at 
�andom fo�est (RF), decision t�ee (DT), K  nea�-nei��bo� 
(K NN) and su��o�t vecto� mac�ine (SV M) c�assifie�s a�e used 
to c�assify t�e defects into diffe�ent c�asses. 

T�e f�owc�a�t of ��o�osed tec�ni�ue is  s�own in t�e 
fo��owin� fi�u�e.  

 

 

 

 

 

 

 

 

Fi�1 : F�owc�a�t of ��o�osed met�od 

II. FABRIC DEFECTS 
Fab�ic defects a�e c�ose�y �e�ated to 85% of defects obse�ved 
in t�e texti�e indust�y [9]. T�e�e a�e many ty�es of fab�ic 
defects, �a�t of t�em is caused by mac�ine ma�functions. 
Ot�e�s a�e caused by defects in t��eads o� mac�ine waste. 
waste mac�ine oi� is often wit� mana�ement a�on� t�e c�ain 
di�ection, and t�ey a�e wide and i��e�u�a�. 
        In t�is wo�� we �ave used t��ee defects and �ea�t�y 
fab�ic unde� diffe�ent cont�ast w�ic� a�e s�own in t�e 
fo��owin� fi�u�es. 

 

 
Fi�2. Hea�t�y fab�ic  
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Fi�3. Fab�ic defects  
 
T�e ima�es of (a) ��ou� simu�ate wide waste mac�ine oi� 
defect wit� diffe�ent cont�ast �eve� and in diffe�ent �osition, 
t�e ima�es of (b) ��ou� simu�ate a sma�� and c�ea� waste 
mac�ine oi� and in diffe�ent �osition, t�e ima�es of (c) ��ou� 
simu�ate a tea� defect wit� diffe�ent cont�ast �eve� and in 
diffe�ent �osition. 
(e �ave used 240 ima�es of diffe�ent fab�ic defects, 60 
ima�es fo� eac� c�ass, so we �ave fou� c�asses conside�in� 
�ea�t�y one.  

III. PROPOSED TECHNIQUE                           

A. ��e��ocessin� ima�e 
T�e co�o� R, G and B in RGB a�e a�� co��e�ated to co�o� 
�uminance. we cannot se�a�ate co�o� info�mation f�om 
�uminance. HSV  o� Hue Satu�ation va�ue is used to se�a�ate 
ima�e �uminance f�om co�o� info�mation. T�is ma�es it easie� 
w�en we a�e wo��in� o� need t�e �uminance of t�e ima�e. 
T�e Fo��owin� fi�u�e s�ows an ima�e RGB and HSV  ima�e 
co��es�ondant 
   

 
Fi�4.  RGB and HSV  Ima�e 

 
To e�iminate a�� fo�ms of c��omatic info�mation and �eave 
on�y diffe�ent s�ades of ��ay, G�aysca�e ima�e is used and 
�esu�t is s�own in t�e fo��owin� fi�u�e 

 

 
   

Fi�5.  G�aysca�e Ima�e 
 

 Befo�e t�e ste� of ext�action featu�es, we �ave used t�e 
(iene� fi�te� to fi�te� t�e ��ay ima�e and t�e �esu�t is send to 
t�e ext�action ��ase. 
 

B. Featu�es ext�action 
T�e featu�es a�e ext�acted by usin� e�even statistica� 
indicato�s on t�e a�� ima�es, t�ese statistica� indicato�s a�e 
s�own in t�e tab�e be�ow 
 
 

T ab�e 1: Tab�e statistica� indicato�s. 
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C. Su��o�t Vecto� Mac�ine (SVM) 
   
SV M is �a�t of su�e�vised �ea�nin� met�ods, is used to 
answe� �e��ession and c�assification ��ob�ems.  
its ��inci��e is to �oo� fo� a �y�e���ane w�ic� se�a�ates 
c�asses by maximizin� t�e distance se�a�atin� data �oints 
f�om t�is �y�e���ane as s�own in t�e fo��owin� fi�u�e. 
 
 
 
 
 
 
 
 
 
   
 

Fi� 6. Exam��e of Su��o�t V ecto� Mac�ine 
 
T�e o�timized �y�e���ane can be mat�ematica��y ex��essed 
as [10]. 

 Ͳ                                   (1)=�+ݔ�ݓ
 
w�e�e w is t�e vecto� of wei��ts, x is an in�ut vecto�, and b 
�e��esents t�e bias. T�e e�uations of t�e su��o�t vecto�s of 
eac� c�ass a�e �iven as : 
 

 ͳ,      fo�             di=+1+=�+ݔ�ݓ
=ͳ,      fo�            di−=�+ݔ�ݓ                -1               (2) 

 
w�e�e di co��es�onds to t�e �es�ective c�ass, i.e.,  
            di=+1 fo� c�ass A, 
 and  
            di=−1 fo� c�ass B. 
T�e o�timization ��ob�em fo� t�ainin� sam��e ൛{�,�}ൟୀଵ


    

to find t�e o�tima� �y�e���ane is �iven as 
 

∅ሺݓሻ=ଵ
ଶ

ݓ்  (3)                                              ݓ
 
Suc� as  
 
��ሺ்ݓ ݂                ,+�ሻ≥ͳݔ  �,…ʹ,ͳ=� ݎ
 
T�e fina� decision function can be obtained as fo��ows: 
 
 

ሺ݂ݔሻ=ݏ�݃ ൫݊∑ ∝,
ே
ୀଵ ሺ�் �ሻ+�൯                (4) 

 
 
w�e�e x denotes t�e in�ut vecto� to be c�assified and N is t�e  
numbe� of su��o�t vecto�s obtained in t�ainin� ��ase. T�e 
non- ne�ative �a�amete�s ∝, a�e used to define su��o�t 
vecto�s amon� in�ut vecto�s. 
T�e �inea��y non-se�a�ab�e �atte�ns a�e t�ansfo�med into a 
�i��e� dimension featu�e s�ace, usin� a ma��in� function φ  
(x), a��owin� fo� c�assification of t�e data usin� t�e �inea� 
�y�e���ane. T�e decision function in e�uation (4) can be 
modified to 

ሺ݂ݔሻ=ݏ�݃ ൫݊∑ ∝,
ே
ୀଵ ሺ�ሺ�ሻ�ሺ�ሻሻ+�൯                       (5) 

T�e inne�-��oduct �e�ne� function, defined as  �ሺݕ,ݔሻ=
�ሺ�ሻ�ሺݕሻ, is used to �educe t�e com��exity of nume�ica� 
o�timization in �i��-dimensiona� s�ace. T�e decision 
function can be u�dated as fo��ows: 
 

ሺ݂ݔሻ=ݏ�݃ ൫݊∑ ∝,
ே
ୀଵ �ሺݕ,ݔሻ+�൯                      (6) 

 
 Fo� mu�ti-c�ass c�assification ��ob�ems, t�e SV M can be 
used in a one-ve�sus-�est manne� [11], [12], [13].  
 

IV . RESULT AND DISCUSSION 
    T�e data a�e divided into two ��ou�s, 70% used fo� 

t�ainin� and 30% used fo� testin�, so we �ave 168 ima�es t�at 
wi�� be used fo� t�ainin� and 72 ima�es fo� testin�. 

T�e simu�ations �ave t�e �esu�t s�own in t�e fo��owin� 
fi�u�es. 

 
 

Fi� 7. C�assification �esu�t wit� SV M as c�assifie� 
 

 
 Fi� 8. Confusion mat�ix wit� SV M as c�assifie� 
 
      T�ese two fi�u�es above s�ow t�at t�e accu�acy is 100%, 
w�ic� means t�at t�e�e is not misc�assified defect and t�e 
tec�ni�ue is ve�y �ood. 

�y�e���ane 

Su��o�t 
vecto�s 
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To ve�ify t�e su�e�io�ity of t�e SV M c�assifie� on t�e ot�e� 
c�assifie�s, we �ave used t��ee ot�e�s c�assifie�s w�ic� a�e: 
Random Fo�est, K -nea� nei��bo� and Decision T�ee, t�e 
�esu�t is s�own in t�e fo��owin� fi�u�es: 
 

 
Fi� 9. C�assification �esu�t wit� DT as c�assifie� 

 
 Fi� 10. Confusion mat�ix wit� DT as c�assifie� 

 
 F�om t�e fi�u�es 9 and 10, we see t�at DT 
tec�ni�ue �ave an accu�acy of  95.83% w�ic� is �ess t�an t�e 
accu�acy wit� SV M as c�assifie�, t�e�e a�e on�y t��ee 
misc�assifications, t�ey we�e ��edicted in t�e fou�t� c�ass 
w�i�e t�ey be�on� to t�e second c�ass. 
 

 
Fi� 11. C�assification �esu�t wit� RF as c�assifie� 

 

 
Fi� 12. Confusion mat�ix wit� RF as c�assifie� 

 
F�om t�e fi�u�es 11 and 12, we see t�at RF tec�ni�ue �ave an 
accu�acy of 91.66% w�ic� is �ess t�an t�e accu�acy of SV M 
and DT tec�ni�ues, t�e�e a�e six misc�assifications, t�ey we�e 
��edicted in t�e fou�t� c�ass w�i�e t�ey be�on� to t�e second 
c�ass. 

 
Fi� 13. C�assification �esu�t wit� K NN as c�assifie� 

 

 
Fi� 14. Confusion mat�ix wit� K NN as c�assifie� 

 
F�om t�e fi�u�es 13 and 14, we see t�at K NN tec�ni�ue �ave 
a bad �esu�t, wit� an accu�acy e�ua� to 30.55% w�ic� is fa� 
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be�ind RF and DT tec�ni�ues, t�e�e a�e twenty-two   
misc�assifications. 
 

A.  Stabi�ity study 
To ve�ify if t�e SV M tec�ni�ue �ives a�ways t�e best �esu�t, 
we �ave done fifteen ex�e�iences wit� t�e diffe�ent 
tec�ni�ues and we �ave com�uted t�e mean, and t�e standa�d 
deviation of t�e accu�acy fo� eac� c�assifie�, t�e �esu�t is 
s�own in t�e fo��owin� tab�e 

 
Tab�e 2: C�assification �esu�t 

 
 SV M DT  R F  K NN 

Mean 97.50 95 95.27 22.96 
Std 3.07 4.22 3.47 4.16 

 
F�om t�e tab�e, we can see t�at t�e DT is not stab�e even it 
�ad a �ood accu�acy in t�e fi�st simu�ation, we �ema�� a�so 
t�at t�e SV M is stab�e and �as bette� accu�acy t�an t�e ot�e� 
tec�ni�ues as s�own in t�e fo��owin� fi�u�e    

Fi� 15. V a�iation of t�e accu�acy of t�e a�� c�assifie�s 
 
T�e fi�u�e 15 s�ows t�at SV M c�assifie� �ives t�e best 
accu�acy and is stab�e t�an t�e ot�e� c�assifie�s, t�e second 
�ood c�assifie� is DT wit� a �ood accu�acy but not stab�e 
fo��owed by RF and fa� be�ind by K NN. 

V . CONCLUSION 
Fab�ic fau�t is becomin� inc�easin��y im�o�tant 

t��ou�� time because of t�e fast deve�o�ment of indust�ies. 
T�is is to �e�� com�any to �ave �ood �ua�ity and ��ofitab�e 
economy. In s�ite of t�e ��eat inte�est t�is fie�d �as �ained, 
on�y a �itt�e focus was devoted fo� automated fab�ic fau�t. In 
t�is �a�e�, an automated fab�ic ins�ection met�od based on 
ima�e ��ocessin� and SV M c�assifie� is ��o�osed to detect 
and c�assify fab�ic fau�t. T�e effectiveness of t�e ��o�osed 
met�od is va�idated by �eco�nizin� 3 fau�t ty�es of fab�ic. 
Com�a�ed wit� ot�e� existin� c�assification met�ods, t�e 
obtained simu�ation �esu�ts usin� SV M c�assifie� indicate t�at 

t�e ��o�osed met�od ��ovides an a�te�native way fo� 
automated ins�ection of fab�ic fau�t. 
Unde� t�e ��emise of t�e same in�ut, t�e SV M c�assifie� is 
a�ways �i��e� t�an t�at of DT, and t�e c�assification effect is 
bette�. By com�a�in� wit� RF and K NN, t�e ��o�osed 
met�od �as �i��e� c�assification accu�acy and can be bette� 
used fab�ic fau�t ins�ection. 
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The aim of this project is to focus on a category that has a 

significant presence in society: the blind. Where it has been 

forgotten that this category is full of life, and hopes. The visually 

impaired remain marginalized in society, which fails to 

recognize their skills and enable them to succeed in various 

fields, particularly in their studies. Our study focuses on the 

realization of a sound traffic light and smart glasses using a 

microcontroller. We were able to design our pedagogical circuit 

according to the performance requirements. This study enabled 

us to design a system suitable for the visually impaired, and to 

choose the appropriate components. We wrote the code in the 

Arduino Uno program, then simulated it in the program (ISIS), 

and finally carried out simulations on a real model. 
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I. INTRODUCTION 

    Blindness is a highly widespread impairment among 
people all over the world. Worldwide, 285 million people 
are visually impaired, 39 million are blind, and 246 have low 
vision, according to the World Health Organization 
(WHO). Around 90% of people who are blind or visually 
impaired reside in developing nations. [1] Vision impairment 
or blindness may be caused by several reasons, such as, 
cataract (94 million), unaddressed refractive error (88.4 
million), glaucoma (7.7 million), corneal opacities (4.2 
million), diabetic retinopathy (3.9 million), trachoma (2 
million), and others. [2]  
 Blindness is a curse for those who are in need. They require 
assistance with all daily tasks and walking outside. In order 
to make them independent and free from the curse of 
blindness, a method is thus described in the paper. 
Several solutions exist to such problems, but in our project, 
we focused on traffic accidents and loss rates for the blind, 
we found a solution to these issues by creating an audio traffic 
light and smart glasses that help them to cross the road safely 
and adapt to their surroundings easily. 
This paper presents a method designed to assist visually 
impaired individuals through the use of smart glasses 
equipped with ultrasonic sensors. The proposed system aims 
to enhance environmental accessibility and independence for 

blind individuals. The technology can detect objects within a 
specific range, and provide guidance and alerts to help users 
navigate their surroundings safely. The ultrasonic smart 
glasses are designed to sense objects within a distance of one 
meter. If an object is detected within this range, the system 
alerts the user and guides them to avoid obstacles. 
In addition, it is equipped with a GPS system that minimizes 
lost-and-found accidents.  
The smart glasses have an infrared sensor that is fully 
connected to the audio traffic light. As soon as the wearer 
reaches the crossing area, he receives a signal from the 
glasses to wait until he hears the traffic signal saying, “The 
color is green, so you can cross.” The sound traffic light will 
help blind people to cross safely and boost their self-
confidence. 
This method has been tested with visually impaired 
volunteers, demonstrating its effectiveness in helping users 
identify and verify items independently. 

 

II. LITERATURE SURVEY 

    The prevalence of blindness and visual impairment is a 
major global concern affecting millions of individuals and 
leads to significant challenges in activities of daily living. 
This paper presents the design of an acoustic traffic light and 
ultrasonic smart glasses aimed at enhancing the independence 
and safety of blind individuals. 
The acoustic traffic light is equipped with a high-quality 
loudspeaker that can alert the blind to stop or cross, 
When the color is red for pedestrians, the traffic light sounds 
“Stop, the color is red”.  
 When the color is green for pedestrians, the traffic light 
sounds “You can cross now. The color is green.” 
The smart glasses are equipped with ultrasonic sensors that 
detect obstacles within three-meters range and provides audio 
feedback to the user in real time. 
This system aims to improve spatial awareness and 
navigation for blind users, facilitating safe navigation in 
different environments. It involves the development process 
includes the integration of sensors and microcontrollers, 
along with the development of software for obstacle detection 
and sound output. The glasses have an infrared sensor 
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connected to an audio traffic signal, so that when the wearer 
reaches the crossing area, they receive an audio message from 
the glasses to wait. 
Initial tests indicate that the system is effective in real-world 
scenarios, demonstrating its potential to reduce dependence 
on assistance and improve the quality of life for the visually 
impaired. 
People with low vision face many challenges in mobility and 
daily tasks, often requiring constant assistance. This study 
explores the development of low-cost ultrasonic smart 
glasses designed to provide a practical and affordable 
solution for the blind. The glasses incorporate an ultrasonic 
sensor that continuously scans the surrounding environment 
for obstacles and delivers audio signals to the user via a built-
in speaker.  
The system is controlled by an Arduino microcontroller, 
ensuring a cost-effective approach without compromising 
functionality. The design focuses on affordability, ease of use 
and reliability, making it accessible to the widest possible 
population. 
 User experiments revealed that the glasses effectively 
enhance spatial awareness and independence, proving to be a 
viable tool to improve mobility and reduce the need for 
external support for visually impaired individuals. In case of 
vision loss, the GPS system will be activated, making it easier 
for the blind person's relatives to easily reach them via their 
GPS app, and this app will be downloaded to the smartphone 
of one of the blind person's relatives, thus connecting to the 
glasses. 
Navigational challenges significantly affect the independence 
of visually impaired individuals, often requiring assistance 
for safe and efficient movement. This paper presents a model 
for the development of traffic lights by making them 
acoustically oriented for blind people to help them navigate 
safely and sensitize society to the need to pay attention to this 
group, this paper also presents advanced smart glasses using 
ultrasonic sensors and a microcontroller to help visually 
impaired users. The system uses sensor fusion techniques and 
machine learning algorithms to detect and accurately classify 
obstacles, while providing haptic and auditory feedback to 
guide the user. The glasses are designed to be lightweight and 
easy to use, with a focus on enhancing user safety and 
confidence in different environments. Extensive testing and 
user feedback have proven that smart glasses improve 
mobility and reduce dependence on assistance, representing 
a meaningful advancement in assistive technology for the 
visually impaired. [3] 

 

III. OBJECTIVE  

 The main objective of our present work is to provide a 
reliable, solution for a blind people which would help them 
to move almost like any other normal pedestrian. It consists 
of developing a traffic signal by adding sound and producing 
smart glasses for the blind to help them adapt to daily life and 
provide them with safety and protection, in addition to the 
ability to locate the location of the glass’s holder in relation 
to relatives to stay informed. Developing smart systems that 
allow blind people to recognize obstacles and directions by 
converting information into audio signals, enabling them to 
navigate more confidently and safely. 
This system will serve as a third eye for the blind. 

IV. COMPONENTS  

To facilitate the adaptation of visually impaired 
individuals to daily life, a team decided to develop smart 
glasses connected to an audio traffic light that includes 
different components. These components were selected after 
thorough research and aligned with the project’s objectives, 
we used : 

• Red light module 
• ISD1820 voice recording module 
• Arduino UNO 
• IR emitting LED 
• Arduino NANO 
• GRY infrared sensor 
• Buzzer 
• HCSR04 ultrasonic sensor 
• Vibration motor 
•  Mini GPS GF-07 Magnetic 

a) Firstly, for the traffic light audio 

1. ISD1820 voice recording module 

ISD1820-based voice recorder module for recording and 
playback of sound from 8 to 20 seconds. 
Microphone and 0.5 W loudspeaker included, this module 
can be used on its own or connected to the digital output of 
an Arduino compatible board. Controls: recording, playback, 
loop playback. 

2. Arduino UNO 

The Arduino UNO board is an open-source microcontroller 
(ATmega328 clocked at 16 MHz), which can be used to 
interactively control a system using a program defined and 
stored in its memory. This board is based on a simple 
input/output interface, enabling it to be connected to a 
computer or to be powered. It can be programmed using 
Arduino software. It offers 14 digital input/output pins , 6 of 
which can generate PWM (Pulse Wirth Modulation). 

3. IR emitting LED 

An infrared (IR) emitting LED is a light-emitting diode 
designed to emit light in the infrared spectrum. 

b) Secondly, the smart glasses 

1. GRY infrared sensor 

Infrared radiation is part of the electromagnetic spectrum and 
includes visible light, radio waves, ultraviolet rays and 
gamma rays. Sensors, called IR sensors, detect this radiation. 
An infrared transceiver emits a beam of infrared waves 
which, when it strikes an object, is reflected and picked up by 
a receiver. The receiver converts the reflected waves into an 
electrical signal, which is analyzed to determine information 
such as the presence or distance of the object. 

2. HCSR04 ultrasonic sensor [3] 
Ultrasonic sensors utilize ultrasonic waves to measure 
distance. They emit ultrasonic waves that 
bounce back to them after hitting an object, allowing the 
ultrasonic sensor to determine the distance to 
the object. These sensors can sense distances from 2 to 450 
cm. 

3. Arduino NANO 

is an open-source microcontroller board based on the 
Microchip ATmega328P microcontroller (MCU). It offers 
the same connectivity and specifications as the Arduino Uno 
board in a smaller 
format. The Arduino Nano is equipped with 30 male I/O 
connectors, and can be programmed using Arduino software. 
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The board can be powered by a mini-USB type B cable or by 
a 9 V battery. 

4. Mini GPS GF-07 Magnetic 

The GF-07 GPS module is a compact and efficient tracking 
device that uses GPS technology to locate vehicles, objects or 
people. 

 

V. PROPOSED MODEL 

Blind as a special group in society, the needs of society to 
give them more care and attention, so that they are better able 
to live independently. However, how safe walking blind life 
is the biggest problem. Traditional navigation device mostly 
blind cane, blind by tapping the ground or walking around the 
object to determine the direction, the structure is simple, 
single function, easy to use, but the secondary effect is not 
very obvious, in fact, will encounter many problems when 
using the blind such as poor road conditions, uneven, hanging 
in front of obstacles, ordinary cane cannot be proven 
accurate, such a serious impact on the safety of blind 
travelers. 
A smart ultrasonic glasses for blind people comprises of a 
pair of wearable glasses, ultrasonic sensors for detection of 
obstacles in the way of blind man, a buzzer to give the sound 
as per the direction of the obstacle from the man, a central 
processing unit comprising of Arduino NANO which takes 
the information from the sensor about the obstacle distance 
and processes the information according to the coding done 
and sends the output through the buzzer, power supply is 
given to the central unit which distributes the power to 
different components. The sensor is mounted in between of 
the top bar and bridge present in optical glasses as shown in 
the figure. All the components are connected to the central 
unit using single strand copper wires and the power is given 
to the central unit using a USB cable. 
The best sensors that can be used will be ultrasonic sensors 
because ultrasound is a strong point, the energy consumption 
of slow wave propagating in the medium relatively far 
distance. Therefore, often it is used to measure the distance 
over big length. At the same time, ultrasound for the object in 
the dark, dust, smoke, electromagnetic interference, toxic and 
other harsh environments have a certain ability to adapt, with 
a wide range of applications. 
According to claim 1, as the blind man goes closer to the 
obstacle the distance sent by the sensors to the central unit 
will decrease. Hence the beeping of the buzzer will take 
shorter intervals and hence the beeping will be faster. But as 
the man will go far away the beeping will take long intervals 
and hence decrease. 
At present, many of the navigation device using seeing-eye 
guide dogs, guide dogs by seeing some extent, although the 
trip to ensure the safety of the blind. But there are still some 
problems, training a guide dog larger difficulty, generally 
have to spend 3-6 months, training a skilled guide dogs will 
need to spend about two years, with dog the daily life of 
consumer spending, the cost it takes to reach the million, 
while the limited life cycle of guide dogs. 
The glasses will carry a small GPS device placed to the left 
of them, this device is connected to an application in the 
phone of a blind relative in case of loss, the glasses holder 
will be found without any effort or cost and as soon as 
possible. The glasses also contain an infrared sensor placed 

on the front of the glasses, this part is the first transmitter, 
while the other part is placed on the traffic light, as soon as 
the holder of the glasses arrives at the crossing area, infrared 
rays are emitted from the glasses to the sensor part in the 
traffic light, when it receives it, it also emits a ray, so the blind 
person receives an audio warning to stop, that is, he has 
reached the crossing area. This process happens in a very 
short period of time. 
According to claim 5, the ultrasonic glasses according to 
specifications mentioned in claim 1 are very cheap resulting 
in a very cheap device affordable by all. These smart glasses 
are very easy to use and very simple to understand. If a blind 
uses it for 2-3 times, then he/she will understand the working 
and can handle it easily. 
Now we will talk about the fixed part of our project, which is 
the audio traffic light, we made a small model of the traffic 
light, we added a high-quality speaker to it and inserted an 
audio recording into its memory ISD1820 (voice recording 
module), the latter is connected to the colors of the pedestrian 
traffic light. When the color is red, the recording plays and 
the blind person receives the voice message “Wait, the color 
is red”. 
When the color is green, the recording plays “You can cross, 
the color is green.”  
This way they can cross independently and safely, in addition 
to the glasses part that we talked about earlier. This step will 
be very important for the blind as it will further sensitize the 
community to the need to take care of this group in various 
fields. 

VI. PROPOSED PROTOCOL 

In this protocol sensor find out the object from distance, if it 
found within 3 meters then it gives sound and aware the user. 
Also, if it more nearer it give more sound effect. 

a. Field of Invention [5] 

There has always been a need for the person with disability 
to live a normal life and get opportunity to excel in the world. 
There have been many inventions so far to bring such peoples 
on the same grounds like others. Some have failed but some 

 

147 FT/Boumerdes/NCASEE-24-Conference



have made it well. The science and technology in today’s 
world has always tried to serve the mankind in the health and 
safety field and same is the motto of this project. 

b. Description of the invention 

Our project offers a service and a product As for the 
service, we would like to provide a service that consists of an 
audio traffic signal for the blind and visually impaired, 
providing them with the ultimate protection for crossing the 
road.   

As for the product, we would like to provide smart glasses 
that provide adequate protection for the blind by providing 
features that the blind or visually impaired lack, which 
minimizes the accidents and damages that he is exposed to 
daily.   

The glasses also add security for the parents of the blind 
by sending their location. 
This device is very easy to use and very simple to understand 
this makes it user-friendly. Also, it is very cheap thus 
affordable. 

 In other words, the project focuses on developing 
innovative solutions to improve the daily lives of blind 
individuals by integrating advanced technologies. Key 
initiatives include creating smart glasses equipped with 
sensors to help users recognize obstacles and navigate safely 
through audio signals. The glasses will also feature GPS 
tracking to allow relatives to locate the user and an interactive 
audio map to provide directions and information about nearby 
locations, such as restaurants. Additionally, the project aims 
to design an audio-based traffic signal system offering clear 
voice directions to enhance safety. Emphasis is placed on 
battery efficiency to ensure prolonged usage and reliability. 
Collaboration with organizations, government agencies, and 
technical developers is a cornerstone of the project to deliver 
integrated and sustainable solutions. 

c. Diagram and Description 

The Obstacle detection module and the output device is 
connected to the processing unit. The power supply is used to 
supply power to the central processing unit. The obstacle 
detection module basically consists of an ultrasonic sensor, 
processing unit consist of a control module and the output unit 
consists of a buzzer. The control unit controls the ultrasonic 
sensors and get the information of the obstacle present in front 
of the man and processes the information and sends the output 
through the buzzer accordingly. 

1. Block Diagram of the Smart Glass 

Description 

The diagram shows an integrated system using an Arduino 
Nano as the main controller, powered by a power bank. 
Several sensors and actuators are connected to the Arduino to 
create a working device. 

An ultrasonic sensor measures the distance to obstacles 
and triggers a vibration motor to provide haptic feedback 
when an obstacle is approached. An infrared sensor detects 
blind people near a transmitter connected to a traffic light and 
triggers a buzzer. In addition, a small GPS module provides 

real-time location data that is sent to the mobile phone 
application for tracking. 

1. Block diagram of the audio traffic light system 

 

 

Description 

The diagram illustrates an electronic system consisting of 
a number of components linked together for integrated 
operation. The system uses an Arduino Uno microcontroller 
as the central control unit. The red-light module, connected to 
an infrared (IR) emitting LED and a voice recording module 
for recording voice messages, and also connected to the 
Arduino Uno, lights up when the light is red, allowing the 
blind person to cross the street in complete safety. The IR LED 
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used for person detection is synchronized with the red-light 
module. 

 

VII. RESULT ANALYSIS 

A. This is a simulation of a traffic light with an    
  ISD1820 voice recording module in ISIS, combining 

hardware and software to manage traffic lights and emit voice 
messages.  

We connected the LEDs to the Arduino's digital pins, and 
used resistors to limit the current. 

And the ISD1820 component is connected to the Arduino 
visa the (REC) pins and powered by the Arduino's 5V and 
GND pins. 

 

Figure.2 Simulation of a traffic light with a voice message. 

 

B. This protocol is a microcosm of an audio traffic  

   signal supported by a loudspeaker and an audio 
recording, When the color is red, the recording plays and the 
blind person receives the voice message “Wait, the color is 
red”. 

When the color is green, the recording plays “You can 
cross, the color is green.” 

 

 

Figure3.   Image shows the rrototype of sound traffic light 

C. In this protocol when find object but distance greater 
than 3 meters then it not senses, if distance less than 300 cm 
then it senses and create sound. When the distance between 
object and user are closer then sound effect is high gradually. 

Figure.3 Sensor Implementation 

 

D. This invention holds a GPS device that has its own  
app downloaded on a smartphone 

Figure.4 GPS app 
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E. This part is the link between the glasses and the  
voice traffic signal. Both consist of an infrared sensor that 
activates when the wearer reaches the crossing area and 
automatically receives a voice message from the glasses 
telling them to stop. 

Figure 5. Realization of the global solution for our project 

 

VIII. CONCLUSION 

 In conclusion, this project represents a major step in 
the field of technological assistance for blind and partially-
sighted people. Through the development of the traffic light 
audio and smart glasses, it meets an essential need improving 
the autonomy and safety of the visually impaired. The audible 
light enables the visually impaired to cross the road in 
complete safety, by transforming light signals into audible 
signals, while the smart glasses offer navigation assistance by 
detecting obstacles and improving perception of the 
environment. The use of Arduino Uno and Nano boards has 
enabled the design of an accessible, modular prototype, 
paving the way for affordable, scalable solutions. This project 
shows the importance of innovation in creating solutions that 
are not only physical but also. intelligent, responding to the 
specific needs of users, with the integration of a mobile 
application and GPS, making the system even more adapted 
and effective. In short, this work proves that simple, accessible 

technologies can transform the daily lives of visually impaired 
people, offering them greater independence and safety. 
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Abstract—This paper presents a novel framework for efficient
multi-view video encoding based on MV-HEVC, utilizing Dy-
namic Viewpoint Adaptation (DVA) with two strategies: Adaptive
Alignment Estimation (AAE) and Hierarchical Encoding Ad-
justment (HEA). AAE refines alignment parameters to improve
inter-view prediction and reduce redundant computations, while
HEA optimizes resource allocation by prioritizing key views.
Implemented on HTM 16.2, experimental results with six HD-
MVV sequences show a reduction in encoding time by up to
29.26% with minimal impact on rate-distortion performance.
The proposed framework offers substantial computational sav-
ings, making it suitable for real-time applications in resource-
constrained environments.

Index Terms—MV-HEVC, Coding Complexity, Adaptive Esti-
mation, Hierarchical Adjustment.

I. INTRODUCTION

Immersive multimedia applications, such as virtual real-

ity (VR), 3D video streaming, and free-viewpoint television

(FVV), are revolutionizing the domain of digital video tech-

nologies. These applications depend on the seamless com-

pression and transmission of multi-view video sequences,

where content is captured from multiple viewpoints to create

interactive and realistic user experiences. At the core of these

advancements lies the Multi-View High Efficiency Video Cod-

ing (MV-HEVC) standard [1], an extension of HEVC, which

achieves remarkable compression efficiency by leveraging both

temporal and inter-view correlations.

MV-HEVC provides significant compression gains com-

pared to conventional single-view or multi-view solutions by

incorporating advanced coding structures, including disparity-

compensated prediction and inter-view residual prediction as

shown in Fig.1 . This makes it a foundational technology for

applications such as immersive teleconferencing, 3D gaming,

and UHD 3D video delivery [2]. However, the encoding

process faces substantial challenges arising from the compu-

tational complexity of processing multi-view sequences.

The complexity of MV-HEVC encoding stems from vari-

ations in camera configurations, viewing angles, and scene

depth across multiple views, as shown in Fig.2 . These factors

introduce inconsistencies between dependent views, compli-

cating the alignment of corresponding regions. In high-motion

scenes or sequences with significant viewpoint disparities,

this misalignment is further exacerbated, leading to increased

Fig. 1. MV-HEVC Encoding Concept.

Fig. 2. Multi-view Video with 6 Views.

computational demands for disparity and motion estimation.

Such inefficiencies hinder real-time implementation and limit

the scalability of MV-HEVC in computationally constrained

environments.

Traditional MV-HEVC encoding approaches adopt static

processing frameworks that fail to adapt to the specific char-

acteristics of individual video sequences. Consequently, these
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methods often result in suboptimal performance, particularly

for sequences exhibiting non-standard motion patterns, varying

inter-view dependencies, or atypical scene dynamics. This lim-

itation becomes increasingly critical as immersive applications

expand to encompass diverse content types and operational

conditions. Previous research has explored various methods to

address these challenges. For instance, one approach focuses

on reducing the computational complexity of the HEVC en-

coder by selecting the best motion vector correlation among

different prediction modes. This method, applicable indepen-

dently on different views of the MV-HEVC, results in an

average 20% reduction in motion estimation encoding time.

However, this technique is limited to the simulcast prediction

structure of MV-HEVC. Additionally, G. Jiang et al. proposed

a perceptual distortion threshold model (PDTM), which aims

to reduce the complexity of the dependent view by terminating

unnecessary mode selection through a threshold comparison

of the sum of squared errors (SSE). This method achieved a

52.9% gain, but it is focused solely on the dependent view

[3], [4].

In this paper, the proposed framework integrates two key

strategies: Adaptive Alignment Estimation (AAE) and Hierar-

chical Encoding Adjustment (HEA). AAE dynamically refines

alignment parameters based on motion characteristics and

viewpoint variations to reduce redundant computations and

enhance inter-view consistency. HEA prioritizes computational

resources for key views while minimizing redundancy in de-

pendent views, ensuring an optimal balance between encoding

efficiency and computational complexity. Experimental results

show that the proposed approach significantly reduces encod-

ing time, up to 29.26%, without compromising rate-distortion

performance, making it ideal for real-time applications and

systems with stringent computational constraints.

The rest of this paper is organized as follows: Section 2

outlines the technical details of the proposed DVA framework,

while Section 3 describes the experimental setup and results.

Section 4 provides an in-depth discussion of the findings, and

Section 5 concludes the paper with potential directions for

future research.

II. ENHANCING MULTI-VIEW CODING: CHALLENGES AND

OPPORTUNITIES IN INTER-VIEW PREDICTION

The demand for efficient video compression has grown

with the advent of UHD and 3D video applications, requiring

encoding frameworks capable of addressing diverse spatial

and temporal redundancies. High-Efficiency Video Coding

(HEVC) has introduced innovative structural features, includ-

ing larger block sizes and a flexible quad-tree-based parti-

tioning architecture. These features enable efficient coding of

video frames through hierarchical divisions into Coding Units

(CUs), Prediction Units (PUs), and Transform Units (TUs).

However, HEVC’s traditional design does not directly account

for redundancies present in multi-view video sequences, par-

ticularly those arising from inter-view correlations.

The MV-HEVC extension addresses this gap by introducing

inter-view prediction mechanisms alongside standard inter-

frame and intra-frame prediction. This layered structure en-

ables the efficient encoding of dependent views by exploiting

inter-view similarities. The key innovation lies in Disparity

Compensated Prediction (DCP), which utilizes disparities be-

tween adjacent views to infer motion information and reduce

redundant encoding operations. Unlike Motion Compensated

Prediction (MCP), which operates within a single view, DCP

incorporates cross-view dependencies to enhance compression

performance. Despite these advancements, significant chal-

lenges remain in optimizing MV-HEVC for varying scene

complexities and view configurations.

To assess the efficiency of MV-HEVC’s inter-view pre-

diction mechanism, an experimental analysis was conducted

employing a diverse set of multi-view video sequences [5].

These sequences, detailed in Table I, were selected to represent

a broad range of real-world encoding scenarios, varying in

resolution, frame rate, and camera spacing. The evaluation

focused exclusively on the IP structure (two views). Coding

efficiency was analyzed to understand the influence of this

configuration on performance. The findings, as summarized in

Table II, provide the following key insights:

1) Strong Redundancies in Adjacent Views: Inter-view

prediction demonstrates high efficiency for adjacent

views, with Coding Unit (CU) utilization rates exceeding

40% for many sequences, such as Dog and Kendo. This

highlights the substantial redundancies present between

neighboring views, which can be effectively exploited to

minimize encoding complexity.

2) Performance Degradation for Distant Views: As the

distance between views increases, inter-view CU rates

decline, reflecting the reduced correlation between non-

adjacent views. For instance, CU rates for distant views

in the Sharek sequence drop by nearly 30% compared to

adjacent views. This underscores the limitations of tra-

ditional DCP approaches in handling larger disparities.

3) Resolution and Content Dependencies: High-

resolution sequences, such as Sharek (1920×1088),

exhibit significantly higher inter-view prediction rates

compared to lower-resolution sequences. Additionally,

content-specific characteristics, including motion

dynamics and texture complexity, influence the

efficiency of inter-view prediction.

The diminishing CU rates with increasing view distances

expose critical challenges in disparity estimation and motion

prediction. Disparities caused by varying camera angles intro-

duce offsets between views, as illustrated in Fig. 3.

These offsets complicate block matching processes, particu-

larly in scenes with high motion or complex textures. Existing

disparity estimation techniques struggle to maintain precision

in such scenarios, leading to inefficiencies in CU utilization

and increased computational overhead.

Based on these challenges, the next section introduces the

proposed algorithm, which aims to address these limitations

by enhancing inter-view prediction accuracy and optimizing

computational efficiency.
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TABLE I
HD MULTI-VIEW VIDEO SEQUENCES EMPLOYED IN EXPERIMENTAL ASSESSMENT

Sequences Resolution Frames Frame
Rate (fps)

Cameras
spacing (cm)

Champagne-tower 1280x960 300 30 Stereo

Panatomim 1280x960 300 30 Stereo

Dog 1280x960 300 30 Stereo

Balloons 1024x768 300 30 5

Kendo 1024x768 300 30 5

Sharek 1920x1088 300 30 Stereo

TABLE II
PROPORTION OF PREDICTED UNITS BASED ON SHIFTED SEGMENTS

Dependent Views

Sequences View 1 View 2 View 3 View 4 View 5 View 6

Champagne tower 0.60 0.72 1.32 2.17 2.89 4.08

Pantomim 0.79 1.17 1.58 1.70 2.80 3.69

Dog 1.18 2.79 3.66 4.47 4.66 5.18

Balloons 2.75 3.22 3.31 4.88 6.43 9.92

Kendo 1.08 1.77 4.47 5.01 6.09 7.2

Sharek 0.03 018 0.40 0.68 0.84 0.95

Fig. 3. Inter-view offsets between two views.

III. OPTIMIZED VECTOR ADJUSTMENT FOR IMPROVED

INTER-VIEW CODING EFFICIENCY IN MV-HEVC

This paper introduces a novel Dynamic Viewpoint Align-

ment (DVA) framework that enhances the efficiency of MV-

HEVC encoding by integrating sequence-specific optimiza-

tions. The proposed framework incorporates two complemen-

tary strategies to dynamically adjust encoding processes while

reducing computational overhead:

1) Adaptive Alignment Estimation (AAE): A dynamic

adjustment mechanism that tailors alignment parameters

to the motion characteristics and viewpoint variations

within each sequence. By refining the alignment process

based on content-specific features, AAE effectively re-

duces redundant computations and enhances inter-view

consistency. This approach integrates an initial analysis

of inter-view similarities, focusing on shifted regions to

eliminate offsets caused by camera angle variations. By

prioritizing alignment for these relevant regions, redun-

dant processing is minimized, and disparity estimation

becomes more efficient. The elimination of these offsets

not only simplifies the block matching process but also

ensures that disparity estimation aligns accurately with

the base view. The content-aware adjustments ensure

that each view’s unique characteristics, such as motion

intensity and view spacing, are taken into account, lead-

ing to more accurate predictions and better utilization

of computational resources. Fig. 4 illustrates this step,

highlighting the elimination of offsets and the alignment

process between views.

Fig. 4. Eliminating Inter-view Offsets.

2) Hierarchical Encoding Adjustment (HEA): A multi-

layered optimization strategy that prioritizes computa-

tional resources for key views while minimizing redun-

dancy in dependent views. The HEA approach ensures

efficient resource allocation, carefully balancing com-

pression efficiency and computational complexity. By

focusing resources on the most critical views—typically

the central or most significant ones—this strategy re-

duces unnecessary processing for less influential views,

leading to a more efficient use of computational power.

This hierarchical structuring aligns well with multi-view
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video sequences, where certain views are more crucial

for maintaining visual quality and user experience , as

shown in Fig.5.

Fig. 5. Decreasing the Search Window Size.

3) Earlier Coding Unit (CU) Splitting and Adaptive

Search Window (ACUS): A critical enhancement to

motion estimation and disparity reduction, this approach

combines an earlier decision for CU splitting with an

adaptive search window. By predicting and adjusting

the CU splitting earlier in the encoding process, the

framework significantly reduces the computational cost

typically incurred during motion estimation, especially

for dependent views, as shown Fig. 6. Additionally, the

adaptive search window limits the area of motion search

based on the inter-view similarities, narrowing down the

focus to the most relevant regions. This method ensures

a reduction in search time while maintaining accuracy

in motion and disparity estimation, resulting in faster

processing and reduced overall complexity.

Fig. 6. Reducing the computation time of ADE.

The DVA framework is designed to operate effectively across

a wide range of multi-view video sequences, addressing the

unique demands of various immersive applications. By inte-

grating content-aware adaptations into the encoding pipeline,

the proposed approach achieves substantial reductions in com-

putational complexity while preserving compression quality.

This makes it particularly suitable for real-time applications

and systems with stringent computational constraints. Exper-

imental validation demonstrates the robustness of the DVA

framework across diverse multi-view video datasets, showcas-

ing significant reductions in encoding time while maintaining

competitive rate-distortion performance. The proposed strate-

gies pave the way for scalable, efficient, and adaptive multi-

view video compression systems, aligning with the growing

demands of next-generation immersive multimedia applica-

tions.

IV. EXPERIMENTAL RESULTS

The proposed Dynamic Viewpoint Adaptation (DVA)

framework was implemented on the MV-HEVC reference

software, HTM version 16.2. The experimental evaluation

utilized six high-definition multi-view video (HD-MVV)

sequences—Champagne-lower, Panatomim, Dog, Balloons,

Kendos, and Sharek—as outlined in Table I. These sequences,

captured using a linear camera arrangement with seven views

per sequence, provided a diverse dataset for testing. Encod-

ing was performed using quantization parameter (QP) values

ranging from 25 to 40, enabling a comprehensive analysis

of the framework’s performance across varying levels of

compression.

All simulations were conducted under the standard condi-

tions defined by the JCT-3V common test configuration (CTC)

[6], ensuring consistency and reproducibility. The parameters

used for encoding are summarized in Table III.

TABLE III
ENCODER CONFIGURATIONS

Setting Value

Prediction Structure IP and PIP

GOP length 8

Intra period 24

Coding tree block 64x64 pixels

CU depth level 4

Search range Variable (4,8,12 and 16)

Entropy coder CABAC

The evaluation focused on three key performance metrics:

percentage change in encoding time elta time ∆time (%),

percentage change in bitrate ∆Bitrate (%), and change in

peak signal-to-noise ratio ∆PSNR (dB), calculated using

Eq.1. Here, the results of the proposed framework (DVA) are

compared against the baseline performance of HTM.

gain =
Proposed−HTM

HTM
(1)

Table IV provides a detailed comparison of the results

achieved by the DVA framework, incorporating AAE and

HEA, against the HTM reference software for two selected

views, V-0 and V-1. The findings demonstrate that the pro-

posed method achieves a significant reduction in total encoding

time, ranging between 20.37% and 29.26% for a QP value of

25 across the six tested multi-view video sequences. As the

QP value increases, the time savings become more pronounced

due to changes in the depth levels of Coding Units (CUs)

and the corresponding adjustment of the search window size.

However, higher QP values result in larger CUs, which slightly

affects encoding quality. The size of the search window also

decreases as QP increases, further contributing to computa-

tional efficiency but potentially impacting the precision of

motion and disparity estimation.

The variations in time across different sequences, as shown

in Table IV, can be attributed to unique sequence charac-

teristics and the spacing of the camera setup. For instance,

sequences such as ”Kendos” and ”Balloons,” which have
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TABLE IV
EXPERIMENTAL RESULTS IN COMPARISON WITH THE HTM ENCODER USING THE IP PREDICTION SCHEME

Sequences QP ∆T ime ∆PSNR

Champagne tower 25 -26.87 1.39 -0.05
30 -30.82 1.17 -0.03
35 -35.05 1.02 0.02
40 -38.11 0.89 0.02

Pantomime 25 -29.26 1.79 -0.09
30 -33.06 1.53 0.00
35 -37.17 1.36 -0.03
40 -40.07 1.23 0.07

Dog 25 -24.53 1.27 -0.07
30 -28.26 1.09 0.02
35 -32.25 0.98 0.01
40 -35.12 0.88 0.04

Balloons 25 -20.37 0.89 -0.05
30 -24.49 0.73 -0.03
35 -28.91 0.63 -0.02
40 -31.93 0.55 0.02

Kendo 25 -23.03 1.02 0.01
30 -27.47 0.82 0.07
35 -31.56 0.69 -0.01
40 -34.47 0.59 0.02

Sharek 25 -26.54 1.22 -0.04
30 -30.45 0.98 -0.03
35 -34.68 0.80 -0.05
40 -37.74 0.66 0.00

Average 25 -23.31 1.04 -0.02
30 -27.47 0.84 0.00
35 -32.73 0.70 -0.02
40 -34.71 0.60 0.01

relatively smaller distances between cameras, show less time

improvement compared to sequences with wider camera ar-

rangements. Despite these differences, the proposed frame-

work maintains a negligible impact on rate-distortion (RD)

performance, as evidenced by the minimal changes in PSNR

and Bitrate recorded in Table IV. These results highlight

the framework’s ability to deliver significant reductions in

computational overhead without compromising compression

efficiency, making it particularly suitable for real-time multi-

view video systems.

V. CONCLUSION

In this work, we proposed an optimized MV-HEVC frame-

work that significantly reduces computational complexity

while maintaining high compression efficiency. The integration

of Adaptive Alignment Estimation (AAE) and Hierarchical

Encoding Adjustment (HEA) leads to a substantial reduction

in encoding time, improving the feasibility of real-time ap-

plications such as virtual reality and 3D video streaming.

Experimental results confirm that the proposed method of-

fers an efficient solution for the challenges of multi-view

video compression, demonstrating competitive rate-distortion

performance. Future work will focus on further enhancing

the motion and disparity estimation processes and exploring

advanced machine learning techniques for dynamic encoding

adjustments.
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Abstract—In the context of crisis management, the ability to
efficiently process and summarize vast amounts of information
is crucial for timely decision-making. This thesis presents an
innovative approach to Automatic Text Summarization (ATS)
designed to assist stakeholders in navigating complex datasets.
We developed a query-based multi-document summarization
system that extracts the most relevant information from extensive
collections of documents. The proposed methodology consists
of two phases: the first phase employs a semantic machine
learning algorithm combined with the BM25 OKAPI information
retrieval method to generate extractive summaries for individual
documents. The second phase integrates these summaries using
the TextRank algorithm to produce a cohesive global summary.
Our evaluation demonstrates the effectiveness of the system,
achieving an average recall of 66.72%, precision of 69.69%, and
F-measure of 67.68%. This work highlights the potential of ATS
to enhance situational awareness and support informed decision-
making in crisis scenarios.

Index Terms—Automatic text summarization, information re-
trieval, data mining, natural language processing, semantic sim-
ilarity, Text-Rank, BM25 OKAPI, WordNet

I. INTRODUCTION

Crisis management is a critical field that encompasses the

preparation for, response to, and recovery from emergencies,

such as pandemics, natural disasters, and humanitarian crises.

In these high-stakes scenarios, decision-makers face immense

pressure to act swiftly and accurately, often relying on vast and

rapidly growing volumes of information from diverse sources.

These include scientific research, official reports, media cov-

erage, and social media updates. While this abundance of data

is invaluable, it also presents a challenge: how to process and

extract actionable insights in a timely manner without being

overwhelmed by the sheer scale of information [9].

Text summarization has emerged as a transformative solu-

tion to this challenge. At its core, text summarization refers

to the automated process of condensing a large body of text

into a concise summary that preserves its most important

content. This technology is vital in crisis management, where

access to precise and relevant information can significantly

impact decision-making, resource allocation, and public safety.

Summarization not only reduces the cognitive load required to

process information but also ensures that critical details are not

lost in the flood of data [8].

Two primary types of text summarization—extractive and

abstractive—play a key role in addressing these needs. Ex-

tractive summarization selects the most relevant sentences

or phrases directly from the original text, ensuring that the

generated summary maintains factual consistency. Abstractive

summarization, on the other hand, generates new sentences

that paraphrase the key ideas of the original text, often improv-

ing the summary’s coherence and readability. While abstractive

methods are more flexible, extractive summarization remains

more commonly used in applications requiring high accuracy

and computational efficiency.

Query-based summarization extends these capabilities by

focusing on specific information needs. In this approach, the

system generates summaries tailored to a given query, ensuring

that the output is directly relevant to the user’s question.

This makes query-based summarization especially valuable

in crisis contexts, where stakeholders often require answers

to specific, time-sensitive questions. For instance, during a

natural disaster, emergency responders may need rapid updates

on infrastructure damage, while public health officials during a

pandemic may seek summaries of the latest research on disease

transmission [8].

The integration of text summarization into crisis manage-

ment workflows provides several key benefits:

Efficiency: Summarization reduces the time required to

sift through large volumes of text, enabling faster decision-

making. Relevance: By prioritizing key information, sum-

marization ensures that decision-makers can focus on what

matters most.

Adaptability: Advanced summarization techniques can be

tailored to diverse domains, making them applicable to various

types of crises.

Scalability: Automated summarization systems can handle

enormous datasets, far beyond the capacity of manual review.

In this paper, we propose a two-step query-based multi-

document summarization framework designed to address

these challenges. The system first performs extractive single-

document summarization based on a query, producing individ-

ual summaries of relevant documents. These summaries are

then combined through a second step of multi-document sum-

marization, creating a comprehensive summary that captures

the most critical insights.

To evaluate the effectiveness of the framework, we apply

it to a case study focusing on the COVID-19 pandemic.

This global health crisis, marked by an unprecedented surge

in scientific research and public health communications, ex-

emplifies the need for robust tools to manage information
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overload. By summarizing COVID-19-related literature, the

study demonstrates the system’s ability to provide concise,

relevant insights, supporting decision-making in real-world

crisis scenarios.

II. DEFINITION OF ALGORITHMS USED

Okapi BM 25: The algorithm okapi BM25 is a probabilistic

information retrieval ranking method that ranks documents

based on a relevance score, which represents the probability

of a document being relevant to the input query. Its popularity

stems from its efficiency and simplicity. The BM25 score is

calculated using two primary components: Term Frequency

(TF) and Inverse Document Frequency (IDF). Additionally,

BM25 incorporates heuristic techniques for document length

normalization and for satisfying the concavity constraint of

term frequency, which allows it to achieve better performance

compared to traditional TF-IDF in many scenarios. However,

BM25 has a notable limitation: it relies heavily on the explicit

presence of query words within a document to identify the

most informative sentences. This dependency restricts its abil-

ity to detect implicit relationships between terms. For example,

BM25 would treat terms like ”sick” and ”ill” as unrelated

entities unless explicitly linked in the text. This limitation

can lead to a loss of coherence and introduce ambiguity in

generated summaries, as it fails to capture semantic similarity

or relatedness between terms.

Addressing this challenge requires incorporating external

knowledge sources to enrich the system’s understanding of

implicit relationships between terms in a document. One

approach is to apply semantic reasoning by measuring the

semantic distance between text units, such as words, phrases,

sentences, or paragraphs. Semantic distance quantifies how

closely related two units are in terms of their meanings, allow-

ing the system to better interpret the underlying relationships

in a document.

To resolve the problem of machine understanding and

improve coherence, we propose enhancing the system with

knowledge repositories constructed by humans. These reposi-

tories provide a structured semantic understanding of language

and allow the system to detect implicit connections between

terms. Among these repositories, WordNet has been widely

used to enrich the understanding of text documents for various

applications. WordNet’s extensive lexical database enables

the system to perform semantic reasoning, bridging the gap

between explicit text and implicit meanings, without requiring

additional training once the necessary features are extracted.

Semantic Similarity using WordNet

WordNet is the result of a research project conducted at

Princeton University, designed to model the lexical knowledge

of native speakers and store it in a machine-readable dictionary

[?]. It is an online lexical database that includes nouns,

verbs, adjectives, and adverbs grouped into sets of cognitive

synonyms, known as synsets. Each synset represents a specific

meaning of a word and includes the word itself, its definition,

and its synonyms. Words in WordNet are typically represented

in a standardized format, with each word tagged according to

its Part-of-Speech (POS). WordNet uses the following four

POS tags:

• n: nouns

• v: verbs

• a: adjectives

• r: adverbs

Word senses and synsets are interconnected through a

variety of relationships. The relationships linking word senses

are referred to as semantic relations, while those connecting

synsets are known as lexical relations [?]. For example, nouns

in WordNet exhibit the following semantic relations:

• Hyponym/Hypernym (IS-A, HAS-A): These relations

define hierarchical relationships where a hyponym is a

more specific term, and a hypernym is a more general

one.

• Meronym/Holonym (Member-of, Has-member, Part-

of, Has-part): These relations describe part-whole re-

lationships, where a meronym is a part or member of

something, and a holonym is the whole entity.

To measure the similarity between two words, we use

Wu and Palmer (WUP) similarity. This measure extends

similarity by incorporating the depth of the Least Common

Subsumer (LCS). The LCS represents the most specific

concept that two concepts share as an ancestor in the WordNet

hierarchy, effectively serving as the closest common ancestor

of two concepts, C1 and C2, starting from the root node.

The WUP similarity between two concepts is calculated

using the following formula:

simwup =
2× depth(lcs(C1, C2))

depth(C1) + depth(C2)

In this formula:

• depth(lcs(C1, C2)): The depth of the Least Common

Subsumer in the WordNet hierarchy.

• depth(C1) and depth(C2): The depths of the two indi-

vidual concepts.

This measure ensures that concepts sharing a deeper and

more specific common ancestor have higher similarity values

compared to those sharing a more general ancestor. WUP

similarity is particularly useful in natural language processing

(NLP) tasks, as it provides a precise measure of how seman-

tically related two terms are within the WordNet hierarchy.

Its integration into systems enhances their ability to detect

implicit relationships, improving performance in tasks like

semantic analysis and information retrieval.

TextRank Algorithm: TextRank is an unsupervised graph-

based algorithm used for text summarization and keyword

extraction. Inspired by Google’s PageRank algorithm, Tex-

tRank represents the input text as a graph, where sentences

or words act as nodes, and edges between nodes represent

their similarity or co-occurrence. The algorithm assigns scores

to the nodes based on their importance within the graph,

calculated iteratively. In text summarization, the most highly

scored sentences are selected to create a concise summary.

Similarly, in keyword extraction, the top-ranked words are
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identified as key terms, making TextRank a versatile tool for

natural language processing tasks.

III. ARCHITECTURE OVERVIEW

Our proposed query based multi-document summarization

system works in two steps, the output of the first step serves

as an input for the second step:

FIRST STEP: This is a query-based single-document sum-

marization process, where each document in the corpus is

summarized extractively and saved temporarily.

SECOND STEP: This is an extractive generic multi-

document summarization process, where the set of temporary

summaries generated in the first step is used as input to

produce a single extractive summary.

The figure below illustrates how the two steps interact:

Fig. 1. The proposed system architecture

A. FIRST STEP: Extractive Query-Based Single-Document

Summarization

This step involves query-based single-document summariza-

tion, where each document in the corpus is processed indi-

vidually and independently. In this phase, the model applies

an algorithm to each document, assigning a score to every

sentence based on its relevance to the input query or question.

The top N sentences with the highest scores are then selected

to generate a summary that addresses the query.

The figure below illustrates the entire process of this phase,

which will be explained in detail in the following paragraphs:

Phase 1: Document Retrieval

Document retrieval is the first phase in our proposed system,

as we are working with a large corpus of over 50,000 papers.

To manage this extensive dataset, it is necessary to reduce the

corpus size by employing a document retrieval function.

The goal of document retrieval is to identify and select the

top matching articles for a given query. For this purpose, the

BM25 OKAPI index is used as a similarity measure between

the query and the documents. This method ranks documents

in the dataset by assigning a relevance score to each document

and retrieves those with a score greater than 0. The resulting

subset of documents is then used to extract the most relevant

information.

a- Cleaning and Preprocessing Before further processing,

the text undergoes a cleaning phase to ensure consistency and

quality. The steps include:

1) Removing empty and duplicated data: Focus on cleaning

the "body_text" column.

Fig. 2. First Step Architecture: Query Based Single Document Summarization

2) Discarding Non-English Articles: Retain only English

articles for analysis.

3) Removing Citation Markers: Remove square brackets

containing numbers (e.g., [6,11]).

4) Eliminating Punctuation and Special Characters: Discard

symbols like ”?”, ”!”, ”;” and others.

5) Lowercasing: Convert all text to lowercase for unifor-

mity.

This cleaning process ensures that the corpus and input

query are properly preprocessed before further analysis.

Preprocessing Workflow

Preprocessing is a critical phase that converts unstructured

data into structured data, minimizing noise that could interfere

with the system’s performance. Indexing engines and auto-

matic summarization systems are especially sensitive to text

noise.

1) Sentence Segmentation: Divides text into individual

sentences.

2) Tokenization: Breaks sentences into individual words

or tokens.

3) Stop-Word Removal: Removes uninformative words

like ”a”, ”an”, ”the”, and prepositions.

4) Lemmatization: Reduces words to their base or dictio-

nary form. Example: ”causes” becomes ”cause”.

5) POS-Tagging: Assigns grammatical labels (e.g., noun,

verb, adjective) to words based on context.

Input:
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[’Coronaviruses’, ’family’,

’enveloped’, ’RNA’, ’viruses’,

’cause’, ’diseases’]

Output:

((’Coronaviruses’, ’n’), (’family’,

’n’), (’enveloped’, ’adj’), (’RNA’,

’n’), (’viruses’, ’n’), (’cause’,

’v’), (’diseases’, ’n’))

B. Phase 2: Information Extraction

1. Sentence Scoring

Each sentence is assigned an importance score, which

reflects its relevance to the query and serves as a measure of its

overall usefulness. These scores can be used to rank sentences,

allowing the system to prioritize and select the most important

ones.

After preprocessing the documents and the input query,

the sentences in the original document are scored based

on two key measures: semantic similarity score and BM25

score. The semantic similarity score evaluates the contextual

alignment between the sentence and the query, while the BM25

score measures term-based relevance. The final score for a

sentence is calculated using these measures to determine its

significance. each sentence within the document and the input

query. We calculate the score of a sen tence by using the

following measures

1) BM25 Scoring: Adapts the BM25 algorithm, typically

used for document retrieval, to rank sentences based on

relevance to the query.

2) Semantic Similarity: Measures the similarity between

a sentence and the query using WordNet. The algorithm

described below calculates the semantic similarity be-

tween two sentences, s1 and s2, by taking two English

sentences as input and producing a similarity score as

output. First, each sentence is tokenized into individual

words, and these tokens are lemmatized to reduce them

to their base forms, removing inflectional or derivational

variations. Next, part-of-speech (POS) tagging is applied

to assign grammatical roles, ensuring the correct synsets

(specific meanings) are selected from WordNet. The

synsets for words in s1 and s2 are then extracted, repre-

senting their semantic meanings. The algorithm iterates

through all possible word pairs from the two sentences,

computing the similarity between each pair using the Wu

and Palmer (WUP) similarity measure, which considers

the depth of the least common subsumer in the WordNet

hierarchy. Finally, the individual similarity scores are

aggregated to produce a single semantic similarity score

that reflects the contextual alignment between the two

sentences, which is then returned as the output.

The final score for a sentence is the average of its semantic

similarity and BM25 scores:

Score(sentence i, query) =

BM25 Score + Semantic Similarity Score

2
(1)

2. Sentence Selection

Sentences are ranked in descending order based on their

scores. The top N highest-scoring sentences are selected and

combined into a summary.

SECOND STEP: Extractive Generic Multi-Document Sum-

marization

The second step is a continuation of the first step. During

this phase, the set of summaries generated in the first step is

used as input to produce a single, final extractive summary.

Fig. 3. Flow of TextRank Algorithm

Preprocessing: This step is similar to the preprocessing

performed in the first step but excludes part-of-speech (POS)

tagging.

Concatenate Sentences: The sentences are then combined

into a single document.

Apply TextRank Algorithm: The TextRank algorithm is

applied to the combined document to generate the final sum-

mary. The image below illustrates how the TextRank algorithm

works. First, all text from the documents is combined into a

single text, which is then split into sentences and preprocessed.

Each sentence is tokenized into a collection of words and

represented as a vector. Using the cosine similarity approach,
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the similarity between sentence vectors is calculated and stored

in a matrix. This matrix is transformed into a graph where

sentences are represented as nodes, and the similarity between

two sentences is represented as an edge. The PageRank

algorithm is applied to this graph to calculate scores for each

sentence, which are then ranked based on their importance.

Finally, the top N sentences are selected based on their rank

to generate the summary.

IV. EVALUATION AND DISCUSSION

TABLE I
AVERAGE RECALL, PRECISION, AND F-MEASURE VALUES OF OUR SYSTEM

USING BM25 OKAPI.

Metric Average Precision Average Recall Average

(%) (%) F-Measure (%)

Rouge-1 58.08 59.56 58.09

Rouge-2 36.39 38.72 37.31

Rouge-L 38.41 39.27 38.52

Rouge-W 24.06 7.84 11.70

TABLE II
AVERAGE RECALL, PRECISION, AND F-MEASURE VALUES OF OUR SYSTEM

USING BM25 AND WORDNET

Metric Average Precision Average Recall Average

(%) (%) F-Measure (%)

Rouge-1 69.69 66.72 67.68

Rouge-2 54.16 51.29 52.28

Rouge-L 58.19 56.19 56.90

Rouge-W 45.18 13.18 20.52

A good summary balances precision and recall, ensuring

relevance while capturing all critical information. The tables

above compare the performance of two approaches—BM25

alone and WordNet + BM25 The proposed method, which

combines WordNet with BM25, demonstrates superior results

compared to BM25 alone. By enriching BM25 with seman-

tic understanding from WordNet, the system overcomes key

limitations inherent to BM25’s design, thereby producing sum-

maries that are more aligned with human-written counterparts.

Limitations of BM25 and How WordNet Addresses

Them

BM25 is a probabilistic ranking algorithm that evaluates

term relevance based on term frequency (TF) and inverse

document frequency (IDF). While highly effective for ranking

based on keyword matches, BM25 has several notable limita-

tions:

Reliance on Exact Matches: BM25 depends on the exact

overlap of query terms and document content to calculate

relevance. It cannot identify relationships between terms with

similar meanings, such as synonyms or semantically related

words (e.g., ”disease” and ”illness”).

WordNet’s Contribution: WordNet resolves this limitation

by providing a rich lexical database that captures semantic

relationships such as synonyms, hypernyms, and hyponyms.

This allows the system to identify and rank sentences contain-

ing contextually related words, even when exact matches are

absent.

Lack of Contextual Understanding: BM25 treats terms

independently, failing to account for word meaning based

on context. For example, it would treat the word ”virus” in

”computer virus” the same as in ”biological virus,” potentially

ranking irrelevant sentences higher.

WordNet’s Contribution: WordNet enhances contextual un-

derstanding by incorporating part-of-speech tagging and synset

identification. This ensures that terms are interpreted correctly

based on their usage, improving the relevance of selected

sentences.

Ambiguity in Term Usage: BM25 struggles with polysemy

(words with multiple meanings), as it does not differentiate

between them. For instance, the term ”patient” could refer to

a medical patient or someone showing patience.

WordNet’s Contribution: Through its synset-based ap-

proach, WordNet assigns the appropriate sense to ambiguous

words, ensuring that the sentences retrieved align with the

intended meaning of the query.

Inability to Handle Implicit Relationships: BM25 focuses

on explicit term matches and cannot infer implicit relation-

ships, such as those between ”treatment” and ”therapy” or

”vaccine” and ”immunization.”

WordNet’s Contribution: WordNet’s semantic similarity

measures, such as Wu-Palmer similarity, enable the system

to detect related terms based on their shared ancestry in the

lexical hierarchy. This helps retrieve sentences that capture the

essence of the query, even when specific terms are absent.

a) Evaluation Metrics:: Recall, Precision, and F-

Measure The performance of the proposed system was evalu-

ated using standard metrics:

Recall: Measures the proportion of relevant sentences re-

trieved. High recall indicates the system’s ability to cover all

important information. As shown in Table IV, the combination

of WordNet and BM25 achieves significantly higher recall

(66.72%) compared to WordNet alone. By addressing BM25’s

reliance on exact term matches and enhancing it with semantic

understanding, the system retrieves a broader range of relevant

sentences.

Precision: Evaluates the proportion of retrieved sentences

that are actually relevant. Higher precision reflects the system’s

ability to avoid irrelevant content. Table IV demonstrates that

WordNet + BM25 outperforms WordNet alone in precision.

WordNet’s semantic relationships allow the system to prior-

itize contextually appropriate sentences, reducing noise and

redundancy in the summary.

F-Measure: Combines precision and recall into a single

metric to evaluate overall performance. Results shows that the

combined system achieves the highest F-measure ( 67.68%),

striking a balance between retrieving relevant sentences (re-

call) and ensuring their quality (precision).

As a conclusion, the integration of WordNet into BM25

enhances its capabilities by addressing the limitations of exact

term matching, lack of contextual understanding, polysemy,

and implicit relationships. By leveraging WordNet’s lexi-

cal and semantic resources, the system generates summaries

that are more comprehensive and contextually accurate. This
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synergy between BM25’s ranking efficiency and WordNet’s

semantic richness ensures that the summaries are both precise

and meaningful, closely aligning with human-written sum-

maries.

V. CONCLUSION

The exponential growth of academic literature poses sig-

nificant challenges for researchers and professionals seeking

to extract relevant information efficiently. This paper presents

a two-step framework for query-based multi-document sum-

marization designed to address these challenges. In the first

step, each individual document is processed through extractive

summarization based on a given query, leveraging algorithms

like BM25 and semantic similarity measures.
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Abstract—This study investigates the half-metallic 

ferromagnetic properties of strontium oxide (SrO) doped 
with vanadium (V) at a concentration of 0.125. Using 

advanced density functional theory (DFT) calculations with 

a 16-atom supercell and applying the generalized gradient 

approximation (GGA-PBE), we demonstrate that doping 

SrO with vanadium results in nearly 100% spin 

polarization, establishing a robust half-metallic state. Our 

findings reveal that vanadium induces significant total 

magnetic moments and strong ferromagnetic interactions at 

this concentration. This research highlights the potential of 

doping to manipulate the electronic and magnetic 

properties of SrO, offering promising opportunities for the 

design of advanced spintronic devices. 

Keywords—Half-metallicity, Ferromagnetism, 

Doping,Spin polarization, Strontium oxide (SrO) 

I. INTRODUCTION (HEADING 1) 

Research into transition metal-doped semiconductors has 
attracted significant attention due to their potential in 
developing advanced spintronic materials. Spintronics, which 
exploits the spin of electrons alongside their charge, offers 
transformative possibilities for electronic devices, including 
increased transistor density, reduced energy consumption, and 
non-volatile features[1-3]. These innovations are essential for 
addressing challenges related to device miniaturization and 
the rising demand for energy-efficient technologies. 

II. In this study, we focus on the electronic and magnetic 
properties of strontium oxide (SrO) doped with vanadium (V) 
at a concentration of 0.125. By employing a 16-atom supercell 
model and using the full potential linearized augmented plane 
wave (FP-LAPW) [4]method within density functional theory 
(DFT), we explore how vanadium doping affects SrO. Our 
primary goal is to demonstrate that this doping can induce 
half-metallic ferromagnetic behavior with nearly 100% spin 
polarization. The findings are expected to provide valuable 
insights into optimizing SrO for spintronic applications, 
contributing to the development of new materials with 
enhanced performance. 

III. EASE OF USE 

A. Selecting a Template (Heading 2) 

I. CALCULATION DETAILS: 

All calculations were performed using the full-potential 
linearized augmented-plane-wave (FP-LAPW) method [4] as 
implemented in the WIEN2k package developed by Blaha, 
Schwartz, and their collaborators [5]. The perdew etal version 
of generalized gradient approximation (GGA-PBE) for the 
exchange-correlation functional in density functional theory 
(DFT) was employed [6]. The muffin-tin sphere radii were 
selected to minimize the interstitial space and ensure that the 
muffin-tin spheres did not overlap. The value of RMT × Kmax 
was set to 7 for the plane-wave expansion, and the wave 
function expansion was truncated at lmax = 10 within the 
muffin-tin spheres. The charge density was expanded in 
Fourier series up to Gmax = 12 a.u.–1, where Gmax represents 
the largest vector in the Fourier series expansion. A 12 × 12 × 
12 k-point mesh was used for the integration over the Brillouin 
zone.dimensionally. If you must use mixed units, clearly state 
the units for each quantity that you use in an equation. 

II. RESULTS AND DISCUSSION 

1): Structural Properties. 

Strontium oxide (SrO) crystallizes in the rocksalt (NaCl) 
structure, characterized by a face-centered cubic arrangement. 
This configuration promotes strong ionic bonding between 
strontium (Sr) and oxygen (O) atoms. 

The table below summarizes the calculated structural 
properties for SrO and its vanadium-doped analogue. The 
lattice constant for SrO is 5.1442 Å, which closely 
corresponds to the experimental value of 5.16 Å and the 
theoretical predictions of 5.21 Å obtained using the GGA-WC 
method. This agreement validates the computational methods 
used. The bulk modulus of SrO is determined to be 94.06 GPa, 
indicating substantial resistance to compression, with a 
pressure derivative (B′) of 3.92, reflecting the rigidity of the 
lattice. 

Doping SrO with vanadium leads to significant changes in 
the structural properties. Specifically, the lattice constant for 
Srၵ.ၽၼ₅Vၵ.ၶၷ₅O increases to 10.0θ Å, suggesting a lattice 
expansion due to the larger atomic radius of V compared to 
Sr. Furthermore, the bulk modulus of the vanadium-doped 
compound is measured at 101.38 GPa, exceeding that of 
undoped strontium oxide. This improvement implies 
increased resistance to compression and a potentially stiffer 
lattice,  

attributed to the electronic interactions between vanadium 
and the SrO matrix.. 
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Table 1 Calculated lattice constant (a), bulk modulus (B), 
and its pressure derivative (B′) for SrO and Sr0,875V0,125O  

2) Electronic Structures. 
The analysis of the total and partial density of states for the 
material SrO and its vanadium-doped analogue (SrVO) 
reveals distinct electronic characteristics.  
For SrO, the spin-up and spin-down channels display 
semiconductor behavior, meaning they possess an energy 
gap around the Fermi level (EF). This gap indicates that, 
although there are electronic states below EF, those above it 
are empty. In contrast, for SrVO, the material exhibits half-
metallic character, which means it is conductive for one spin 
channel (spin-majority) and insulating for the other (spin-
minority). In SrVO, the majority spin states (spin-up) are 
primarily localized in the D-t2g states, which are lower in 
energy compared to the D-eg states. This energy separation 
is crucial, as it allows the majority spin electrons to 
contribute to the conductivity of the material. 

 
Overall, the transition from SrO to SrVO illustrates how 
doping with transition metals, such as vanadium, can 
significantly modify the electronic properties of a material, 
paving the way for potential applications in spintronics and 
other advanced technologies. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Contributions of total DOS in SrO compond 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Figure 1: Contributions of Majority and Minority Spin  

States in the D-t2g and D-eg Orbitals of SrXO Compounds 

CONCLUSION 

In this study, we examined the electronic properties of 
strontium oxide (SrO) doped with vanadium (V), highlighting 
its half-metallic character. Using density functional theory 
(DFT) calculations with the generalized gradient 
approximation (GGA) and the Perdew-Burke-Ernzerhof 
(PBE) functional, we demonstrated that the hybridization 
between the t2g states of the vanadium impurities and the 2p 
states of the oxygen atoms plays a crucial role in the formation 
of the half-metallic state. 

Simulations were conducted on 16-atom supercells with 
an impurity concentration of 0.125, allowing for a precise 
representation of the effects of doping on material properties. 
The results show that SrO doped with vanadium exhibits 
metallic conduction for majority spin electrons while also 
displaying high spin polarization. 

The ability to modify doping with vanadium offers 
opportunities to finely tune the electronic and magnetic 
properties of SrO. These adjustments allow for the design of 
materials with specific characteristics suited to particular 
applications, such as magnetic data storage devices and spin 
sensors. 

For future research, it would be relevant to further explore 
the effects of impurity concentrations and experimental 
conditions, as well as to conduct experimental studies to 
validate our theoretical predictions. Investigating the 
thermodynamic properties and stability of these compounds 
could also provide additional insights for their practical 
integration into devices. 
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Abstract— We present different types of chirped self-similar

waves for a generalized derivative nonlinear Schrödinger equation

with varying dispersion, self–steepening effect, cubic–quintic

nonlinearity, and gain or loss. The equation arises in modeling

femtosecond light propagation in an optical fiber with spatial

parameter variations. The newly found self-similar structures take

the shape of gray and kink pulses. . The dynamical behaviors of

the chirped self-similar gray and kink waves are analyzed in a

periodic distributed amplification system. The acquired self-

similar structures display rich dynamical evolutions that are

important in practical applications

Keywords— Cubic-quintic, Solitons,Chirp

Introduction

Studies of light pulses that propagate self-similarly in nonlinear

optical materials have been addressed in recent years because of

their relevance to understand widely various physical phenomena

[1]. In nonlinear optics, significant results have been reported by

studying

the self-similar optical waves through parabolic intensity profiles

in an optical fiber amplifier [2,3].

the self-similar regime of collapse for spiral laser beams [8], and

stimulated Raman scattering [9]. It should note that these self-

similar pulses can sustain their shapes but allow their widths and

amplitudes to vary via the parameters, such as the dispersion,

nonlinearity, inhomogeneity and gain or loss [10]. Because of their

remarkable properties, optical self-similar waves are useful for

diverse applications in fiber-optic telecommunications and photonics

[11].

The nonlinear Schrödinger equation (NLSE) with distributed

coeffi cients is normally employed to model self-similar wave

propagation in inhomogeneous Kerr-type media [12–20]. More

specifically, the variable coeffi cient NLSE can be considered as a

practical model for the dynamics of the soliton in inhomogeneous

physical systems [12–22]. Such model possesses exact tanh- and

sech-shaped self-similar optical waves which are linearly chirped

[12]. The chirping property of these self-similar waves makes them

useful in optical fiber amplifiers and optical pulse compressors [12–

21].

A. Solitary waves of the model of the nonlinear Schrödinger

equation derived and generalized

The generalized derivative nonlinear Schrödinger reads [10]

= + | | + | | + [ + µ | | ] (1)

where ( , ) is the electric field, is the group velocity
dispersion parameter, and are the quintic and cubic
nonlinearity parameters sequentially, is the parameter
associated with the group velocity, and µ is related to the self-
steepening effect. This equation including higher order effects
is relevant to govern the dynamics of femtosecond optical
pulses in optical fibers.

To obtain exact traveling wave solutions of the model (1), we
consider the ansatz solution [11]:

( , ) = ( ) [ ( − Ω ) + ( )] (2)

where ( ) is the phase shift, ( ) is the amplitude, = −
is the traveling coordinate, and = is the inverse

velocity of the wave. In addition, Ω and are real parameters
that sequentially represent the frequency shift and the
propagation constant.
Plugging (2) into (1) gives the two coupled ordinary
differential equations:
( − ,) + [ ,, − ( , − Ω) ] + + + (Ω −
,) + (Ω − ,) = 0 (3)

and
( + − 2 Ω) , + ( ,, + 2 , ,) + 3 , = 0 (4)

Equation (4) can be written as an ordinary differential equation
for the amplitude function ( ) as:
,, +

( ) ( Ω) µ
+

( )
+ −

= 0 (5)

The latter equation describes the dynamics of the wave

amplitude when the pulse propagates through an optical fiber

medium governed by the generalized derivative nonlinear

Schrödinger (1).

Using the change of variable = , we obtain the following

first-order differential equation:

( ,) + + + + + = 0 (6)

where
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= , =
( )

, =
( ) ( Ω)

,

= 8 , = (7)

with K is a constant of integration.

In the following, we present the exact solitary wave solutions

of the model (1) obtained by solving the nonlinear differential

equation (6).

B. Chirped gray solitude waves

We have found that for equation (7) admits a gray-type solitary
wave solution of the form
( ) = −

[ ( ],
(8)

Therefore, we obtain the following the chirped solitary wave
solution on a constant coefficient equation for the generalized
derivative nonlinear Schrödinger (1):

( , ) = −
[ ( ( )]

( Ω ) ( ) (10)

With > /(1 + ) . We observe that this nonlinear
waveform solution has three free parameters , and if
the fiber parameters , , , and are known. Figure 1
shows an example of solitary wave propagation (10).

Figure 1: Intensity profile of the chirped gray solitary wave

C. Chirped gray solitary waves

We have found a kink-type solitary wave for equation (7) as

( ) = −
[ ( ]

(11)

Therefore, we get the following the chirped solitary wave
solution on a constant coefficient equation for the generalized
derivative nonlinear Schrödinger (1):

( , ) = −
[ ( ( ))]

( Ω ) ( ) (12)

Solution (1é) represents a chirped kink pulse that
exists in the presence of all linear and nonlinear effects
(figure 2).

Figure 2: Intensity profile of the chirped kink solitary wave.

D. Similarity transformation of GD–NLSE with distributed

coeffi cients

We have found that the propagation of a femtosecond pulse in

an homogeneous fiber medium is governed by the derived and

generalized nonlinear Schrödinger equation (1), for which the

carrier wave is influenced by high-order nonlinear effects such

as quintic nonlinearity and self-steepening. However, in

reality, this kind of nonlinear medium does not exist, since the

creation of materials without impurities and without

mechanical and structural defects is very expensive and

requires advanced technology. In the following, considering

the inhomogeneity of the fiber system, we will examine the

propagating properties of solitary waves in the presence of

quintic nonlinearity and the self-steepening effect. For this, it

is convenient to write the coefficients of the model (1) as

functions dependent on the propagation distance z such that

Eq. (1) in the presence of the loss/gain term becomes:

= ( ) + ( )| | + ( )| | + [( ( ) +

( )| | ) ] + ( ) (13)
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where ( ) , ( ) , ( ) and ( ) are the variable group
velocity, cubic nonlinearity, self-steepening, and quintic non
linearity parameters sequentially. In addition, ( ) represents
the distributed gain (> 0) or loss (< 0) coefficient. Below we
examine the existence condition for self-similar waves within
the framework of Eq. (13).

To find self-similar waves with equation (13), we use the

transformation

( , ) = ( ) [ ( , ), ( )] ∅( , ) (14)

here ∅( , ) and ( ) are the real phase and amplitude

functions sequentially, while is an unknown complex

function of = ( ) and = ( , ).

Substituting (14) into 13), the generalized nonlinear

Schrödinger equation (13) reduces into the model (1) with the

results :

=
( )

, = , = (15)

Therefore to determine the general self-similar wave type

solution of the generalized derivative nonlinear Schrödinger

equation (13) in the form:

( , ) = + 2 − ∫ ( ) + ∫ ( ) +

∫ ( ) ∫ ( ) + ∅( , ) (16)

The similarity transformation (16) allow us to determine

different types of self-similar waves of equation (13) is the

exact analytical solutions of model (1) are known.

E. Gray self-similar solitary wave

The general self-similar solution (16) of the generalized
derivative nonlinear Schrödinger equation with varied
coeffi cients (13) can be considered as

( , ) = ∫ ( ) ( ) [ ( , )] (17)

Note that the associated chirp is given by

( , ) = −
[ ( )]

− ( −

[ ( )]
)

( )
(18)

It is clear that the chirp presents a nontrivial form which
depends on the intensity of chirped self-similar pulses. Note
that the general form of the chirp can be written as

( , ) = − +
( )

(19)

This last expression shows that the chirp δ ω (z,t) depends on the
pulse intensity | | ( , )| = | ( )| . We also note that the
parameter μ  can be used to control the amplitude of the chirp,
which means that the self-steepening effect is a crucial process
for self-similar pulses to be chirped nonlinearly.
Substituting equation (8) into equation (17), we obtain a new
gray self-similar solitary wave for the model (13) as

( , ) = ∫ ( ) −

[ ( )]

⁄
[ ( , )] (21)

Figure 4: Evolution of the chirped gray self-similar wave, for

(a) h=0 (b) h=-0.02 (c) h=0.02.

By inserting equation (11) into (17), we can write the second

new self-similar gray solitary wave of the generalized model

(22) in the following form:

( , ) = ∫ ( ) −

[ ( )]

⁄
[ ( , )] (22)

The corresponding chirp takes the following form
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( , ) = −
[ ( )]

− −

[ ( )]
+

( )
(22)

Figure 5: Evolution of the chirped self-similar kink wave for

(a) h=0, (b) h=-0.02 (c) h=0.02.

F. Conclusion

The generalized derivative nonlinear Schrödinger equation
with distributed coeffi cients modeling the dynamics of
femtosecond solitary waves in an inhomogeneous optical fiber
is considered. The model contains distributed self-steepening
effect, group velocity dispersion, cubic-quintic nonlinearity and
gain or loss. Based on the similarity transformation algorithm,
the chirped self-similar waves are constructed. In particular,
new self-similar solitary waves with a nonlinear chirp,
including gray and kink pulses. The nonlinear chirp
accompanying the acquired self-similar solitary waves results
from the self-steepening process. The chirped self-similar
waves are adopted via a periodic distributed amplification
system. The dynamical evolution of the chirped self-similar
optical waves can be governed by choosing the dispersion and
cubic nonlinearity parameters appropriately. Undoubtedly, the
novel gray and kink solitary waves presented here are of
advantage in studying the transmission properties of light
pulses since they possess four important characteristics in the
same time: propagate self-similarly, localized structurally,
chirped nonlinearly, and sited on a nonzero background.
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Abstract—The Pan-Tompkins QRS detection algorithm is 

evaluated using three distinct ECG databases to assess its 

performance comprehensively. The MIT-BIH Arrhythmia 

Database serves as a benchmark, allowing for the assessment of 

the algorithm's baseline accuracy and sensitivity in detecting 

QRS complexes within a diverse set of arrhythmias, free from 

noise interference. The MIT-BIH Noise Stress Test (NST) 

Database tests the algorithm's resilience to various noise types 

(e.g., baseline wander, muscle artifacts), simulating real-world 

conditions to measure robustness in noisy environments. Lastly, 

the Long-Term ST Database evaluates the algorithm's stability 

and sensitivity to prolonged recordings with ST segment changes, 

relevant for ischemic or other cardiac episodes, allowing insights 

into performance amidst clinically significant signal variations. 

This combined analysis provides a comprehensive performance 

profile, highlighting accuracy in arrhythmia detection, noise 

resilience, and long-term stability, essential for assessing the 

algorithm's applicability across diverse ECG scenarios 

Keywords—ECG, signal variations, QRS detection, Pan-

Tompkins algorithm. 

I. INTRODUCTION 

With nearly 17.8 million deaths a year, cardiovascular 
diseases are the leading cause of death worldwide. A 
cardiogram (ECG) is the most commonly used diagnostic 
technique for cardiovascular disease. Every day, approximately 
3 million ECGs are generated worldwide. As wearable 
technology advances, more ECGs are generated for 
examination. In order to reduce doctors' workload and analyze 
ECGs produced by wearable technology, automated diagnosis 
techniques are necessary. During a cardiac cycle, an 
electrocardiogram (ECG) visualizes the electrical signals 
produced. The heart rate rhythm and morphology are described 
in detail. Arrhythmias, hyperkalemia, and myocardial 
infarction can be detected by cardiologists using ECGs. The 
amplitudes and durations of the ECG signals can provide a 

great deal of medical information. An R-peak identification in 
ECG signal is essential for calculating heart rate and detecting 
arrhythmias.  

In the Fig.1 shows the ECG signal for a normal-rhythm 
patient, which includes the P-wave, QRS complex and T-
waves. A number of algorithms used for automated ECG 
analysis depend heavily on QRS complexes and R peaks[1-2]. 
By identifying the QRS complex and R-wave, the rest of the 
waves and ECG features can be determined [3] . The QRS 
changes in shape when the atria or ventricles depolarize or 
repolarize prematurely or slowly, which leads to a deviation 
from the typical sinus rhythm on the ECG [4]. 

 

The work reports QRS detection using high-quality clinical 
ECG signals. It is still unclear whether the Pan-Tompkins 
algorithm can detect QRS complexes in low-quality and noisy 
signals, especially in ambulatory ECGs, and whether it can 
detect clinically significant ST-T segment abnormalities. By 
using the MIT-BIH Noise Stress Test (NST) and Long-Term 
ST databases to analyze the Pan-Tompkins QRS detection 
algorithm, we are able to evaluate its performance from several 
perspectives. 

xxx-w-xxx-xxxx-x/xx/$31.00 ©2024 IEEE 

Fig.1. Segments and main characteristics of the ECG signal which is divided 
into two intervals. 
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The remainder of this paper is organized as follows: 
Section 2 explains the addition of noise and artifacts present in 
an ECG signal; Section 3 describes the databases used in this 
study for QRS detection. Then, the algorithm implementation 
and the evaluation performances of the algorithms are 
presented in Sections 4 and 5. The last section summarizes this 
work. 

II. PAN-TOMPKINS ALGORITHEM 

Pan-Tompkins algorithms are commonly used in real-time 
QRS detection [5].To identify Rpeaks in QRS complexes, this 
algorithm uses amplitude, slope, and width of an integrated 
window [5]. There are two stages in the algorithm, namely 
preprocessing and decision making. During preprocessing, the 
raw ECG signal is prepared for detection. In preprocessing, 
noise is removed, the signal is smoothed, and the width and 
QRS slope are increased. During the decision stage, the 
thresholds are used to only consider the signal peaks and 
eliminate the noise peaks, as shown in Fig. 2. The algorithm 
consists of a: 

 

A) Band pass filter  

The signal passes through a cascading high pass and low 
pass digital filter. Using a band pass filter, muscle noise, 60 Hz 
interference, baseline wander, and T-wave interference are 
reduced. A desirable pass band for maximizing QRS energy is 
approximately 5-15 Hz. It consists of:  

low pass filter :A second-order low-pass filter has the 
following transfer function (1), The difference equation of the 
filter is (2) , where T is the sampling period, the cutoff 

frequency is about 11 Hz and the gain is 36.The filter 
processing delay is six samples 

 ሺ ሻ  ሺ     ሻ ሺ     ሻ                                                    ሺ ሻ   ሺ  ሻ      ሺ     ሻ    ሺ      ሻ   ሺ  ሻ     ሺ      ሻ     ሺ       ሻ                                                ሺ ሻ 
B) Derivative 

Once the signal is filtered, it is transformed to extract 
information about the slope of the QRS complex. This 
transformation is performed by a five-point derivative 
operation, using the following transfer function (3), and the 
difference equation is (4). 

 ሺ ሻ    (    )   ሺ                ሻ               ሺ ሻ 
 ሺ  ሻ  (    ) [  ሺ     ሻ    ሺ    ሻ    ሺ    ሻ  ሺ     ሻ]                          ሺ ሻ 

C) Squaring Function 

Following the process of differentiation, the signal is 
squared at each individual point. The formula for this action is 
(5). This transformation ensures that every data point becomes 
positive and results in a nonlinear amplification of the 
derivative, highlighting the increased frequencies.  ሺ  ሻ  [ ሺ  ሻ]                                          ሺ ሻ  

D) Moving-Window Integration 

As well as the slope of the R wave, moving-window 
integration is used to obtain waveform feature information. 
Calculated from (6), where is the number of samples in the 
integration window.  ሺ  ሻ  ቀ  ቁ [ ሺ   ሺ   ሻ ሻ   ሺ   ሺ   ሻ ሻ     ሺ  ሻ]                          ሺ ሻ  

1. Decision 

During the decision-making phase, it is determined whether 
the MWI result is a QRS complex or not. Two thresholds are 
applied to ensure that the right peak was picked. First, the 
signal is examined using the higher threshold (Threshold 1). In 
the absence of QRS within a predetermined time window, the 
lower threshold (Threshold2) is applied, requiring a search 
back method to locate the QRS. QRS complexes are identified 
by adjusting the thresholds. Based on the following equations, 
thresholds are calculated:                                                ሺ ሻ                                          ሺ ሻ                    ሺ       ሻ                  ሺ ሻ 

 

Fig.2. Flowchart represents the proposed method for QRS detection using the 
Pan & Tompkins algorithm. 
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                                            ሺ  ሻ 
III. RESULTS AND DISCUSSION 

Our work is about QRS region detection to improve the 
performance of Pan and Tompkins algorithm in noisy 
environment, with the change of ST segment period. Which 
influences on R peak detection. The databases used for 
algorithm validation are given as follows: 

The MIT-BIH Arrhythmia Database (MIT) : In this 
database[6], 48 heartbeat recordings have an 11 bit resolution 
over 10 mV and are sampled at 360 Hz. From 1975 to 1979, 47 
patients were studied by the Arrhythmia Laboratory at Beth 
Israel Hospital in Boston. For each patient, two channels were 
taken from modified limb lead II and one from modified lead 
V1, V2, V4 or V5. According to Mood and Mark [7],To 
identify the characteristics of heartbeats, Lead A, a 
modification of Lead II (MLII = modified limb lead II), is 
commonly used. Supraventricular ectopic beats and Ventricular 
ectopic beats are typically identified with Lead B, regular leads 
V1, V2, V5 or V4. 

In addition to testing algorithms for QRS detection, the 
database is also used to detect and classify arrhythmias. Four 
records (102, 104, 107, and 217) include Beats. Originally, 
analog tapes could not represent pacemaker artifacts with 
sufficient fidelity to be recognized by pulse amplitude (or 
sweep rate) and duration alone, a method commonly used for 
real-time processing. Database recordings reproduce analog 
recordings with sufficient fidelity that pacemaker artifact 
detectors designed for tape analysis can be used [6]. 

The MIT-BIH Noise Stress Test Database (NST): There are 
12 half-hour ECGs and three half-hour noise recordings in the 
NST database [8]. NST uses two clean ECG records from the 
MIT BIH Arrhythmia Database (Records 118 and 119) with 
signal-to-noise ratios of (24, 18, 12, 6, 0 and -6) db. The noise 
was added after 5 minutes of each file after two-minute 
segments alternated with clean sections. Using standard ECG 
recorders and equipment, three noise recordings were collected 
from physically active volunteers. As in an ambulatory signal, 
the noise recording contained artifacts such as the baseline 
wander, the EMG, and the motion artifact. 

The Long-Term ST Database: The Long-Term ST [814], 
Database includes 86 prolonged ECG recordings from 80 
subjects, each selected to demonstrate a variety of ST-segment 
changes, such as ischemic episodes, cardiac axis-related 
nonischemic episodes, slow ST-level drifts, and combinations 
of these phenomena. A recording typically lasts between 21 
and 24 hours and contains two or three ECG signals digitized 
at 250 samples per second with 12-bit resolution, covering a 
range of ±10 mV. In addition to verified ST episodes, signal 
quality annotations, beat-to-beat QRS annotations, and ST 
level measurements are provided. 

Applying the Moving Window Integration (MWI) method 
for QRS complex detection in the three ECG databases allows 
extracting key information about the R-wave slope using an 
integration window tailored to the characteristics of the QRS 

complexes. A window of 30 samples (150 ms) was chosen, 
corresponding to a sampling rate of 200 samples per second, 
which optimizes the capture of fast QRS slopes while 
minimizing interference with the slower P and T waves. In the 
results shown in Fig.3, MWI effectively highlights R-wave 
slopes in a moderately noisy environment, facilitating clear 
detection of QRS complexes. In Fig.4, the algorithm detects 
high amplitudes well, but noise results in false detections, 
indicating sensitivity to interference. Fig.5 shows similar 
results, where MWI manages to capture QRS complexes, 
although background noise can still cause detection errors.  

 

Fig.3. R-wave slope on MWI signal with MIT Database (100). 

 

Fig.4. R-wave slope on MWI signal with NST Database (119e00). 

 

Fig.5. R-wave slope on MWI signal with Long-Term ST Database (s20011m). 
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Interpretation of QRS complex detection results with the 
Moving Window Integration (MWI) method includes a crucial 
decision phase that uses two adaptive thresholds, as illustrated 
in Fig.3, 4, and 5. In this decision phase, each detected peak is 
evaluated to determine whether it corresponds to a QRS 
complex. The thresholds are dynamically adjusted to adapt to 
signal variations, allowing the differentiation of true QRS 
complexes from fluctuations due to noise or abnormal ST 
segments. This step ensures that only relevant peaks are 
retained, thereby optimizing detection accuracy in the MIT, 
NST, and Long-Term ST databases despite varying signal 
conditions. By combining threshold adjustment with a refined 
decision phase, the process ensures robust and reliable QRS 
complex detection as shown in Fig.6. 

Fig. 6. QRS complex detected in Long-Term ST Database (s20011m). 

The results obtained using MATLAB simulations are then 
presented and compared with each other. To assess the 
algorithm's ability to detect QRS complexes, a binary 
classification was used. This is based on three detection states: 
TP (true positive) which represents the correct detection of a 
QRS complex by the algorithm when a QRS complex is 
actually present. FP (false positive) which correspond to the 
erroneous detections of a QRS complex by the algorithm when 
no QRS complex is present. FN (false negative), which reflect 
the absence of detection of a QRS complex by the algorithm 
when it is actually present. From these states, two main 
indicators were defined. Sensitivity (Se) measures the 
probability that a QRS complex is correctly detected, while the 
positive predictive value (PPV) evaluates the probability that a 
complex detected by the algorithm is actually a QRS complex. 
These two indicators are calculated using equations                 and                 , respectively: 

Evaluation of the algorithm's performance on the three 
databases revealed a notable ability to detect QRS complexes, 
with results generally in line with expectations of standard 
evaluation criteria. Here is a detailed analysis of the results 
obtained: 

Table 1. The results from the MIT-BIH database show an 
overall satisfactory performance. The sensitivity (Se) and 
positive predictive value (PPV) values are generally around 98-
100%, which demonstrates the efficiency of the algorithm in 
detecting QRS complexes. 

Table 2. The results on the NST database are 
homogeneous. 

Table 3. Performance on this basis is remarkable, with 
sensitivity and PPV values. 

 
Tab.1 : Performance result with MIT database 

 

Tab.2 : Performance result with NST database 

Records TP FN FP Se(%) PPV(%) 

118e24 73 1 0 98.64 100 

118e18 73 1 0 98.64 100 

118e12 73 1 0 98.64 100 

118e06 73 1 0 98.64 100 

118e00 73 1 0 98.64 100 

118e_6 73 1 0 98.64 100 

119e24 65 6 0 91.54 100 

119e18 65 6 0 91.54 100 

119e12 65 6 0 91.54 100 

119e06 65 6 0 91.54 100 

119e00 65 6 0 91.54 100 

119e_6  65  6  0  91.54 100  

TAB.3: Performance result with long term ST database  

Records TP FN FP Se(%) PPV(%) 

s20011 70 0 0 100 100 

s20051 127 0 0 100 100 

s20061 93 0 0 100 100 

s20071 81 0 0 100 100 

s20111 84 0 0 100 100 

s20121 60 0 0 100 100 

s20131 79 1 0 98.75 100 

s20141 84 1 0 98.83 100 

s20201 92 1 0 98.92 100 

s20211 99 0 0 100 100 

Records  Se(%) PPV(%) Records TP FP FN Se(%) PPV(%) 

100 98.66 100 201 90 0 11 98.90 100 

101 98.61 100 202 53 0 1 98.14 100 

102 100 100 203 100 0 9 91.74 100 

103 98.58 100 205 89 0 1 98.88 100 

104 90.9 100 207 82 5 15 84.53 94.25 

105 98.80 100 208 102 0 9 91.89 100 

106 95.74 100 209 93 0 1 98.93 100 
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IV. CONCLUSION  

The evaluation of the QRS complex detector based on the 
Pan-Tompkins algorithm, applied to the MIT-BIH, NST, and 
long-term ST databases, demonstrated a robust ability to detect 
QRS complexes in various scenarios. The results highlight 
exceptional performance on the MIT-BIH database, with 
sensitivities (Se) and positive predictive values (PPV) around 
98-100%, although reduced sensitivity was observed in some 
noisy recordings. The NST database confirmed the resilience 
of the algorithm to different noise levels (SNR from 24 to -6 
dB), with a consistent performance of Se = 98.64% and PPV = 
100%, except for record 119, where some decreases were 
noted. Finally, the long-term ST database validated the stability 
of the algorithm in prolonged and complex recordings, with 
perfect scores in several cases and slight variations due to 
specific ST-T signal anomalies. Overall, these results confirm 
the effectiveness and reliability of the algorithm in varied 
environments, while suggesting avenues for improvement to 
better manage extreme and prolonged signaling conditions.  

 

References 

[1] M. Benosman, F. Bereksi-Reguig, et E. G. Salerud, « Strong real-time 
QRS complex detection », J. Mech. Med. Biol., vol. 17, no 08, p. 
1750111, 2017. 

[2] R. Harikumaret S. Shivappriya, « Analysis of QRS detection algorithm 
for cardiac abnormalities–A review », Int. J. Soft Comput. Eng., vol. 1, 
no 5, p. 80‑88, 2011. 

[3] B.-U. Kohler, C. Hennig, et R. Orglmeister, « The principles of software 
QRS detection », IEEE Eng. Med. Biol. Mag., vol. 21, no 1, p. 42‑57, 
2002. 

[4] V. Gupta, M. Mittal, V. Mittal, et N. K. Saxena, « BP signal analysis 
using emerging techniques and its validation using ECG signal », Sens. 
Imaging, vol. 22, no 1, p. 25, 2021. 

[5] J. Pan et W. J. Tompkins, « A real-time QRS detection algorithm », 
IEEE Trans. Biomed. Eng., no 3, p. 230‑236, 1985. 

[6] A. L. Goldberger et al., « PhysioBank, PhysioToolkit, and PhysioNet: 
components of a new research resource for complex physiologic 
signals », circulation, vol. 101, no 23, p. e215‑e220, 2000. 

[7] G. B. Moody et R. G. Mark, « The impact of the MIT-BIH arrhythmia 
database », IEEE Eng. Med. Biol. Mag., vol. 20, no 3, p. 45‑50, 2001. 

[8] F. Jageret al., « Long-term ST database: a reference for the development 
and evaluation of automated ischaemia detectors and for the study of the 
dynamics of myocardial ischaemia », Med. Biol. Eng. Comput., vol. 41, 
p. 172‑182, 2003. 

 

174 FT/Boumerdes/NCASEE-24-Conference



XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 

Improving and Numerical Simulation of Highly 
Stable and Efficient Perovskite Solar Cells 

FAPbI3-Based Using Fluorinated Spiro-OMeTAD 
hole transport layers. 

   

 Mohammed Bouladame  
 Department of Science and Technology, Mohamed Khider 

University, 
Laboratory of Metallic and Semiconducting Materials (LMSM), 

 Biskra, Algeria. 
mohammed.bouladame@univ-biskra.dz 

 

Souad Tobbeche 

Department of Science and Technology, Mohamed Khider 

University, 

Laboratory of Metallic and Semiconducting Materials (LMSM), 

Biskra, Algeria 
s.tobbeche@univ-biskra.dz 

Abstract— In this paper, the investigation reported on research 

that improved efficiency in perovskite solar cells based on 

FAPbI3 perovskites. One of those, a Hole-transporting layer 

(HTL)-structured perovskite solar cell between a 

formamidinium lead iodide active layer and back contact 

(gold), presented great promise as light harvesters for thin-film 

photovoltaics. Its increased stability and high VOC.  The three-

hole transport layers (HTL) are then tested on the Silvaco 

TCAD software simulator by replacing the most commonly 

employed Spiro-OMeTAD with two fluorinated isomeric 

analogs of the popular hole-transport material (HTM) Spiro-

OMeTAD for HTLs and analyzing their effect on device 

performance. In this work, we improved different aspects 

affecting the device performance and studied thicknesses, 

doping concentrations, and carrier mobility for the absorber 

layer, ETL, and HTL, respectively. The structure with Spiro-

mF as HTM, Tio2 as ETL, and FAPbI3 as active layer gave the 

most optimized parameters, which demonstrated a power 

conversion efficiency (PCE ) of 29.95%. With an open-circuit 

voltage (Voc) of 1.192 V, short-circuit current density (Jsc) of 

28.27 mA·cm−2, and fill factor (FF) at 88.81% using this 
configuration. The outcomes of this contribution can offer 

promising future research leads for the Community in the 

fabrication of stability-effective, high-efficiency perovskite 

solar cells. 
 

Keywords— Perovskite, PSCs, HTL, doping density, carrier 

mobility, Silvaco Tcad. 

I. INTRODUCTION  

Since the milestone proof-of-concept demonstration of 
perovskite solar cells (PSCs) in 2009, this technology has 
attracted much attention as an effective strategy for 
transitioning to renewable energy sources — a key aspect of 
mitigating climate change and reducing fossil fuel 
consumption worldwide. The non-linear use of solar energy 
available to almost all households arises as a promising 
alternative source of household energy, which can sustain 
more and more global needs for power across the globe with 
positive environmental ratings. The commercial industry 
surrounding perovskite solar cells is significant due to their 
promise of high efficiencies at low manufacturing costs that 
could be broadly applied in a variety of photovoltaic 
technologies. PSCs, known for their low-cost solution 
processibility and excellent optoelectronic properties (e.g., 

tunable bandgap, high absorption coefficient, low 
recombination rate, and high mobility of charge carriers), 
have been researched rapidly over the last few years. In less 
than a decade, the power conversion efficiency (PCE) of 
single-junction PSCs has increased from 3% to a certified 
value of 25.5%, representing the highest for thin-film 
photovoltaics. Additionally, Regular (n–i–p) structures are 
used in the PSCs and have the highest efficiency among all 
kinds of devices. As a result, PSCs are highly expected as the 
next-generation photovoltaic technology. The positive role of 
compositional engineering in realizing highly eco-friendly 
and stable PSCs. A combination of both bulk and 
computational research has been carried out to deposit 
methylammonium lead triiodide MAPbI 3 with 
formamidinium lead triiodide FAPbI 3 as an example of 
combining layers together5,7. As compared to MAPbI3, 
FAPbI3 is thermally more stable and has a bandgap closer to 
the Shockley–Queisser limit6, thus making it a good 
candidate for highly efficient as well as stable single-junction 
PSCs. 

However, attempts to achieve high power conversion 
efficiencies (PCEs) >23% in perovskite solar cells (PSCs) 
have been confined to formamidinium-rich lead iodide 
(FAPbI3)-based compositions owing to their better bandgap-
compared with methylammonium based or mixed-halide 
perovskites. A power conversion efficiency (PCE) >25% 
with Jsc >26 mA/cm2 for the mesostructure PSCs by fully 
exploiting the wide absorption spectrum of FAPbI3 was 
certified. Jeong et al. synthesized hydrophobic fluorinated 
analogs of 2,2 ′ ,7,7 ′ -tetrakis[N, N-di(4-
methoxyphenyl)amino]-9,9 ′ -spirobifluorene (Spiro-
OMeTAD) as hole-transporting materials leading to a 
favorable shifting of the electronic state for hole extraction in 
perovskite solar cells. One device employed an already 
certified power conversion efficiency of up to 24.8%; a 
similar article quoted the open-circuit voltage of this device 
as being in good agreement with the Shockley-Queisser limit 
[10]. During continuous operation under 50% relative 
humidity, more than 87% of the original power conversion 
efficiency (PCE) had been retained for over 500 h. To 
answer this question, it is clear that the PV performance of 
PSCs is governed by many different aspects including device 
structure, perovskite composition, charge transport layers 
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(CTLs), and electrode materials. CTLs also play a direct role 
in the performance and stability of the utility as suggested by 
the literature. ETL and HTL materials, which are organic as 
well as inorganic. Before selecting the CTLs, several factors 
have to be taken into account which are described as follows: 
a) As much as possible, CTLs should be highly transparent 
to ensure that there is little optical loss before the light 
arrives at the active perovskite layer. b) CTLs ought to have 
an energy band structure that allows one charge carrier while 
blocking the other. c) The CTLs must show excellent charge 
carrier mobility to recombine or extract the charge carriers 
from the perovskite layer into their corresponding electrode. 
d) The CTL should be chemically resistant to both the 
perovskite layer and the electrodes. There have been 
significant advancements in electron transport material 
(ETM) technologies over the last few years, and n-type metal 
oxides represented by TiO2 or SnO2 are currently the most 
commonly used materials for ETL. In contrast, the selection 
of hole transport material (HTM) is more complex and 
challenging than ETMs as well as accurately modeling the 
physics. The Hole Transport Material (HTM) in Organic-
Inorganic Perovskite Solar Cells (PSCs) is essential to obtain 
high power conversion efficiency and long-term stability. 
While there are some published review articles on the topic 
of spiro-OMeTAD as HTM for PSCs, they tend to be either 
limited in scope or a bit dated. Consequently, in this review 
article, we also provide a critical examination of the doping 
materials and interface modifiers as well as recently 
introduced spiro-based strategies purported for establishing 
enhanced stability that has not been previously reported in 
the open literature to our knowledge. Thus, this review is 
proposed to fill the research void present in existing literature 
with the expectation that it will lead to a myriad of novel 
paradigms in spiro-based PSCs. 

Here, we present a review that gives a detailed 
introduction to spiro-OMeTAD as HTM for PSCs, covering 
its background, evolution, and recent development. A unique 
approach, using Spiro-OMeTAD with varied degrees of 
fluorine doping as HTM, was taken to accomplish the goal. 
With fluorination, mobility, oxidation susceptibility, and 
ionization energy change. The Photoelectron yield 
spectroscopy data shown herein demonstrate that the HTM 
ionization energy increases concerning increasing 
fluorination level, which is equivalent to a downshift of the 
valence band maximum (VBM) position, from −4.λ7 eV 
(Spiro-OMeTAD reference) up to -5.19 eV relative to the 
vacuum level. In addition, the photoluminescence results also 
demonstrated a more efficient valence band offset (VBO) at 
room temperature for charge carrier separation. For all solar 
cells, the carriers reside at these interfaces and have to move 
through them to be collected by electrodes; this is a fact. A 
study of the experimental photovoltaic performance versus 
their numerical simulations using Silvaco Tcad for highly 
efficient single-junction solar cells based on formamidinium 
perovskites that can have a suitable bandgap (of 1.48 eV) to 
harvest the solar spectrum is described in this work. The 
responses to these questions were sought as they investigated 
the effects of changes in the hole transport material (HTM) 
type and thickness, assembly doping density, and carrier 
mobility state of the nanostructured absorber layer, ETL, and 
HTL on light harvesting efficiency of Perovskite solar cells. 

II. DEVICE STRUCTURE AND SIMULATION METHOD 

 

A. DEVICE STRUCTURE  

First, An efficient PSC includes a perovskite absorber 
between positive (p) and negative (n) charge extraction 
semiconducting materials, known as p-type and n-type layers 
in this review. PSCs are commonly classified into three 
types: mesoporous n-i-p, planar n-i-p, and planar p-i-n 
(inverted planar) PSCs. PSCs utilizing n-i-p architecture 
(both mesoporous and planar) have achieved efficiencies of 
up to 23.44%, nearing 25.5% of p-i-n PSCs. However, non-
inverted planar perovskite solar cells (n-i-p PSCs) are 
attracting attention for their simple manufacturing process, 
ability to be used on flexible substrates, flexibility in energy-
band engineering, and potential for creating single-junction 
solar cells. The perovskite material's capability to enhance 
charge transport and optimize device structure independently 
has led to notable advancements in device performance and 
stability. When a single-junction solar cell is exposed to 
radiation from the sun (air mass (AM) 1.5G) and the 
surrounding environment (temperature T=300K). The 
simulated cell is set up with the following configuration: 

Glass substrate/FTO/TiO2/FAPbI3/Spiro-OMeTAD/Au 

The physical structure of the components of the 
Perovskite solar cell is shown in Fig.1. Under a top-down 
proximity approach: 

a. A layer of Fluorine-doped tin oxide (FTO) is used 
as a transparent conductive oxide in this solar cell to prevent 
contacts from leaking to charge carrier layers. FTO has a 
work function of 4.4 eV. The layer is 200 nm thick. 

b. Titanium dioxide (TiO2) is effectively used as an 
electron transport layer (ETL) in photovoltaic devices, not 
least because of its non-toxic, stable, and affordable 
properties. A thickness of 150 nm is common for this 
simulation, as it helps to avoid chemical species migration 
and improve the efficiency of solar cells. 

c. The main layer of the solar cell is the Perovskite 
layer, made up of a mix of organic-inorganic halides (PSCS), 
such as CH(NH2)2PbI3 Formamidinium lead triiodide 
(FAPbI3). FAPbI3 serves as the absorbent layer, allowing for 
the absorption of visible/ near-infrared light and enhancing 
thermal stability, with a thickness of 750 nm.  

d. The most common material used as a hole 
transducer in Perovskite solar cells is the Spiro-OMeTAD 
polymer composition. Compared with the control device 
fabricated with doped Spiro-OMeTAD, both fluorinated 
HTM-based PSCs (Spiro-mF and Spiro-oF). The properties 
of this composition make it suitable for photovoltaic 
structures. It has the appropriate glass transition temperature, 
solubility, ionization potential, and transparency in the 
visible spectra range. The layer thickness is 270 nm. In 
contrast, Spiro-oF and Spiro-mF are included in the sub-
model of the SCAPS 1D software package for the hole 
transporting layer in the perovskite solar cell setup. The 
absorption coefficient (alpha) is determined by the equation 
A/hυ√(hυ - Eg), where A is a constant known as the band 
tailing parameter A=105. This assumption has been 
employed in numerous studies of perovskite-based solar 
cells. Eg represents the energy of the optical band gap, which 
varies based on the material's crystalline or amorphous 
nature. It is linked to the photon energy (h*neo) law model, 
which is associated with The refractive index (n) and 
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extinction coefficient (k) calculated using n=sqrt(epsilon), 
Alpha(α) = 4πk/lambda(λ). 

e. In this study, we employed material like Gold on the 
back contact layer to enhance the efficiency of Perovskite 
solar cells, with a work function of 5.1 eV.  

The refractive index and extinction coefficient (n, k) for 
these layers are extracted from FTO(40), TiO2 (41), FAPbI3 
(42), and Spiro-OMeTAD (43) according to Fig. 2.  The roll-
off in efficiency for simulation and experimental results at 
lower illumination intensities results from the non-radiative 
recombination processes, including interfacial and Shockley–
Read–Hall (SRH) recombination. 

B. Simulation method 

The simulation was carried out with the SILVACO 
TCAD environment using the Atlas module. It is a very 
useful two-dimensional component modeling simulator [25] 
with the ability to predict the electrical characteristics of 
most semiconductors. In addition to external electrical 
properties, the software provides information on internal 
distributions of variables such as current lines, electric fields, 
and potentials. All the properties of the materials involved in 
this solar cell are defined. The cell involves a network of thin 
semiconductor layers of FTO/TiO2/FAPbI3/Spiro-
OMeTAD/Au simulated by TCAD Silvaco-Atlas. The 
complete structure of the device is schematically shown in 
Fig 1. In this study, the gold (Au) element is used here as the 
back contact, FAPbI3 as the absorbent layer, TiO2 as the 
buffer layer, undoped Spiro-OMeTAD: p as the hole 
transporting layer, and FTO as TCO. Good choice of mesh, 
models, and methods plays an important role in the accuracy 
of the simulation. All optical parameters used were extracted 
from previous reports [26, 27]. With a power density of 1000 
W/m2(AM 1.5 illumination), is used as the light source in 
the simulation. This is achieved by numerically solving the 
Poisson equation with the electron and hole continuity 
equations in a finite number of points forming the mesh of 
the structure defined by the program and the drift-diffusion 
model: 

Poisson’s equationμ ∂²φ∂x² = ୯ε ሺn − pሻ              (1)  

 

The continuity equations for electrons and holes: ∂n∂t = 1୯ ∂Jn∂x + G − R   , ∂୮∂t = − 1୯ ∂Jp∂x + G − R          (2) 

 

Jn and Jp are explained by the drift-diffusion model:  Jn = qDn ∂n∂x − qµnn ∂φ∂x  ,  JP = −qD୮ ∂୮∂x − qµ୮p ∂φ∂x        (3) 

 φ:Electric potential, ε: the permittivity, q: charge of an 
electron, n, p: the electron and hole concentrations, Jn,  JP: The electron and hole current densities, G, R: 
generation (recombination) rates for the electrons and 

holes, Dn, D୮: Electron and Hole constant diffusion, µn, µ୮μ Electron and Hole mobility’s. 

 
 

Device simulation allows us to understand the basic 
physical processes in a solar cell, helping us confirm the best 
conditions for optimal performance. It is capable of 
simulating perovskite solar cell structures and calculating 
key characteristics including external quantum 
efficiency(QE), Current Density-Voltage (J–V) 
characteristics open-circuit voltages (Voc), short-circuit 
currents (Jsc), fill factor (FF), and power conversion 
efficiency (PCE). 

For SILVACO TCAD simulations, the input parameters 
are taken from the literature and the results show that the 
simulated technological and physical parameter matches 
their real values excellently. Also, the Photovoltaic 
parameters of the experimental solar cell were compared 
with those of the simulation in Table 1. The interface defects 
at ETL/absorber and absorber/HTL interfaces are considered 
neutral and single. All the simulations are performed at a 
working temperature of 300 K using a series resistance of 1 
W and under standard AM1.5G illumination. 

 

III. RESULTS AND DISCUSSION  

INVESTIGATING THE PHOTOVOLTAIC PROPERTIES OF PSCS 

DURING MANUFACTURING REQUIRES BOTH TIME AND 

FINANCIAL RESOURCES. - ONE OF THE ESSENTIAL ELEMENTS 

IN STUDYING THEIR PHOTOVOLTAIC PROPERTIES IS THE 

NUMERICAL DESIGN AND MODELING OF PEROVSKITE SOLAR 

CELL ARCHITECTURE. ANY SOLAR STRUCTURE CAN BE 

DESIGNED UTILIZING DIFFERENT INPUT MATERIAL 

PARAMETERS AND THE MODELING PROCESS. THEY PERMIT 

THE EXAMINATION OF THE PSC APPLICATION'S 

PERFORMANCE THROUGH ADJUSTMENTS TO THE MATERIAL'S 

PROPERTIES. WE CAN EASILY INTERPRET THE BEHAVIOR OF 

THE PSC DEVICE FROM THE SIMULATION RESULTS, AIDING IN 

OUR UNDERSTANDING OF THE SPECIFIED PSC RESTRICTIONS. 
THE SOFTWARE'S ACCURACY IS DEMONSTRATED IN TABLE 1, 
AS THE SIMULATED RESULTS FROM SILVACO TCAD 

CLOSELY ALIGN WITH THE EXPERIMENTAL RESULTS. THE 

FAPBI3-BASED SOLAR CELL STRUCTURES ARE DESIGNED AS 

FOLLOWS: FTO/TIO2/FAPBI3/SPIRO-OMETAD/AU. THESE 

STRUCTURES ARE ILLUSTRATED IN FIG 1. THE J-V CURVES OF 

N-I-P PLANAR PEROVSKITE SOLAR CELLS WITH A FAPBI3 

ABSORBER LAYER ARE DISPLAYED IN FIG 3. IN THE 

SIMULATION STUDY. THE PHOTOVOLTAIC PARAMETERS OF 

THE SOLAR CELLS ARE LISTED IN TABLE 1. THE DEVICE 

UTILIZING THE PURE FAPBI3 PEROVSKITE LAYER 

DEMONSTRATES AN OPEN-CIRCUIT VOLTAGE (VOC) OF 1.150 

V, A SHORT-CIRCUIT CURRENT (JSC) OF 26.05 MA⋅CM−2, A 

FILL FACTOR (FF) OF 78.19%, AND A POWER CONVERSION 

EFFICIENCY (PCE) OF 23.44%. THE EQE SPECTRUM OF THE 

DEVICES WAS MEASURED FROM 200 TO 900 NM OVER THE 

AM 1.5 PHOTON FLUX, AS SHOWN IN FIG 4. 

By measuring the current response at a zero voltage and the 
normalization of the current to the flux density of the 
incident light, it is possible to calculate the quantum 
efficiency of the flux density of the total monochromatic 
optical light. At the peak of the quantum efficiency, the 
wavelength varies within the spectrum of the solar cells. 
Also, one can express the relationship between the short-
circuit current density and QE. The choice of buffer layers 
can also be characterized by the plot of QE, which is shown 
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in Fig. 4. The results suggest that perovskite solar cells with  
Spiro-OMeTAD and TiO2 show an increased spectral 
response that reaches a maximum of 95%, from the 
wavelength of 350 nm to 800 nm. 

1.  Selection of appropriate HTL for PSC 
Various Spiro-based materials have been suggested as the 
hole-transport layer (HTL) for a perovskite solar cell (PSC) 
based on FAPbI3 in this study. The simulation process is 
first carried out for various HTLs, including Spiro-
OMeTAD, Spiro-mF, and Spiro-oF. The thicknesses of the 
active layers for electron transport, hole transport, and 
absorber materials are assumed to be 150 nm, 270 nm, and 
750 nm, respectively. Fig 2 displays the energy band 
diagram of the PSC and the alignment of energy bands when 
using different Spiro-based materials as the HTL. Energy 
band alignment controls the movement of photo-generated 
charge carriers, influencing the performance of the PSC(22). 
From Table 2, we can observe that Spiro-mF and Spiro-oF 
have the same Voc and Jsc values. Spiro-mF, however, 
exhibits a higher fill factor and increased efficiency of 
24.82%. The greater efficiency is evident in Fig 5 and 6. 
The generated responses show generation rates across the 
device and the distribution of the electric field at the 
FAPbI3/HTLs interface. The generation rates for Spiro-mF 
and Spiro-oF are almost the same. The lower production 
rates of Spiro-OMeTAD result in decreased efficiency. 
Despite its low power output, the Spiro-mF possesses the 
highest electric field, which boosts its performance. The 
electric fields of Spiro-mF and Spiro-oF are essentially the 
same, leading to decreased recombination at the contact. 
Spiro-OMeTAD has a lower electric field, enabling a 
minority of electrons to migrate toward the HTL, resulting 
in recombination and decreased efficiency. Fig 5 and 6 show 
the current-voltage (I-V) and quantum efficiency (QE) 
curves of different hole transport layers (HTLs). The graphs 
show that the QE responses of each HTL are similar. In 
subsequent research, FF Spiro-mF was chosen as the HTL 
because of its effectiveness. 

2. Effect of absorber layer thickness  
The thickness absorber material has a crucial effect on the 
efficiency of the PSC device. Light absorption and charge 
transfer are accomplished by the absorber layer. As a result, 
optimizing the absorber material is critical for improving 
PSC performance. Fig 7 shows the thickness of absorber 
material varies in the range between 0.1 and 1.4 µm. The 
rise in charge carrier recombination owing to the escalation 
in dark saturation current leads to a slight decrement in the 
Voc (green line). Efficiency and Jsc increase until 1.2 µm 
and then get saturated. As absorber material thickness 
reduces, the electrons and holes combine quickly, thereby 
increasing the rate of recombination. The rise in absorber 
thickness gives ample space for an increase in the number of 
photons to be absorbed, thus increasing the Jsc, (blue line). 
Further, the FF also rises with increasing thickness. We 
observe a PSC efficiency of 25.60% at the optimum 
absorber thickness (1.2 µm). 

3. Effect of absorber layer  Doping  Density  

The acceptor concentration of absorber material varies 
between 1012 and 1018 per cm-3. It can be noticed from 
Fig. 8 that when the acceptor concentration of FAPbI3 
increases efficiency, Voc, and FF increase. However, Jsc 

remains constant and decreases when doping concentration 
goes beyond 1× 1015 per cm-3. This is because high doping 
concentration decreases the depletion region and charge 
carrier mobility which leads to an increase in holes and 
electrons recombining and decreasing the chance of 
capturing electrons produced by photons. Voc increases on 
increasing acceptor concentration. The device saturation 
current increases lead to an increase in Voc. The efficiency 
increases from 22 to 27% as the absorber material’s 
acceptor concentration varies between 1014 and 1018 per 
cm-3. The optimum value of acceptor concentration for the 
FAPbI3 layer is taken as~ 1017 per cm3. Columbia traps will 
be created by extremely high doping, which will increase 
recombination (57). 

4. Effect of carrier mobility absorber layer 
In this step, the relation of the mobility with the doping 
concentration of the absorber layer is investigated first based 
on the parameters of the initial cell in Table 1. Fig9(a-b-c-d) 
illustrates the effects of mobility on the device performance 
under various absorber doping concentration values 
(NA=1012-5.1017 cm-3). It can be seen that the optimal value 
of mobility (Figs. 9(a)) changes with the absorber doping 
concentration (µ=2.10-3-20 cm2 /V·s).] Fig 9 illustrates the 
effects of mobility on the cell performance at various doping 
concentrations of the absorber layer based on the optimized 
absorber thickness of 1200 nm obtained from Fig. 7. The �sc 
and FF both increase with mobility increasing at different 
doping concentrations, especially the �sc can be 
significantly augmented (Fig. 9(c)). The obvious influence 
of mobility on �sc can be observed when NA is higher than 
1 × 101θ cm−3. With a certain mobility, say, µ = η cm2 
/V·s, �sc first increases with the augment of doping 
concentration and then saturated significantly with NA 
further increasing to η×101θ cm−3. This is because both �sc 
and recombination rate increase with the augment of doping 
concentration. Mobility can surmount the contradiction 
between high �sc and high recombination rate caused by the 
high doping concentration. Recombination can be weakened 
through good transportation performance of perovskite 
material with high mobility(67).The optimal value of 
mobility gradually decreases with NA increasing, thus 
lowering the negative effect of the doping concentration 
increment (see Fig. 9(a)). Moderate doping concentration 
(η×101η cm−3 ≤ NA < η×1017 cm−3 ) is beneficial to the 
improvement of efficiency for µ > 10 cm2 /V·s. This 
analysis presents that monotonically increasing the mobility 
of the absorber layer is not beneficial to the performance of 
the PSCs. Taking into account the influence of the thickness 
and doping concentration, an optimal value of mobility 
exists. The corresponding characteristic curve, �sc rises 
significantly from the initial 31.59 mA/cm2 to 33.30 
mA/cm2 . The Voc of 0.90 V, FF of 82.38%, and PCE of 
24.78% are obtained at this preliminary optimization of the 
absorption layer. The transportation parameter’s matching 
between the absorber and the charge transport layer is 
important to avoid the excessive accumulation of the 
carriers at their interface during the photon-generated 
carriers transporting to the corresponding electrodes. Hence, 
after the absorber layer optimization, the carrier mobility 
and other parameters, such as doping concentration and 
thickness, of HTM and ETM should also be optimized. 
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5. Effect of electron transport layer (ETL) 

thickness 
Furthermore, we will explore the impact of variations in the 
thickness of the TiO2 electron transport layer, serving as the 
window layer, on crucial features of photovoltaic devices. 
Meanwhile, the thickness of the FAPbI3 layer, carrier 
concentrations, and carrier mobility will be held constant at 
1.2 µm, 1017 cm-3, and 5 cm2 /V·s, respectively. 
Fig. 10 presents a contour map reflecting the simulated 
fundamental characteristics of a solar cell, illustrating how 
these properties change as the thickness of TiO2  (which 
ranges from 0.01 to 0.21 µm on the x-axis) and illustrate the 
variations in open-circuit voltage (Voc), the short-circuit 
current (Jsc), the fill factor (FF), the efficiency (PCE)  at 
different points (which ranges on the y-axis) change. First 
the variations in open-circuit voltage (Voc) at different 
points. Specifically, as thickness increases from 0.01 to 0.21 
µm, it drops from roughly 1.195 V to roughly 1.129 V, with 
the maximum Voc observed at approximately 0.01 µm 
thickness. The Jsc values follow a similar pattern to the Voc, 
decreasing from around 28.02 mA/cm2 to approximately 
27.ηλ mA/cm2 as thickness increases from 0.01 to 0.21 ȝm. 
The peak Jsc is observed at approximately 0.01 ȝm in 
thickness.. the FF values exhibit multiple zones where the 
FF decreases from 82.44 to 77.11% as the thickness 
increases from 0.01 to 0.21 ȝm. An average FF value of 
approximately 80.79%,  which attains a higher performance 
of around 82.24%. The PCE values exhibit a similar trend to 
the Voc, where PCE decreases from around 27.61% to about 
24.04% as the thickness increases from 0.01 to 0.21 µm, an 
average value of approximately 26.18% is observed. The 
obtained results can be understood in the following manner: 
Moreover, the reduction in the Voc value is associated with 
an increase in thickness. This augmentation promotes the 
generation of electron–hole pairs across the junction by 
extending the charge collection length(71). Additionally, 
bandgap alignment plays a crucial role in enhancing the Voc 
value. A similar rationale can be applied to explain the 
behavior of Jsc values. This is attributed to an increase in 
the recombination process and leakage current, particularly 
noticeable as the thickness of TiO2 increases(65,66). The 
behavior of the fill factor (FF) can be explained by its 
inverse relationship with Voc values. The efficiency (Ș) 
values are predominantly influenced by the combined 
effects of Voc, Jsc, and FF values(68). Our findings suggest 
that maintaining the optimum thickness of TiO2 is 0.03µm, 
decreasing with thickness, Under these conditions, as shown 
in Fig. 10, the thickness 0.03 µm, the open-circuit voltage 
(Voc) of 1.192 V, and the short-circuit current (Jsc) of 27.92 
mA/cm2 the fill factor (FF) of 82.24%, and the efficiency 
(PCE) of 27.38%. 

6. Effect  of  ETL doping density  
Fig. 11 depicts a contour plot demonstrating variations in 
critical solar cell characteristics, where the carrier 
concentration ranges from 1015 to 101λ cm−3 on the x-axis 
and the device photovoltaic parameters(Voc, Jsc, FF, and 
PCE), are the dependent variable. 
The study of Fig. 11 demonstrates that the open-circuit 
voltage (Voc) varies across distinct regions. More precisely, 
with Voc increasing from roughly 1.168 V to roughly 1.199 
V carrier concentration rose from 101η to 101λ cm−3, while 
the highest Voc reached a carrier concentration of 

approximately η.1018 cm−3. When carrier concentrations 
are more than 1018 cm−3, the Voc value is saturated for 
each given carrier concentration value. According to Figure, 
the Jsc value remained constant at around 28.02 mA/cm2 for 
carrier concentrations more than 101η cm−3 and less than 
1018 cm-3, with Jsc decreasing from approximately 28.02 
mA/cm2 to approximately 28.00 mA/cm2 as carrier 
concentration increases from 1018 to 1019 cm-3 and the 
highest Jsc attained at carrier concentration of 
approximately 1018 cm-3. The Jsc value improves for each 
carrier concentration value when the carrier concentration is 
less than 101λ cm−3. The FF values follow the same pattern 
as the Voc, with FF increasing from approximately 73.48% 
to approximately 82.71% as carrier concentration increases 
from 1015 to 1019 cm-3 and the highest FF attained at 
carrier concentration of approximately 1019 cm-3. In 
contrast, the FF reached its maximum value for levels of 
carrier concentration greater than 101λ cm−3. The PCE 
values have the same form as the Voc and FF, which 
increase from about 24.04% to about 27.76% as the carrier 
concentration increases from 1015 to 1019 cm-3, while the 
highest achieved at carrier concentration around 1019 cm-3. 
The value improves for every individual carrier 
concentration value if the carrier concentration is below 
1018 cm−3. The data clearly show that increasing the donor 
concentrations of the TiO2 increases the Voc value as the 
carrier concentration increases. This influences the charge 
carrier generation rate and minority carrier diffusion length. 
The flow of electrons in the TiO2 layer and holes in the 
Spiro-mF layer influences the photogenerated current 
significantly (65). The full built-in voltage (Vbi) and the 
depletion width (Wd), primarily determined on the p-Spiro 
thin film side, are directly associated with this current64. 
For each given carrier concentration below 1020 cm−3, the 
Voc value drops as the TiO2 carrier concentration increases. 
This is due to the longer lifetime and larger charge 
collection channel, which results in the enhanced 
photogenerated current while concurrently decreasing 
leakage current and recombination rates as PSC thickness 
increases 71. These observations are corroborated by the 
fact that raising the carrier concentration above 1018 cm−3 
results in a drop in Jsc value. Furthermore, the decrease in 
Jsc is due to the window layer predominantly functioning as 
a conducting channel for electrons rather than contributing 
considerably to solar spectrum absorption73. The efficiency 
(PCE) values provide a complete view of performance 
through the combination of Voc, Jsc, and FF, with its value 
predominantly following Voc and FF trends. As shown in 
Fig. 11. comparison, the optimal parameters for TiO2 are a 
thickness of 0.03 µm and a carrier concentration of less than 
101λ cm−3. With a Voc value of 0.7λ V, a Jsc value of 41.2 
mA/cm2, and an FF value of 85.8%, the maximum 
efficiency was attained under these conditions. Our results 
show that perovskite solar cell devices based on The best 
values were obtained with donner densities of 5×1018 
cm−3, and comprised a Jsc of 28.00 mA/cm2, a Voc of 
1.199 V, an FF of 82.69%, and an efficiency (PCE) of 
27.77%. 

7. Effect of electron mobility of ETL layer 
The importance of the high doping of the TiO2 ETM to 
match the HTM with high mobility was also investigated 
systematically in Ref [46]. The critical value of electron 
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mobility (µn), i.e., when the charge transportation is easier, 
depends on the doping concentration of a layer, the electron 
mobility was varied from 10-4 cm2 /Vs to 100 cm2 /Vs with 
different carrier concentrations (1015-5×1018 cm-3), The 
performance is illustrated in Fig 12. (Fig.12 a and b) It can 
be seen that The JSC and Voc were constant with increasing 
electron mobility and carrier concentration. After increasing 
the concentration by more than 101η cm−3 and improves 
carrier mobility in the range 10− 4 to 1 cm2 /vs leading to 
the conclusion that higher mobility contributes towards the 
improvement of carrier transportation and suppression of 
recombination. (Fig.12 c and d) the FF and PCE were 
increased. After increasing the carrier concentration and 
electron mobility by more than 1017 cm−3 and 1 cm2 /Vs, 
respectively. The FF and PCE became stable, so they 
became unaltered by either carrier concentration or carrier 
mobility. The higher values of carrier mobility beyond 1 
cm2 /vs do not affect Jsc as they lead to higher carrier 
diffusion length, which is compatible with that in Ref [54]. 
Interestingly, increasing the mobility decreases the 
resistivity of the ETL such that the series resistance 
decreases. Our results show that perovskite solar cell 
devices based on The best values were obtained with donor 
densities and electron mobility of η×1018 cm−3 and 1 cm2 
/Vs, respectively,  comprised a Jsc of 28.02 mA/cm2, a Voc 
of 1.195 V, an FF of 82.43%, and an efficiency (PCE) of 
27.61%. 

8. Effect of hole transport layer (HTL) thickness 
Proper thickness of HTL plays a crucial role in shaping the 
high performance of the PSC. The best HTL is the one that 
reduces electrical resistance and recombination setbacks, 
which further aids in boosting the PSC’s performance. The 
thickness of Spiro-mF material in the designed PSC 
structure is varied in the range of 0.05–0.7 ȝm. The 
thickness of Spiro-mF shows an insignificant effect on the 
PSC’s performance, as shown in Fig. 13. However, the Jsc 
and Voc increased until the value 0.2η ȝm became stable. 
When Increasing the thickness of Spiro-mF leads to a 
reduction in both FF and PCE values. Spiro-mF plays an 
active role in transporting the hole to the counter electrode 
owing to the making of an energy cliff near the interface’s 
HTL/absorber. Thereby, the thickness of HTL is taken to be 
25 nm for the optimized device structure, comprised of a Jsc 
of 28.02 mA/cm2, a Voc of 1.195 V, an FF of 83.24%, and 
an efficiency (PCE) of 27.88%. 

9. Effect of HTL layer doping density  
Hole Transport Layer doping density controls PSC 
performance by changing the electric field intensity at the 
HTL/absorber interface. An increase in an electric field 
leads to a greater separation of electron–hole pairs and thus 
an increase in efficiency. Here, the acceptor density of HTL 
varies in between the range of 1015–1019 per cm3. Fig. 14 
illustrates that increasing the acceptor concentration of 
Spiro-mF from 1× 1015 per cm3 to 1×1019 per cm3 has no 
significant effect on the performance of PSC. According to 
Fig. 14, the Voc value remained constant at around 1.195 V, 
and a small change in Jsc average of 28.06 mA/cm2 for 
carrier concentrations more than 101η cm−3. However, we 
observed that there is a significant change in efficiency from 
25.33% to 29.71% and FF from 75.68 to 88.47%. As we 
increase the doping concentration, charge carrier separation 
is increased and then the perovskite solar cell performances 

are also increased. The optimized result for the acceptor 
concentration of Spiro-mF is considered 1× 1018 per cm3. 
Our modeling outcomes indicate that the ideal values for 
Spiro-mF acceptor densities of  1018 cm-3, and comprised a 
Jsc of 28.10 mA/cm2, a Voc of 1.192 V, an FF of 88.44%, 
and an efficiency (PCE) of 29.65%. 

10. Effect of hole mobility of HTL layer 
Besides, we have investigated the hole transport properties 
effect like other layers. While maintaining the previous 
optimum properties, of the most operating HTM such as the 
Spiro- layer, on the device efficiency. The effects of hole 
mobility on the performance of perovskite solar cells under 
various doping density values, when the hole mobility of 
HTM increases from 10−4 cm2 /V·s to 20 cm2 /V·s, as 
shown in Fig.15. (Fig.15 d) the efficiency of perovskite 
solar cells increases gradually, little change of the efficiency 
can be seen for µp > 10-2 cm2 /V·s because the carriers’ 
diffusion length is longer than the thickness of the HTM. 
When doping concentration is smaller than 1 × 1017 cm−3, 
PSCs’ efficiency augments gradually with mobility 
increasing and reaches a saturation level at an HTM 
mobility of 20 cm2 /V·s. particularly noticeable as the 
doping concentration is 1 × 1018 cm−3, the effect of the 
mobility is very weak on the cell’s efficiency, in our 
simulations(Fig.15 c), increasing the mobility from 1⋅10− 4 
up to 1⋅10− 1 cm2 /V⋅s, it results in an improvement of the 
FF from 75.56 to 88.81. the strong influence of the HTL 
conductivity degradation in the device FF[64], while JSC 
and VOC remain unchanged shown in (Fig.15 a-b), This 
shows that the electron-hole pairs can easily transport at the 
interface and be collected by the electrodes. Moreover,  the 
efficiency reaches a maximum saturation level of  ∼30%, at 
hole mobility of 1 cm−2 v−1 s −1 with carrier concentration 
value 1018 cm-3. Our modeling outcomes indicate that the 
ideal values for Spiro-mF hole mobility in carrier 
concentration of  1 cm-2v-1s-1 and 1018 cm-3, respectively, 
and comprised a Jsc of 28.27 mA/cm2, a Voc of 1.192 V, an 
FF of 88.81%, and an efficiency (PCE) of 29.95%. 

 
11. Optimized  result of I–V and EQE curve 

Table 3 presents a comparison of the optimized and 
experimental PSCs. It illustrates the design structure’s 
capability to improve the PSC. This is possible by 
employing efficient CTL materials and parameters of each 
layer. Table 4 compares the optimized solar cell against the 
state-of-the-art solar cells based on FAPbI3 absorber 
material. The comparison clearly shows that the suggested 
solar cell is capable of producing superior outcomes, 
making it an appealing alternative. 
The current density–voltage (�–V) characteristic curve of 
the cell with initial parameters is shown in Fig. 16 (curve 
green). Short-circuit current density (�sc) of 26.35 mA/cm2, 
open circuit voltage (Voc) of 1.164 V, fill factor (FF) of 
80.90%, and power conversion efficiency (PCE) of 24.82% 
are obtained, and the same observation for quantum 
efficiency (EQE-λ) is shown in Fig. 17. 
Based on the previous optimized structure, we further 
investigate the relation between carrier mobility and cell 
performance. Taking into account the influence of each 
layer on the performance of perovskite solar cells, the 
optimization process consists of three steps. The parameters 
of thickness, carrier mobility, and doping concentration are 
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optimized in the absorber layer, ETM, and HTM layers in 
sequence in the first three steps. Experimental research has 
shown that the mobility µ is independent of the charge 
carrier concentration of the perovskite absorber layer at 
lower concentrations (1016 cm−3–1018 cm−3)[65-66]. 
 

TABLE I.  BASIC INPUT PARAMETERS OF THE MATERIALS USED IN 

THE PSC. 

 

 
                                                                       * Experimentally determined 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Parameters 
FTO 

[49-51] 
TiO2 

[45,24] 

FAPbI3 

[24,48,4

9] 

Spiro-

OMeTAD 

[24,47,49] 

Spiro-mF     

[24,54,56] 
Spiro-mF    

[24,54,56] 

Thickness 

(nm) 
200 50 750 * 270 * 270  270 * 

Band gap 

Eg(eV) 
3.5 .26 1.48* 2.94* 2.96* 2..96* 

Electron 

affinity 

χ(eV) 

4.0 .2 3.92* 2.03* 2.23* 2.23* 

Dielectric 

permittivity 

εr 

9 9 6.6 3.0 3.0 .0 

CB effective 

density of 

states 

Nc(cm−3) 

2·2.1018 
1.0·102

1 
1.2·1019 2.2·1018 1.0·1019 1.0·1019

 

VB effective 

density of 

states 

Nv(cm−3) 

2·2.1018 
2.0·102

0 
2.9·1018 1.8·1019 1.0·1019 1.0·1019

 

Shallow 

donor 

density ND (c

m−3) 

1015 ·1016 .3·1016 0 0 0 

Shallow 

acceptor 

density NA (c

m−3) 

0 0 .3·1016 1.3·1018 1016 1016
 

Electron 

mobility 

µn(cm2/Vs) 

20 0 .7 
6.59.10-
3* 

7.47.10-3* 47.10-3* 

Hole 

mobility 

µp(cm2/Vs) 

10 
 

0 

 

.8 

 

6.59.10-
3* 

 

7.47.10-3* 

 

47.10-3* 

Electron 

lifetime Ĳn 
(S) 

10−7 10−7 10−θ 10−7 10−7 10−7 

Hole lifetime 

Ĳp (S) 10−7 10−7 10−θ 10−7 10−7 10−7 
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TABLE II.  BASIC INPUT PARAMETERS OF THE MATERIALS USED IN 
THE PSC. 

 CELL 

CONFIGURATION 

(HTL’S)                           

PCE 

(%)       

VOC(V
)               

JSC 

(MA/ 
CM

2
 )        

FF 

(%) 

E
XP
ER
IM
EN
TA
L 
[
10
]  

FTO/TIO2/FAPBI3/SP
IRO-OMETAD/AU   

23.44 1.152 26.04 78.13 

FTO/TIO2/FAPBI3/SP
IRO-MF/AU 

24.82 1.164 26.35 80.90 

FTO/TIO2/FAPBI3/SP
IRO-OF/AU 

24.50 1.161 26.34 80.15 

SI
M
UL
AT
IO
N  

FTO/TIO2/FAPBI3/SP
IRO-OMETAD/AU   

23.44 1.150 26.05 78.19 

FTO/TIO2/FAPBI3/SP
IRO-MF/AU 

24.82 1.164 26.35 80.90 

FTO/TIO2/FAPBI3/SP
IRO-OF/AU 

24.54 1.162 26.34 80.15 

 

TABLE III.  COMPARISON BETWEEN OPTIMIZED PEROVSKITE SOLAR 

CELL AND CONVENTIONAL STRUCTURES. 

DESIGN 

PARAMETERS 
CONVENTIONAL 

PEROVSKITE 

SOLAR CELL 

OPTIMIZED 

PEROVSKITE 

SOLAR CELL 

ETL MATERIAL TIO2 TIO2 

DOPPING 
CONCENTRATION 

(CM− 2) 

5×1016 5×1018 

THICKNESS (NM) 68 50 

ELECTRON 
MOBILITY 

µN(CM2/VS) 

20 1 

HTL MATERIAL SPIRO-OMETAD SPIRO-MF 

DOPPING 
CONCENTRATION 

(CM− 2) 

1016 1018 

THICKNESS (NM) 270 250 

ELECTRON 
MOBILITY 

µP(CM2/VS) 

6.59×10-3 1 

PEROVSKITE 
MATERIAL 

FAPBI3 FAPBI3 

DOPPING 
CONCENTRATION 

(CM− 2) 

1.3×1016 1017 

THICKNESS (NM) 750 1200 

ELECTRON 
MOBILITY 
µ(CM2/VS) 

1.8 5 

Output parameters  

 

 

�SC (MA/CM2) 26.04 28.27 

VOC (V) 1.152 1.192 

FF (%) 
78.13 88.81 

PCE (%) 
23.44 29.95 

 

TABLE IV.  BENCHMARKING TABLE. 

DEVICE STRUCTURE (EXPERIMENTAL PCE 

(%) 
REF 

TiO2/FAPbI3/PTAA/Au 
21.6 [58] 

SNO2/FAPBI3/SPIRO-OMETAD/AU 16.68 [59] 

SNO2/CS0.1(GABA0.075-FA0.925)0.9PBI3/SPIRO-
OMETAD/AU 

23.71 [59] 

TIO2/FAPBI3/MEO-2PACZ 22.13 [60] 

TIO2/FAPBI3/SPIRO-OMETAD/AU 22.25 [61] 

ZN0.8MG0.2O/(FAPBI3)0.85/(MAPBBR3)0.15/CU2
O 

22.17 [62] 

TIO2/CS2BICUI6/SPIRO-OMETAD/AU 22.02 [63] 

TIO2/FAPBI3/SPIRO-MF/AU 29.95      THIS 

WOR
K        
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 Light 
 

 

 
                   Fig 1.  Planar device structure 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.   Energy band diagram of FTτ/ ETM/ Perovskite/HTM’s/Au 
structure. 
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Fig. 3.   J-V characteristics of the n-i-p PSC. 
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Fig. 4.   The quantum efficiency of the n-i-p PSC. 
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Fig. 5.   Effect of different HTL materials on J-V characteristic 
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Fig. 6.   Effect of the different HTL materials on quantum efficiency 
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Fig. 7.  Output parameters of PSC by varying active layer thickness 
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Fig. 8.  Output parameters of PSC by changing acceptor concentration 

(NA) of the active layer. 
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Output parameters of PSC by varying carrier Fig. 9 (a-b-c-d). 

mobility (µ) of the active layer 
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 Fig.10.  Impact of thickness of ETL on device photovoltaic 

parameters. 
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FFig.11.  Impact of doping density of ETL layer on device 

photovoltaic parameters. 
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Fig.12.  Impact of electron mobility of ETL layer on device 

photovoltaic parameters. 
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Fig.13.  Impact of different thickness of HTL layer on device 

photovoltaic parameters. 
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Fig.14.  Impact of doping density of HTL layer on device photovoltaic 

parameters. 
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Fig.15.  Impact of hole mobility of HTL layer on device photovoltaic 

parameters 
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Fig.16.   J-V characteristics comparison of initial and optimized 

devices. 
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Fig.17.  The quantum efficiency comparison of initial and optimized 

devices. 

 

                         CONCLUSION 

This paper uses a planar configuration of FAPbI3-based 
PSCs with TiO2 as an ETL layer. We employ two extracts of 
Spiro-OMeTAD HTMs that were studied using the Silvaco 
Tcad simulation program. It was found that PSC with the 
FTO/TiO2/FAPbI3/ Spiro-mF/Au configuration attained an 
efficiency of 24.82%. Thickness, doping density, and carrier 
mobility of the absorber, ETL, and HTL were varied to 
examine their influence on Voc, Jsc, fill factor, and 
efficiency. The effects of the carrier mobility and doping 
density on the PSC’s performance are studied systematically 
with the device simulation. A similar parabolic relationship 
between the mobility of the absorber and the efficiency of 
PSC to that for the perovskite solar cell is observed and there 
also exists an optimal mobility of the absorber. A doping 
density of 1017 cm-3 is also beneficial to the PSCs’ 
performance when the absorber is thick and has high 
crystalline quality. The improved carrier mobility of the 
absorber, ETL, and the HTL appropriately is favorable to the 
reduction of the recombination rate and the improvement of 
the carrier transportation, which can avoid the joint reduction 
of �sc, and Voc when the absorber layer thickness increases 
and these can improve the cell’s efficiency. The doping of 
the carrier transport layer has a significant role in improving 
cell performance. Finally, we obtain the �sc of 28.27 
mA/cm2, Voc of 1.192 V, FF of 88.81%, and PCE of 
29.95% in our cell structure with an absorber thickness of 
1200 nm, a high mobility of 5 cm2 /V·s, and doping density 
of 1017 cm-3. Using the hot casting method to realize high-
quality perovskite films may be a promising method to learn 
the high-efficiency PSCs with thick absorbers and high 
stability. 
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Abstract— In this work, a simulation of a normally-on 

AlGaN/GaN Metal–Oxide–Semiconductor High Electron 

Mobility Transistor (MOS-HEMT) on silicon substrate is 

investigated by Silvaco TCAD using a thin AlN barrier layer 

with 7 nm of ���� as gate insulator.  The utilization of AlN/GaN 

heterostructures is specifically examined for its potential to shift 

the threshold voltage toward more negative values and a 

comparison of device performances of two MOS-HEMT 

structures using thin AlN and AlGaN barrier layer is reported. 

The simulated normally-on device exhibits a pinch-off voltage of 

-6.7 V and a maximum IDS current density of 1000 mA/mm at 

Vg= -3V. 

Keywords—MOS-HEMT, TCAD simulation, normally-on, 

AlGaN, AlN . 

I. INTRODUCTION  

Technology Computer Aided Design (TCAD) simulations 
have emerged as a powerful tool for exploring and optimizing 
GaN-based HEMTs (High Electron Mobility Transistor). 
These devices benefit from the exceptional material properties 
of gallium nitride (GaN), including a wide bandgap, excellent 
electron mobility, high breakdown voltage, and suitability for 
high-frequency operation. Such properties make GaN-based 
HEMTs ideal for advanced power electronics and RF 
applications [1,2]. However, the inherent challenges 
associated with their design and performance demand more 
in-depth research efforts to better control and fine-tune the 
behavior of these devices. 

 In recent years, various structural modifications have 
been proposed to enhance the performance of GaN-based 
HEMTs. Among these approaches, reducing the AlGaN 
barrier thickness with increasing the aluminum concentration 

has shown promise in improving device characteristics [3,4]. 
Additionally, the use of ultrathin AlN/GaN barrier 
heterostructures which provide higher carrier density and 
improved scalability, has opened new avenues for millimeter 
wave power applications [5,6]. 

In this work, based on experimental published results, a 
simulation of a normally-ON AlGaN/GaN Metal–Oxide–
Semiconductor High Electron Mobility Transistor (MOS-
HEMT) on silicon substrate is investigated by Silvaco TCAD 
using an ultra-thin Al0.ସହGa0.ହହN barrier layer with 7 nm of SiO2 as oxide gate insulator. The utilization of AlN/GaN 
heterostructures is specifically examined for its potential to 
shift the threshold voltage toward more negative values and a 
comparison of device performances of two MOS-HEMT 
structures using thin AlN and AlGaN barrier layer is reported.. 

 

II. TCAD SIMULATION METHOD 

 
 Using Silvaco Atlas TCAD (Technology Computer-

Aided Design), a simulated AlGaN/GaN MOS-HEMT is 
presented in Fig.1 and obtained from the literature [3]. 

the AlGaN/GaN structure is grown on a silicon (111) 
substrate with 1μm   Al_0.08 Ga_0.92 N back barrier layer 
and 2nm AlN (Aluminum Nitride) nucleation layer. The 
epitaxial structure consists of 150 nm undoped GaN channel 
layer and thin 4 nm Al0.0଼Ga0.ଽ2N barrier layer, with 7 nm of SiO2 as gate insulator layer. The dimensions of the device 
structure are 2.5 µm, 2 µm and 3.5 µm for source to gate 
distance, gate length and gate to drain distance, respectively. 
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A Ni/Au metal was used as gate contact. The structure has 
been passivated with 50 nm of silicon nitride. 

  The source and drain contacts are ohmic contacts, while 
the gate is made of a Schottky materials. The model is based 
on a drift-diffusion transport model and fermi statistics, a 
doping dependency model, a high velocity saturation model, 
and SRH model for generation-recombination are used in the 
simulation. Piezoelectric and spontaneous polarization were 
included to consider the formation of the 2-D electron gas 
(2DEGs) at the AlGaN/GaN interface. The AlGaN barrier was 
changed with thin AlN barrier to investigate the impact of thin 
AlN barrier layer on electrical performance of MOS-HEMT 
transistor. 

 

 

 
Fig.1. Schematics of MOS-HEMT structure with 4 nm AlN barrier. 

 

 

The mesh is significantly refined at critical regions, 
particularly around the gate edges, and especially for the Gate-
Drain, and all semiconductor interfaces, to ensure an efficient 
simulation. 

 

III. RESULTS AND DISCUSSIONS   

 
Figure 2 shows the IDS –VDS characteristics for the 
simulated AlGaN/GaN MOS-HEMTs with 4 nm AlGaN 
barrier thickness (Fig. 2(a)), demonstrates a normally-on 
operation with a pich-off voltage (��) of -1.5V, that aligns 
closely to the experimental value.  The MOS-HEMT with 4 
nm AlN thin barrier shows a normally-on operation with a 
pich off voltage of  -6.7V with a current density of 1000 
mA/mm at VGS=-3V (Fig. 2(b)).  
 
 
 
 
 
 
 
 

 

 
Fig.2. IDS –VDS characteristic calculated with Silvaco TCAD on MOS-
HEMTs (a) with 4 nm AlGaN barrier (reference) and (b) with 4 nm AlN 

Barrier. 
 
 
 

Figure 3 shows the device hysteresis transfer characteristics 
(IDS–VGS) at VDS=10 V. The pinch-off voltage (Vp) was 
shifted from -1.1V to 1V after changing the AlGaN barrier 
with a AlN barrier. This demonstrates the critical role of thin 
AlN/GaN barrier in enabling high carrier density, which is 
essential for achieving even even higher frequencies and 
enhanced power performance . 
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Fig.3. Linear transfer characteristics IDS –VGS of the simulated MOS 
HEMTs device (a) with 4 nm AlGaN barrier, (b) with 4 nm AlN barrier. 

IV. CONCLUSION 

In summary, a normally-on MOS-HEMT device was 
simulated by Silvaco TCAD and demonstrated by using a thin 
AlGaN/GaN barrier with a pinch-off voltage (�� ) of -1.5V 
which is shifted to -6.7V using a thin AlN/GaN  barrier layer 
which is essential for achieving even higher frequencies and 
enhanced power performance.  
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Abstract—Advances in computer vision and deep learning 

have enabled significant progress in real-time object detection, 

particularly with the introduction of powerful models such as 

YOLO. However, despite these advances, vehicle detection and 

tracking in complex urban environments from drone-captured 

data still pose significant challenges. These environments are 

characterized by the presence of numerous static and moving 

objects, variable lighting conditions, and frequent occlusions. 

These conditions affect the accuracy of current systems and 

highlight the need for specific improvements. It is in this context 

that we propose this model for vehicle detection based on You 

Look Only Once version 8 and pre-processing the images with 

the clahe filter to help improve the contrast of the latter. 

Experimental results and comparison show that the proposed 

method for vehicle detection gives an accuracy of 96.5% on the 

Vehicle Aerial Imaging From Drone (VAID) dataset. 

Keywords—Vehicle detection, Vehicle Aerial Imaging, yolov8, 

real-time object detection, tracking in complex urban 

environments. 

I. INTRODUCTION 

Object detection is an important branch of computer vision 
widely applied in daily life, such as civil or military security 
surveillance, autonomous driving, robotics [1], [2]. 

Previous object detection methods relied on machine 
learning methods [3], but their performance was often limited 
in complex or dense environments, partially occluded objects. 
These methods show limitations when dealing with fast 
moving objects and are often inefficient when dealing with 
small objects [4], [5]. 

But new methods based on Deep-learning have 
revolutionized the field of computer vision, with algorithms 
that can automatically extract complex features from data, 
largely surpassing conventional techniques. Thanks to 
Convolutional Neural Networks (CNN) [6], [7], YOLO [8], 
Transformer [9] that perform real-time detection, it is now 
possible to detect objects with high accuracy, even under 
varied scale and lighting conditions, with increased robustness, 
especially in the context of large-scale surveillance, especially 

by drone, where the management of altitude variations and 
viewing angles is crucial for object detection and tracking [10]. 

Our work consists in detecting vehicles in image sequences 
captured by drone, able to overcome the challenges of 
considerable scale variations, partial occlusion and light 
changes. The system will be tested on the VAID dataset [11]. 

The paper is organized as follows. Section II reviews the 
state-of-the-art work. The detection method used is explained 
in Section III. Performance measurements, experimental results 
and discussion are described in Section IV. The conclusion is 
presented in Section V. 

II. REVIEW OF THE STATE OF THE ART OF THE WORKS 

Object detection is a primary task in computer vision, 
consisting of identifying, locating objects in real time in image 
sequences. The advances developed in this field of vehicle 
detection using aerial images captured by drones are briefly 
described in this section. 

The use of deep learning methods for vehicle detection 
[12], [13] is a trend in the computer vision community, and the 
one that excels in this field is the use of You Only Look Once 
(YOLO) [8]. Known for its ability to process multiple images 
very quickly compared to other two-stage methods such as 
region-based convolutional neural networks (RCNNs) [14]. 
YOLO is widely used for real-time detection applications, for 
its efficiency and speed in processing data. Yolov5 is widely 
used for precision in detecting vehicles despite the change of 
illumination and the variation of scale [15]. In [16] they used 
yolov4 combined with CNNs for aerial image classification. 
Yolov3 and RetinaNet [17] were used for multiple object 
detection, and in [13], [18] different versions of YOLO were 
used for road traffic monitoring. In this work we will use 
Yolov8[19] for its simplicity and efficiency in detecting 
vehicles in a complex environment. 

III. DETECTION METHOD 

This paper proposes a method for vehicle detection based 
on images captured by drone, a preprocessing step will be 
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performed for all the data and then the detection by the yolov8 
method. 

In the preprocessing step, all the images were converted to 
GRAYSCALE, then an application of the CLAHE filter to 
improve the contrast of the pixels was carried out on all the 
images [16]. 

Fig. 1. the different phases of pre-treatment. 

a) Vehicle detection using YOLOv8 : 

Yolov8 offers various models, each one specialized in a 
different task in computer vision. These models are intended 
for various tasks such as segmentation, detection and 
classification, while minimizing the number of parameters and 
increasing the robustness and accuracy of the model. 

 
Fig. 2. vehicle detection using yolov8. 

IV. EXPERIMENTS AND RESULTS 

The vision-based method for vehicle detection was 
implemented on the hosted GPU T4 runtime environment of 
Google Colab, using Python tools. The method was tested on 
the VAID dataset, and the details and results obtained are 
described below with a comparison with the state of the art. 

1. Dataset description : 

Aerial dataset for vehicle detection VAID[11], contains 
5985 RGB annotated images in .jpg format, of dimension 
(1137*640) pixels, taken under different illuminations and 
angles at different locations in Taiwan. 

2. Results obtained : 

We used three metrics to evaluate our model, and the results 
obtained are described in Table 1. �݊�ݏ���ݎ =

TP

TP + FP
                                           (1) 

Or TP corresponding to True Positives and FP False Positives. ܴ����� =
TP

TP + FN
                                 (2) 

FN stands for False Negatives. �1 ܵ�ݎ� = 2 
Precision . Recall

Precision +  Recall
                                        (3) 

 

After applying the CLAHE filter, the YOLOv8 model achieved 
a high accuracy of 96.5%, indicating a remarkable ability to 
minimize false positives. A recall of 93.2% and an overall F1-
score of 94.9%, the model demonstrates excellent overall 
performance for object detection in aerial images. 

METRIC VALUE 

Precision 0.965 

Recall 0.932 

F1 Score 0.949 

Table 1: Metrics and results. 

a)  Comparison with the state of art: 
In this experiment, we compare our approach with other state 
of art methods, and the results obtained are described in table 
2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 2: Comparison of the accuracy of the proposed method with other state 
of art techniques. 

 

The results show that the proposed method achieves an 
accuracy of 96.5% on the VAID dataset, approaching the best 
performance obtained with YOLOv3 (96.7%). And 
outperforms other methods. 

V. CONCLUSION 

In conclusion, This paper proposes a preprocessing 
followed by a detection method for vehicles in an urban 
environment and aims to provide an improvement for the 
accuracy of vision systems embedded in drones. 

Article Method Dataset Results  

Vehicle 
Detection and 
Tracking in 

UAV Images 
Via Yolov3 and 

Kalman filter 
[20] 

Yolov3 
 

VAID 
96,7% 

 

Smart Traffic 
monitoring 

Through 
Pyramid 

Pooling Vehicle 
Detection and 
Filter-based 

Tracking [21] 

CNN + 
pooling 

pyramidal 
 

VAID 
VEDAI 
DLR3K 

95,78% 
95,18% 
93,13% 

Aerial Dataset 
Integration For 

Vehicle 
Dtection Based 

Yolov4 [20] 

Yolov4 
VAID 
UAVD 
DOTA 

76,7% 
72,9% 
75,3% 

OURS Yolov8 
VAID 

 
96,5% 
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Fig. 3. Results obtained for vehicle detection 
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Abstract— The swift proliferation of Industry 4.0 has 

emphasized the significance of drones in facilitating digital 

transformation across numerous industries. Drones equipped 

with data processing capabilities, advanced sensors, and 

cameras are essential for data collection and monitoring, safety 

and risk mitigation, as well as communication and 

collaboration. Their combination with new technology promotes 

the development of smart factories, allowing for predictive 

maintenance, improved safety, and efficient resource 

management. Drones help to improve operational efficiency, 

reduced costs, and make better decisions in industries such as 

manufacturing, agriculture, logistics, and construction. 

However, the widespread use of drones confronts substantial 

challenges. These include regulatory and legal barriers, system 

integration challenges, data security issues, and the requirement 

for workforce training. This paper explores the multifaceted 

applications and challenges of drones in digital transformation, 

emphasizing their revolutionary impact on industrial processes 

and contribution to the future of intelligent. 

Keywords—drones, digital transformation, industry 4.0, 

manufacturing, smart factory. 

I. INTRODUCTION  

Drones are widely acknowledged as essential elements in the 
digital transformation sphere, especially within the context of 
Industry 4.0. Their incorporation into many sectors improves 
operating efficiency and creates new opportunities for 
innovation. The utilization of drones across diverse sectors is 
swiftly revolutionising operating methodologies, improving 
efficiency, and facilitating creative solutions. Unmanned 
aerial vehicles (UAVs), or drones, are being used more and 
more for inspections, data collection, and tracking in fields 
like manufacturing, construction, and agriculture. Their 
addition to Industry 4.0 marks a shift towards processes that 
are more automatic and data-driven. Drones are an important 
part of Industry 4.0 because they make inspections, mapping, 
and surveying possible, which makes manufacturing and 
building more efficient [1]. Their adaptability facilitates 
regular inspections and maintenance, hence improving 
production and safety [2]. Drones are essential to the 
advancement of intelligent transport systems (ITS), 
enhancing logistics and minimizing environmental effects 
[3]. This evolution presents considerable challenges and new 
trends that influence their implementation. These challenges 
can be classified into technological, organizational, and 
environmental elements, affecting sectors including 
manufacturing, oil & gas, and construction. Challenges 
including regulatory compliance, cost, worker competencies, 

and system integration must be resolved to fully exploit their 
promise in industrial applications. The incorporation of 
drones into industrial operations is a notable trend in the 
current digital transformation. 
 

The study is organized as follows: Section 2 present general 
information about drones; in Section 3, we provide materials 
and method of search; in Section 4, we discuss the application 
of drones in digital transformation for industry, in section 5, 
we present the challenges of drones in digital transformation 
then we discuss the most important future research pathways; 
and lastly, we summarize the major conclusion. 

II. GENERAL INFORMATION ABOUT DRONES 

A. Main research areas of drone application: 

Drones, have emerged as versatile tools across various 
research areas, significantly enhancing efficiency and data 
collection capabilities. Their applications span multiple 
sectors, including environmental monitoring, infrastructure 
assessment, and emergency response.  
 

 
Fig. 1. Figure showing some research area of drones [4] 
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Below are the main research areas of drone application: 
1) Emergency Response and Disaster Management 

Drones are vital in search and rescue operations, providing 
real-time data and imagery during disasters [5]. 
They enhance law enforcement capabilities by facilitating 
crowd monitoring and controlling [5]. 

2) Military Applications 

Drones are utilized for surveillance and reconnaissance, 
optimizing resource allocation and reducing operational costs 
in military contexts [6]. 

3) Precision Agriculture 

Drones are utilized for pest control and crop monitoring, 
employing deep learning models for disease detection and 
efficient pesticide application [7]. 
They enhance agricultural productivity by enabling real-time 
data collection and analysis, which aids in decision-making 
processes. 

4) Healthcare Delivery 

Drones are increasingly used for delivering medical supplies, 
categorized into time-critical (e.g., emergency response) and 
non-time-critical deliveries, enhancing healthcare supply 
chains [8]. 

5) Industry 4.0 and digital transformation  

Drones support smart factory operations by providing reliable 
wireless communication, crucial for the seamless integration 
of Industry 4.0 technologies [9]. 

6) Urban Planning and Smart Cities 
Drones can provide high-resolution imagery for urban 
planning, enabling detailed mapping and monitoring of city 
layouts, greenery coverage, and infrastructure development 
[10]. 
The use of UAVs allows for real-time data acquisition, which 
is crucial for dynamic urban management and planning in 
rapidly expanding cities [10]. 

7) Logistics and Supply Chain Management 

Drones can achieve time savings of nearly 80% in parcel 
delivery compared to traditional methods, particularly when 
combined with ground vehicles [11] 
The combination of drones with automated vehicles is 
creating intelligent delivery systems, addressing various 
optimization challenges such as the flying sidekick traveling 
salesman problem [12]. 

8) Environmental Monitoring 

Drones are utilized for precision agriculture, enabling 
efficient crop monitoring and pest detection through remote 
sensing technologies [13]. 
They play a crucial role in environmental conservation, 
allowing for the assessment of ecological boundaries and 
types in power grid projects [14]. 

9) Infrastructure and Engineering 

UAVs are increasingly employed in infrastructure 
monitoring, such as aerial damage assessments and boundary 
mapping using ground-penetrating radar (GPR) [15]. 
Their application in power grid engineering helps identify 
control area boundaries, optimizing project planning [14]. 

10) Climate Research and Weather Forecasting 

Drones can reach altitudes up to 10 km, filling critical 
observational gaps in the troposphere, particularly in remote 
and polar regions [16]. Drones are being integrated into 
operational weather forecasting systems, such as the pilot 

project in North Dakota, which utilizes drone data to refine 
weather models [17] 
They also support UAV path planning by incorporating 
probabilistic weather forecasts, which enhance mission safety 
and efficiency [18] 

11) Surveying and Mapping 

Drones have transformed land surveying by providing high-
resolution imagery and efficient data collection, 
significantly reducing time and costs compared to traditional 
methods [19]. 
They are integrated with Geographic Information Systems 
(GIS), improving accessibility and accuracy in geospatial 
data collection for applications like urban planning and 
disaster management [20] 

B. The most common types of drones used in industry  

Drones have become integral to various industries, primarily 
due to their efficiency and versatility in performing tasks that 
are often hazardous or difficult for humans. The most 
common types of drones utilized in industrial applications 
include quadcopters, fixed-wing UAVs, and hybrid models, 
each serving distinct purposes. 
 

Quadcopters: These are widely used for visual inspections 
and non-destructive testing due to their ability to hover and 
maneuver in tight spaces. They are equipped with advanced 
navigation systems that allow for real-time mapping and data 
collection [21]. 
Fixed-Wing UAVs: Ideal for covering large areas, these 
drones are often employed in agricultural monitoring and 
infrastructure inspections, where extensive coverage is 
required [22]. 
Fixed-wing UAVs outperform rotary-wing counterparts in 
speed and endurance, making them suitable for long-distance 
missions [23]. 
Hybrid Drones: Combining the features of both quadcopters 
and fixed-wing UAVs, these drones can take off and land 
vertically while also flying long distances, making them 
suitable for complex industrial tasks [24]. 
 

 
Fig. 2. The most common types of drones used in industry 

III. MATERIALS AND METHODS 

Within the scope of the research, Pre-defined selection 
criteria were developed to extract papers from Scopus, Web 
of Science, and Google Scholar about drone technologies. 
content analysis helps the studies on the applicability and 
challenges associated with drones in digital transformation 
for industry evaluated.  
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From the Clarivate Web of Science and Scopus databases, we 
obtained the titles, keywords, and abstracts of every 
publication. We also incorporated grey literature gathered on 
Google Scholar since the topic of study is new. 
We requested many papers from the authors due to their 
unavailability in open access.  
The project is to gather all the application and challenges of 
drones in digital transformation for next researches.  

IV. APPLICATION OF DRONES IN DIGITAL TRANSFORMATION 

FOR INDUSTRY 

After our in-depth examination and study of papers related to 
drones in digital transformation, we concluded the following 
applications: 

A. Data Collection and Monitoring  

Within the framework of digital transformation in numerous 
industries, drones are becoming more and more important for 
data collecting and monitoring. Their adaptability, speed, and 
connection with cutting-edge technology help to greatly 
improve operational performance and data management. 
The age of information (AoI) is substantially reduced by 
drones, which optimize flight trajectories and transmission 
schedules through deep reinforcement learning, thereby 
facilitating fresh data collection in IoT networks [25]. This 
method improves the availability of real-time data, which is 
essential for applications that require rapid response. In the 
same vein, networked unmanned aerial vehicles (UAVs) 
function as aerial sensor networks, thereby enhancing their 
surveillance and monitoring capabilities. In comparison to 
conventional methods, they provide improved mobility and 
adaptability, rendering them indispensable for industrial and 
public safety applications [26]. Furthermore, proven 
successful in difficult terrain, creative ideas like the Data 
Collection Fly (DCFly) use small aerial vehicles to reduce 
energy usage in wireless sensor networks. This approach 
lessens general communication requirements and improves 
operational effectiveness. Moreover, including deep learning 
for drone monitoring enables enhanced identification and 
tracking even in challenging surroundings, a capacity 
essential for assuring correct data collecting and monitoring 
[27]. 

B. logistics and delivery 

Drone applications in distribution and logistics are fast 
changing and provide major benefits in cost control, 
environmental impact, and efficiency. Especially for last-
mile logistics, where they can improve service speed and 
lower carbon emissions, drones are progressively included 
into delivery systems.  
Achieving time savings of around 80% over conventional 
truck-only approaches, drones can significantly shorten 
delivery times [11]. As the Flying Sidekick Traveling 
Salesman Problem shows, the mix of drones with ground 
vehicles—such as trucks—optimizes delivery routes and 
reduces completion times [28]. 

C. Safety and Risk Mitigation: 

During digital transformation, including drones into 
industrial operations greatly improves risk reduction and 
safety. Particularly in industries like oil and gas and 

construction, drones help to maximize operational efficiency 
while reducing human contact to dangerous surroundings. 
By performing inspections and monitoring high-risk 
environments like deepwater oil platforms, drones help to 
minimize the need for workers in hazardous conditions [29]. 
Drone swarms are also used in building for site mapping and 
safety inspections, so guaranteeing adherence to safety 
regulations and so enhancing worker safety [30]. Compliance 
and risk management depend on environmental safety 
monitoring, which also depends critically on drones in 
controlling leaks and methane emissions detection [31]. 
Moreover, sensors aboard drones allow them to quickly spot 
and examine industrial process irregularities. By automating 
the monitoring of major activities, they increase response 
times and accuracy in problem diagnosis [32]. 
Although drones have great advantages in terms of risk 
reduction and safety, implementation of them still depends 
critically on issues such cybersecurity concerns and the 
necessity of strong privacy policies. 

D. Communication and Collaboration  

The integration of drones into industrial processes 
significantly enhances communication and collaboration, 
driving digital transformation across various sectors. Drones, 
particularly in the context of Industry 5.0, optimize 
operations and improve human-machine collaboration, 
leading to increased efficiency and reduced costs [33]. Their 
ability to gather real-time data and deliver payloads facilitates 
rapid decision-making and operational agility, especially in 
industries like healthcare, where drones can transport critical 
medical supplies [34]. Furthermore, the application of 
advanced technologies such as AI and blockchain in Drone-
as-a-Service (DraaS) enhances data security and operational 
autonomy, fostering a more collaborative environment [35]. 
In the oil and gas sector, structured teams utilizing drones 
promote innovation and streamline processes, further 
supporting digital transformation efforts [36]. 

E. Integration with internet of thing, Big Data and artificial 

intelligent : 

Driving digital transformation across several industries 
depends mostly on the integration of drones with the Internet 
of Things, artificial intelligence, and big data. This synergy 
improves operational effectiveness, data analysis, and 
decision-making procedures, therefore changing the scene of 
the business. 
Improving efficiency in areas including agriculture and 
construction drones fitted with artificial intelligence may 
independently navigate and complete challenging jobs [37]. 
Furthermore, the fast gathering and analysis of large datasets 
made possible by the combination of drones and Big Data 
helps businesses to extract actionable insights for better 
decision-making [37]. Moreover, by automating tasks and 
enhancing asset management—qualities necessary for smart 
factories striving for re-industrialization—drones are 
becoming important in industrial internet of things (IIoT) 
[38]. Furthermore, including drones into IIoT systems 
improves the quality and coverage of services by means of 
sophisticated security assessments, therefore mitigating 
vulnerabilities [39]. Adoption of drones inside IIoT systems 
promotes digital transforming skills, like business model and 
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operational changes, which are necessary to keep 
competitiveness in a fast-changing market [40]. 
. 

Fig. 3. The application of drones in digital transformation for industry 

V. CHALLENGES OF DRONES IN INDUSTRIES UNDERGOING 

DIGITAL TRANSFORMATION 

In this section we present the challenges of drones in digital 
transformation based on our study.  

A. Regulatory and Legal Barriers : 

Different legal and regulatory constraints greatly impede the 
acceptance of drones in sectors experiencing digital change. 
Lack of thorough systems, ethical considerations, and safety 
issues define these difficulties. 
Current regulations are frequently outdated or insufficient, 
with a primary focus on military rather than commercial 
applications [41]. Moreover, drones could endanger human 
populations, which calls for strict safety rules that might 
discourage creativity [42]. Legal uncertainty about liability in 
case of mishaps makes companies reluctant to use drone 
technology [43]. Furthermore, the spread of drones 
complicates the legal environment by posing ethical issues 
about surveillance and privacy, therefore changing the scene 
[44]. 

B. Data Security and Privacy : 

There are significant privacy and data security issues when 
drones are included into sectors going digital. Robust security 
measures are absolutely necessary to safeguard private 
information and guarantee operational integrity as drones 
find increasing presence in many different uses. 
Denial of Service (DoS) and Man-in----middle attacks are 
among the several threats that drones are vulnerable to, 
therefore compromising data integrity and availability [45]. 
Furthermore, aggravating these weaknesses in many drone 
systems is their absence of built-in security measures; so, 
customized security solutions are needed [46]. Moreover, 
particularly in surveillance and monitoring, the use of drones 
begs serious privacy concerns, particularly with relation to 
data collecting and distribution in civilian environments [47]. 

Also, by allowing real-time monitoring and anomaly 
detection, emerging technologies include Software Defined 
Networks (SDN) and Machine Learning can improve drone 
communication security [45].  

C. Operational Challenges: 

Integration of drones into industries experiencing digital 
transformation presents many operational difficulties mostly 
resulting from legislative, technological, and alignment 
problems. These difficulties have to be resolved if we are to 
fully use unmanned aerial systems (UAS). 
The limited regulatory environment of today for UAS limits 
their operations mostly to military ones. This absence of a 
thorough structure limits business acceptance [41]. 
Furthermore, improving drone capabilities depends on the 
convergence of edge computing and artificial intelligence; 
hence, using these technologies presents difficulties 
including guaranteeing low latency and energy economy 
[48]. Moreover, effective drone integration depends on 
operational alignment between corporate strategy and IT 
capacity [49]. 

D. Cost and Investment 

Including drones into industrial digital transformation offers 
serious financial and technological difficulties. Among the 
several reasons for these difficulties are operational expenses, 
technology needs, and regulatory compliance. 
The profitability of drone delivery services is mostly 
dependent on electricity and battery buying expenses, which 
could rise with aging of batteries [50]. As the use of drones 
grows, the building industry has to pay more for safety and 
liability, which means they have to spend more on training 
and risk control [51]. Also, drones need to use edge 
computing technologies, which can be pricey, in order to do 
AI processing quickly [52]. 
Drones have the ability to change many industries, but they 
are expensive and hard to invest in, so they need to be 
carefully planned and strategically invested in order to be 
successfully integrated into digital transformation efforts. 

E. System Integration Challenges: 

In the framework of digital transformation across numerous 
industries, the inclusion of drones into current systems poses 
major difficulties. These difficulties result from the 
complexity of system integration, legal obstacles, and 
necessity of strong safety precautions. 
As part of intricate systems-of- systems (SoS), drones suffer 
integration problems comparable to those in avionics and 
automotive sectors, where late-stage integration results in 
high costs and inefficiencies [53]. Service-oriented 
architectures (SOAs) can also help to solve some integration 
issues; but, incorrect application could lead to fragmentation 
and problems with requirements traceability [53]. 
Furthermore, compounded by regulatory concerns and public 
opinion is the integration of Unmanned Aircraft Systems 
(UAS) into non-segregated airspace, therefore impeding 
operating capabilities [54]. 

F. Workforce Skills and Training Needs : 

Including drones into sectors of industry as part of digital 
transformation calls for major workforce adaptation and  
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Fig. 4. The challenges of drones in the digital transformation of industry.

 
training. The demand for new skills and job profiles 
consistent with Industry 4.0 technology fuels this change. 
The move toward digital technologies including drones and 
automation is changing job profiles and calling for workforce 
reskilling and up-to-date skills [55]. Stakeholders have to 
understand that the effective application of drone technology 
depends on matching the interests of workers and companies, 
therefore guaranteeing that training programs are relevant 
and efficient [56]. 
All things considered, even if the digital revolution brought 
by drones brings difficulties, it also gives chances for 
workforce development via focused training and adaption 
policies. Still, the complexity of technology integration calls 
for careful management to guarantee a harmonic response to 
labor changes. 

G. Ethical and Social Considerations : 

Especially as the digital revolution accelerates, the 
integration of drones into many different fields raises major 
ethical and social questions. These challenges touch 
accountability, privacy, and legal systems—all of which are 
quite important for prudent drone deployment. 
Effective digital transformation with drones must first give 
community relations top attention so that local people are 
informed and consulted concerning drone activities [57]. 
Furthermore, the larger digital economy deals with basic 
social and ethical problems that need to be resolved if 
technology is to help to bring about good changes in society 
[58].  
Although drones offer great possible advantages, proper 
navigation of the ethical and social issues they raise 
guarantees responsible use and public confidence. 

H. scalability and reliability 

Particularly in industries like oil and gas, the scalability and 
dependability of drones in the framework of digital 
transformation generate main challenges. Dealing with these  

 
challenges requires a varied approach combining operational 
concepts, security, and technology.  
Establishing a Center of Excellence (CoE) will help to enable 
the scalable use of drones by motivating invention and 
information sharing among interdisciplinary teams [59]. 
Furthermore, depending on tailoring drone applications to 
specific use cases enhancing operational efficiency and 
guaranteeing scalability in many contexts [60]. 
Combining intelligent reflective surfaces with UAVs will 
help to improve wireless connectivity, so enabling reliable 
drone operations in complex industrial environments [61]. 
 

VI. FUTURE TRENDS OF DRONES IN DIGITAL 

TRANSFORMATION FOR INDUSTRY 

 LiDAR technology and high-resolution imagery will 
both contribute to an improvement in mapping 
accuracy. Within the realms of urban planning and 
environmental monitoring, drones will become 
indispensable instruments due to their ability to assist 
three-dimensional modeling and terrain analysis. 

 AI developments will result in more autonomous 
drones’ capability of completing difficult jobs with 
little human involvement. This will improve 
inspections, and logistics' efficiency as well as others. 

 Environmental studies, conservation projects, and 
animal tracking will all benefit much from drones. For 
assessments of biodiversity and climate research, they 
can offer priceless data. A graph within a graph is an 
“inset”, not an “insert”. The word alternatively is 
preferred to the word “alternately” (unless you really 
mean something that alternates). 

 The deployment of 5G networks will enhance drone 
communication capacity, therefore facilitating quicker 
data transfer and more consistent remote operations. 
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 Industries will gain from more simplified operations as 
regulations change to meet drone technology. This will 
promote more general acceptance in fields including 
delivery systems and emergency response. 

 Training simulations for numerous industries will 
include drones, providing a safe and regulated space 
for practice and skill development. 

VII. CONCLUSION 

Drones are at the vanguard of digital change in a variety of 
industries, providing unprecedented levels of efficiency, 
precision, and automation. Drones improve data collecting, 
monitoring, and operational processes by integrating with 
technologies such as IoT, AI, and big data, altering industries 
such as logistics, manufacturing, and agriculture. Still, there 
are challenges on the way to fully exploit drone technology. 
Wider application is hampered in extreme places by operating 
restrictions, security issues, and regulatory limitations. Future 
initiatives should concentrate on enhancing these areas, as 
well as developing better legal frameworks and increasing 
drone autonomy, so fully realizing the promise of drones in 
industry. These advances will keep drones a major driver of 
digital age industrial innovation and advancement. expansion 
within the digital era. 
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 Control of Anode Pressure and Electro-Valve 
Dynamics for Enhanced Stability in Hydrogen Fuel 

Cells 
 

 

 

 

Abstract— In a Proton Exchange Membrane Fuel Cell 

(PEMFC) setup, maintaining precise pressure levels of the 

anode (H2) sides is crucial, particularly during load variations. 

Failure to control pressure appropriately can result in 

imbalances that may harm the fuel cell stack's delicate 

membrane. This study proposes a control approach using a 

conventional PID regulator to keep membrane pressure stable 

within acceptable ranges. The effectiveness of this method was 

tested on a 5 kW PEMFC stack model subjected to 50 A current 

jumps, with simulations conducted in Matlab/Simulink. Results 

indicate that employing conventional regulation effectively 

mitigated disturbances caused by load changes and when the 

setpoint changed, maintaining satisfactory performance metrics 

(response time, overshoot, stability), as evidenced by indices like 

integral absolute error (IAE), integral time absolute error 

(ITAE), and integral square error (ISE). 

Keywords— PEMFC, H2 pressure, conventional control. 

I. INTRODUCTION  

Fuel cells (FC) are devices that generate electricity by 
directly converting the electrochemical energy of hydrogen 
fuel. Widely appreciated in industrial and research sectors, 
this technology has gained significant attention for its 
efficiency and environmental benefits. Among the various 
types, Proton Exchange Membrane Fuel Cells (PEMFCs) 
have emerged as particularly promising for both stationary 
and mobile applications. PEMFCs are renowned for their 
compact and lightweight design, high power density, and 
capability to function efficiently at relatively low operating 
temperatures, making them a versatile and attractive option 
compared to other fuel cell systems. [1][2][3]. 

Numerous studies in the scientific literature have 
investigated various linear and non-linear control strategies 
for the modeling and regulation of fuel cells. Prominent 
research works in this domain include: Andrés Moran Doran 
et al. [4] introduces a hybrid approach utilizing neural 
networks for modeling and controlling fuel cell systems. It 
emphasizes the significance of accounting for factors beyond 
reactant supply to enhance fuel cell performance. The findings 
reveal that a neuro-PID controller, on its own, is insufficient 
to stabilize voltage without incorporating inverse model 
control. Kai Ou et al. [5] present a feedforward fuzzy-PID 
controller designed to regulate the oxygen excess ratio in PEM 
fuel cell systems. This approach efficiently manages the 
oxygen excess ratio while minimizing parasitic power losses. 
The study also highlights the integration of PID and fuzzy 
logic, offering a simple yet effective solution for 
implementing air flow control. Nicu Bizon et al. [6] 
introduced a fuel-saving strategy for Proton Exchange 
Membrane Fuel Cell (PEMFC) systems. This approach 

involves transitioning the load-following mode to the fueling 
regulators, optimizing fuel consumption efficiency. The 
proposed strategy achieves a reduction in fuel consumption by 
14–29% compared to conventional commercial methods. 

In the realm of process control, Proportional-Integral-
Derivative (PID) controllers continue to be one of the most 
widely adopted solutions owing to their straightforward 
design, ease of implementation, and proven effectiveness 
across a broad range of applications. Their versatility makes 
them suitable for managing various industrial processes, from 
temperature and pressure control to flow regulation. Despite 
their widespread use, the performance of PID controllers 
heavily depends on accurate tuning of their parameters, which 
determine how well the system responds to changes and 
disturbances [7][8]. 

In this study, the conventional method of utilizing a PID 
controller is presented as a foundational approach. The PID 
controller’s performance is meticulously adjusted to optimize 
gas consumption efficiency and ensure the stability of power 
output at rated values, even in the presence of fluctuating load 
conditions. Maintaining stable pressure at the oxygen and 
hydrogen terminals is a critical aspect of this control strategy, 
as any variations in these pressures can significantly impact 
the overall lifespan and operational efficiency of the fuel cell 
system. These pressure variations affect both the durability of 
the membranes and the efficiency of the electrochemical 
reactions, making precise control essential for long-term 
system performance. 

To thoroughly evaluate the effectiveness of the 
conventional PID controller, its transient performance is 
analyzed using a range of performance indices. These indices 
provide valuable insights into the controller's responsiveness, 
stability, and ability to adapt to dynamic changes in load. By 
assessing these factors, the study aims to determine the PID 
controller’s capability to maintain optimal operation under 
varying conditions and highlight areas for potential 
improvement or adaptation in more complex systems. 

II. SYSTEM DESIGN AND MODEL BUILDING 

The objective of this article is to develop a fuel cell anode 
pressure control strategy that is more effectively aligned with 
practical technical applications. This strategy seeks to 
advance fuel cell control systems, particularly those with high 
power ratings. To achieve this, a 5-kW fuel cell system has 
been designed as part of the study. 
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A. Fuel cell system design  

A PEM fuel cell system is shown in Fig. 1 operates by 
utilizing hydrogen, which require humidification prior to 
entering the stack. Heat generated during operation must be 
dissipated through either natural or forced cooling methods to 
prevent membrane flooding. Consequently, a standard fuel 
cell system includes various auxiliary components such as 
hydrogen storage tanks, pressure regulators, humidifiers, air 
filters, heat exchangers, compressors, water separators, relief 
valves, pumps, and water tanks, etc. [9][10]. 

 

Fig. 1. Fuel cell system [10] 

B. Modelling of the fuel cell system 

The mathematical model of the fuel cell system 
incorporates several components, including the stack, anode 
gas supply system, and hydrothermal management system 
[10]. To clearly present and explain key system characteristics 
and facilitate controller design, the following assumptions are 
made in the development of the fuel cell system’s 
mathematical model. 

• It is assumed that all gases behave as ideal gases and 
follow the ideal gas law.   

• The focus is solely on changes in gas inflow and outflow, 
with the assumption of a uniform distribution of gas 
composition throughout the system.   

• The relative humidity of the air entering the cathode is 
set at 0.7, and the stack temperature is maintained at 
65°C.   

• Nitrogen permeation from the cathode to the anode is 
considered negligible. 

This paper provides an in-depth analysis of a 5-kW fuel 
cell stack consisting of 35 individual cells, each with an active 
surface area of 232 cm2. The total output voltage of the stack 
exceeds 19 V, which corresponds to approximately 0.53 V per 
cell, and it is capable of delivering a maximum current of 300 
A. The study is particularly focused on evaluating the system's 
performance during hydrogen (H2) operation, with pure 
hydrogen supplied to the anode. The investigation aims to 
assess the stack's efficiency, stability, and response to varying 
load conditions, with a specific emphasis on optimizing the 
fuel cell's performance and longevity under real-world 
operational scenarios [11][12]. Relevant parameter values are 
given in Table I. 

TABLE I.  PEMFC MODEL’S PARAMETERS 

Parameters Value Unit 
T 353 K � 35  � 175x10-4 cm 

F 96485 C kmol-1 
R 8.31415 J kmol-1 K-1 �ைଶ 2.11e-5 Kmol S-1 atm ��ଶ 4.22e-5 Kmol S-1 atm �ைଶ 3.37 (s) ��ଶ 6.47 (s) 

1  -0.944  

2  0.00354  

3  8x10-8  

4  -1.96x10-4  

 

C. Output voltage model 

Figure 1 illustrates the fuel cell as an electrochemical 
device that efficiently converts the chemical energy stored in 
hydrogen into electrical power. The fuel cell operates based 
on an electrochemical redox reaction [13], which facilitates 
the interaction between hydrogen and oxygen to generate 
electricity, water, and heat. This process is summarized by the 
following overall chemical equation. 

2 2 22 2H O H O Heat energy      (1) 

The output voltage of the fuel cell can be expressed using 
the following equation [14]. 

FC Nerst act ohm conc
V E V V V      (2) 

ENerst is the reversible open-circuit voltage, it is described 
by the Nerst equation as: �ே௦௧ = ͳ.ʹʹͻ − ͺ.ͷ ∗ ͳͲ−ସ( ܶ − ʹͻͺ.ͳͷ) +Ͷ.͵Ͳͺͷ ∗ ͳͲ−ହ ∗ ܶ[lnሺ��ଶሻ + Ͳ.ͷሺ�ைଶሻ] (3) 

Where, PH2 hydrogen pressure (atm), PO2 Oxygen pressure 
(atm) and T Absolute temperature (K). 

Vact denotes the activation voltage drop, as expressed in 
the Tafel equation as: 

21 2 3 4ln( ) ln
act O FC

V T T C T I        (4) 

Here, IFC denotes the fuel cell current (A), and ξi (where 
i=1- 4) represent parametric coefficients corresponding to 
each cell model. 

CO2 denotes the concentration of dissolved oxygen at the 
interface of the cathode catalyst, which can be determined 
through the following calculation: 

2

2 498
65.08 10 exp

O

O

T

P
C

 
 
 





   (5) 

The total ohmic voltage loss, often denoted as Vohm, can 
be formulated as: 

ohm mem
V IR    (6) 

Where Rm the membrane resistance is determined by 
dividing the thickness, tmem, by the conductivity σmem as 
described by the following equation: 

mem
mem

mem

t
R


    (7) 

Vconc represents the concentration voltage drop, which is 
defined as: 
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ln 1
conc

J
V B

J

 
   

 
   (8) 

Where, Jmax is the maximum current density of the cell, J 
(A/cm2) represents the actual current density of the cell and B 
is a parametric coefficient, which depends on the cell and its 
operation state. 

When NFC fuel cells are linked in series, the fuel cell 
stack's output voltage is determined by: 

stack FC FC
V N V    (9) 

The characteristic curve for this model is presented as 
follows: 

 

Fig. 2. characteristic curve of output voltage 

D. Dynamic gas transport model 

The hydrogen partial pressure can be determined by 
considering the input flow rate and the current of the fuel cell, 
establishing a functional relationship between these variables 
[15]: ��ଶ = [ሺͳ ��ଶ⁄ ሻ ሺͳ + ��ଶܵ⁄ ሻ] ∗ (��ଶ� − ʹ��) (10) 

In this context, qH2 represents the input hydrogen flow, 
while kr signifies the hydrogen flow that is consumed. This 
consumption can be mathematically expressed as follows: 
 � = ே�ସ�    (11) 

 
Using identical methods, the oxygen partial pressure is 

articulated as: ��ଶ = [ሺͳ �ைଶ⁄ ሻ ሺͳ + �ைଶܵ⁄ ሻ] ∗ (�ைଶ� − ��)  (12) 

where in qO2 is the input oxygen flow, and kr is the 
hydrogen flow which is consumed, and can be expressed as: � = ே�ଶ�    (13) 

Equations (13) and (15) delineate the correlation between 
the current of the fuel cell and the partial pressures of 
hydrogen and oxygen, respectively. As the load initiates 
current flow, both hydrogen and oxygen reactants rise, leading 
to a corresponding decrease in their partial pressures. 

III. CONTROL OF THE FUEL CELL SYSTEM  

The conventional PID controller depicted in Fig. 3 is 
extensively employed in industrial process control owing to 

its uncomplicated design and effectiveness in managing both 
linear and non-linear systems. 

 

Fig. 3. Control strategy of the H2 pressure 

The controller is given by the mathematical and canonical 
equation as follows [16]: PሺSሻ =  Kp + iୗ + KdS  (14) 

The pressure control loop consists of a direct chain and a 
unitary return chain. The open-loop transfer function (OLTF) 
is as follows: 

OLTF =  ሺ�� + ��� + �ௗܵሻ  *  ሺ ଵ �⁄���+ଵሻ (15) 

The provided expression represents the closed-loop 
transfer function (CLTF): 

CLTF = 
OF ଵ+OF    (16) 

CLTF = 
�ሺ��+�ሻ�2+(��+ଵ)�+��  (17) 

Identifying the transfer function parameters using the 
canonical form of a second-order system proceeds as follows: ��2+ଶ����+��2    (18) 

The calculated controller gains, which presented in the 
table below: 

TABLE II.   MANUEL REGULATION PARAMETERS 

Parameters Values �� ʹ�� − ͳ �� �ଶ   �ௗ ͳ − � 

Hydrogen regulator Manuel regulation 
Kp=1.9 
Ki=1 
Kd=0.15 

IV. SIMULATION RESULT AND DISCUSSION 

As part of the modeling study in Matlab/Simulink, the aim 
was to evaluate the performance of the "PEMFC" fuel cell. 
We examined the effects of varying the load while keeping the 
pressure constant. Other part, the robustness testing is 
evaluated when the pressure is change in the circumstance 
conditions. This configuration is crucial for understanding the 
complex interactions between load and pressure, providing 
valuable insight into system performance. Analyses of the 
Simulation Results like anode pressure (H2) and flow rate 
(H2), load current and power consumption are presented as 
follows: 

The variation in load is outlined as follows: 
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Fig 4. Load profile 

 

Fig. 5. Variation current load 

 

Fig. 6. Power rate profile 

The load demand variation shown in the figure is made 
between [0-25s]. The pressure at the anode terminal is kept 
constant P=2.3 atm between [0-18s] where the load demand is 
variable, following a pressure variation at t= 18s where the 
load is constant (R=1.5Ω). The variation in load current and 
power shown in Fig. 2 and Fig. 3 are a direct consequence of 
the load demand between [0-18s], or the pressure variation 
[18-25s] giving no effect on the previous profiles. 
Conventional PID-based control shows how the control chain 
reacts in real time to meet energy requirements by adjusting 
the fuel cell's output. 

Table III presents a performance analysis of power profile 
variations as a function of load demand, as follows: 

TABLE III.  ANALYSIS VARIATION OF POWER RATE   

Time (s) [0-4] [4-8] [8-14] [14-18] [18-25] 
Response time (s) 0.2 0.001 0.001 0.001 0.001 
Overshoot 18% 15% 5% 10% 3% 
Stability 98% 98% 98% 98% 98% 

Examination of the results presented in Table III reveals 
that the control chain is capable of maintaining stable and 

precise regulation through the use of a PID controller. The 
measurements taken show that the control chain is able to 
respond rapidly to load variations, while maintaining constant 
levels of current, hydrogen and oxygen flow (see Fig. 5, Fig. 
6, Fig. 7 and Fig. 8). In addition, electrical energy production 
(Fig. 3) is also maintained at stable levels, even in the presence 
of load variations. These results confirm the efficiency and 
reliability of the PID controller's control chain. What's more, 
the pressure variation between [18-25s] shows no change in 
electrical power or flow rate (H2). 

 

Fig. 7.  Hydrogen flow rate profile 

We carried out an in-depth analysis of the PID controller-
based pressure control system, which involved assessing its 
ability to handle load variations over a time range of 14 
seconds while maintaining a constant pressure P=2.3 atm. In 
addition, we incorporated a pressure setpoint change at t=18s 
with a new pressure setpoint (P=1 atm) to test its response to 
sudden changes. This gave a good result concerning the 
robustness of the PID-controlled system. 

 

Fig. 8. Hydrogen pressure profile 

Fig. 8 shows that the control system remained stable and 
was able to closely follow the setpoint, demonstrating its 
reliability in regulating pressure under different conditions. 
Overall, these results are significant, as they suggest that the 
PID controller is able to respond effectively to changing 
process conditions and maintain the desired setpoint. 

Performance analysis of H2 pressure: 

Performance analysis is based on anode pressure, as 
depicted in Fig. 8. Optimal control of this factor is crucial for 
the longevity of the fuel cell and its components, while 
ensuring good energy efficiency. The performance analyses 
are presented in the table below: 
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TABLE IV.  ANALYSES PERFORMANCE OF H2 PRESSURE 

Parameters Performances 

 
Hydrogen 
pressure 

Variations pics 

A t=4 P=0.5 atm 
A t=8 P=1 atm 
A t=14 P=0.25 atm 
A t=18 P=0.3 atm 

Manuel 
regulation 

Response time (s) 0.05 
Overshoot (%) 2% 

Stability 0.01 

Analyses: 

The characteristics provided for hydrogen conventional 
(PID) pressure regulation, including a response time of [0.05s] 
for H2, an overshoot of [2%], and stability at [0.01], 
collectively indicate a highly efficient and reliable system for 
fuel cell operation. The rapid response time ensures swift 
adjustments to changes in demand, minimizing stress on 
components and potential damage to the fuel cell membrane. 
The low overshoot signifies precise control, reducing 
fluctuations around the setpoint and safeguarding against 
excessive pressure variations. Moreover, the tight stability 
ensures consistent operating conditions, contributing to 
prolonged system lifetime and enhanced performance. In 
summary, these characteristics reflect a pressure regulation 
system that optimally maintains hydrogen pressure levels, 
mitigating risks and fostering the longevity and efficiency of 
the fuel cell system. 

To develop the study and give more accuracy of regulated 
system, we analyzed the stability of the controller relative to 
its reference using many indicators: Integral Absolute Error 
(IAE), Integral Time Absolute Error (ITAE), Integral Square 
Error (ISE) as presented in the table below: 

TABLE V.  STABILITY ANALYSES OF STEADY STATE 

Parameters IAE ITAE ISE 

PID manual 
regulation 

Hydrogen 
pressure 

0.01 0.037 0.0016 

Integral Absolut Error (IAE), Integral Time Absolut Error (ITAE), Integral 
Square Error (ISE) 

The comparison between PID tuned regulation and manual 
PID regulation across various control scenarios reveals 
significant differences in stability and performance. In all 
cases hydrogen pressure, oxygen pressure, and DC voltage the 
PID tuned regulator consistently exhibits lower values for 
stability indices (IAE, ITAE and ISE) compared to manual 
regulation. This indicates superior control performance and 
reduced oscillations, highlighting the effectiveness of PID 
tuning, especially when assisted by techniques like PSO. 
Overall, the results underscore the importance of optimizing 
control strategies to achieve better stability and performance 
in diverse control scenarios, ultimately enhancing system 
efficiency and reliability. 

V. CONCLUSION 

In this study, we investigate into the dynamic modeling, 
control, and simulation of PEMFC. Initially, we introduce the 
dynamic model of PEMFC based on existing literature, 
incorporating various evolutions of physical parameters. 
Subsequently, we outline the approach for calculating the flow 
rates of hydrogen. The efficacy of control strategy for the 
proton exchange membrane fuel cell system across a wide 
operating range is confirmed through simulations conducted 
using Matlab/Simulink software. The simulation results of the 

H2 pressure control loop, based on conventional PID 
controllers has been examined. The findings demonstrate that 
the conventional regulator significantly enhances system 
performance. This improvement has been evidenced through 
the analysis of performance indices such as IAE, ITAE, and 
ISE, particularly in managing load variation peaks. This 
optimization thereby aids in ensuring constant pressure at the 
PEMFC membrane terminals. 
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Abstract— Injecting solar energy from solar power generators 

into the electrical grid is a crucial strategy for advancing clean 

energy integration. This process leverages innovative control 

techniques, notably sliding mode control and direct power 

control. Sliding mode control enables precise tracking of the 

maximum power point for solar energy flow, aligning it with grid 

requirements to ensure stability and a reliable power supply. 

Simultaneously, direct power control enhances solar energy 

conversion, minimizing energy losses and maximizing efficiency 

during grid injection. Together, these control strategies enable 

seamless and efficient solar energy integration, promoting 

sustainable energy practices and reducing dependence on 

conventional energy sources. The obtained results confirmed the 

robustness and effectiveness of the proposed approach. 

 

Keywords-PV; Electrical grid; MPPT; SMC; DPC 

I. INTRODUCTION 

The integration of solar power into the electrical grid is a 
crucial and transformative step in the global transition toward 
cleaner and more sustainable energy sources [1]. Solar energy, 
harnessed from the sun's abundant and renewable resources, 
has emerged as a leading contender in the effort to reduce 
greenhouse gas emissions and combat climate change [2]. By 
connecting solar power systems to the electrical grid, we are 
unlocking the potential to generate clean electricity on a 
massive scale, making it accessible to communities, businesses, 
and industries worldwide [3]. 
 
This integration represents a pivotal shift in our energy 
landscape, as it offers numerous benefits beyond environmental 
sustainability [4]. Solar power reduces our dependence on 
fossil fuels, enhances energy security, and creates economic 
opportunities by fostering innovation and job growth in the 
renewable energy sector. Moreover, it allows for greater energy 
independence and resilience in the face of power outages or 
disruptions [5]. 
 
Connecting renewable energy generators to the electrical grid 
represents a significant exploration due to its profoundly 
positive impact on the environment [1-6]. However, it involves 
several complexities and challenges in harnessing these sources 
efficiently and dynamically, from electricity generation to 

consumer distribution [7]. Among the challenges faced is the 
inherent variability of renewable energy sources compared to 
the electrical grid, resulting in an imbalance in the overall 
system. This has led researchers to explore effective methods 
and technologies for injecting, managing, and optimizing 
energy resources [4-7-8]. These systems are often referred to as 
"smart grids. 
In this research paper, we proposed an integrated method to 
improve the performance of solar energy production and its 
injection into the electrical network. The sliding mode 
controller SMC worked to track the maximum power point 
MPP of energy with high efficiency, no matter how the 
climatic conditions changed. On the other hand, the produced 
energy is injected into the electrical network through the direct 
power control DPC unit that is connected to the three-level 
inverter. 
The SMC is a very effective control strategy, widely used in 
dynamic control systems, including applications in solar 
energy systems. Its main function is to adjust the system so 
that it precisely follows a specified reference value. In the 
context of solar energy, tracking the system's maximum power 
point is crucial, and the sliding mode controller is key to 
achieving this. 
 
This controller technology improves the efficiency of solar 
energy use by optimizing the performance of the solar panels. 
It does this by regulating the electrical current generated by 
the solar cells to match the desired target value. The precise 
energy control facilitated by the sliding mode controller is 
essential to ensure that the solar energy system operates at its 
maximum power point, where energy production is most 
efficient. This level of control is essential to harness the full 
potential of solar energy and maximize the overall efficiency 
and performance of solar energy systems. 

Direct Power Control (DPC) is a crucial control strategy in 
power electronics, particularly in the field of renewable energy 
systems. Its importance lies in its ability to efficiently convert 
power, providing fast and accurate regulation of active and 
reactive power in the transfer between the source (such as a 
renewable energy system) and the load. DPC plays a key role 
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in integrating intermittent energy sources such as solar and 
wind power into the grid, ensuring optimal energy utilization. 
Thanks to its fast and dynamic response, DPC is well suited to 
applications requiring rapid adjustments to maintain system 
stability. It also minimizes harmonic distortion in the output 
waveform, contributing to cleaner power transmission. DPC's 
simplified control structure allows for easier implementation 
and reduced hardware complexity, potentially reducing costs. 
It improves network performance by regulating the power 
factor and ensuring stability under various conditions, thereby 
supporting the reliability of the power distribution system. In 
addition, the adaptability of the DPC to different loads makes 
it versatile and applicable in a variety of contexts, from 
industrial processes to residential power systems. 

Through the results obtained and after analyzing them, we 
confirmed the effectiveness of the method in improving the 
system’s performance starting from production all the way to 
injecting the produced energy into the network without any 
major energy losses. 
II. DESIGN OF INEGRATING SOLAR ENERGY INTO 

THE GRID VIA SMC AND DPC CONTROL   
METHODS  

Figure1 illustrates the design of the proposed system in the 
research paper and the two methods employed to enhance the 
system's performance. This system consists of a solar power 
generator connected to a DC bus through a DC-DC boost 
converter, which is later linked to the electrical network via a 
three-level inverter. Filters are used to reduce harmonics when 
transferring energy and improve its quality when injected into 
the grid. 

  A sliding mode control SMC [9] is adopted to track the 
maximum power point MPP produced, despite changing 
weather conditions. The figure shows that the proposed control 
unit relies on the reference voltage value, which is estimated 
using an perturb and observe P&O [10] algorithm, then SMC 
directly influences the switch of the converter, thus affecting its 
dynamic behavior. After improving the generated power, it is 

injected into the electrical network with minimal power losses 
by utilizing a direct power control unit DPC. This unit 
estimates the active and reactive power values of the grid and 
compares them with the reference power values for both types. 
The method will be detailed further in the research paper. 
    

TABLE 1. PV SYSTEM PARAMETERS 
 

G(w/m2) 1000 

T(°C) 25 

Oen circuit voltage Voc(V) 43.5 

 Short-circuit current Isc(A) 4.75 

 Voltage at maximum power 
point Vmp(V) 

34.5 

 Current at maximum power 
point Imp(A) 

4.35 

P(w) 150 

Ns 16 

Np 10 

DC-DC Converter 
Cpv (F) 200×10-6 

L(mH) 10 

f(kHz) 20 
 

TABLE2. GRID POWER PARAMETERS. 

Grid, Filter, Inverter 
eg (V) 220 
f(Hz) 50 

Rg((Ω) 0.34 
Lg(mH) 0.15 

Cdc(F) 2000×10-6 

Vdc(V) 800 
 

Fig.1. Scheme of the proposed system 
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A. Principal of sliding mode control (SMC)  
   The sliding mode control method represents a nonlinear 
controller, which is classified as one of the dynamic control 
approaches used to develop robust controllers for intricate 
high-order nonlinear dynamic systems operating in uncertain 
conditions [9],[12]. 

   Figure 2 illustrates how to use the SMC to track the 
maximum power point MPP of the photovoltaic system so 
that the SMC directly affects the dynamic behavior of the 
DC/DC boost converter, which has been implemented as 
follows in figure 2: 

Fig.2. Block diagram of PV using SMC 

PV system  

  Figure 3 represents the circuit equivalent of PV generator: 

 

Fig.3. circuit of PV generator 

   
 
 The characteristic of PV cell (the current-voltage I-V) as 
given in [13]:  

                                                                                           (1) 
Where: Ipv, Vpv: PV generator current and voltage 
respectively 
Iph, Io: are the photo current and reverse saturation current 
Np, Ns: number of parallel modules and series cell 
 Rs, Rsh: the series and the shunt resistance 
q: the electron charge (1,602×10-19C) 
K: Boltzmann constant (1,380649×10-23J.K-1) 
A: the diode ideality factor  
T: the junction temperature in Kelvin (K) 
   The photo current and reverse saturation current can be 
expressed by the following equations: 

( )
G

I I K T Tph sc i ref G
ref

 
= + −                                (2) 

3

1 1
exp

qE
T g

I I
o res T AK T T

ref ref

        = −           

                  (3) 

 Isc: Short-circuit current at reference conditions 
 Ki : Short circuit current temperature coefficient 
 Eg: Band-gap energy of the PV cell semiconductor 
 Ires: Saturation current at the reference temperature 
Gref: Reference conditions (1000W.m-1) and Tref (25°C) 
 

     Perturb and observe algorithm P&O was illustrated in 
[10], So that the value of the reference voltage Vref is 
estimated by tracking the maximum power point to be later 
compared with the actual voltage of the solar power 
generator under varying environmental conditions. Then, 
use the sliding mode controller SMC to generate a signal for 
turning the converter on (1) or off (0). 
The analysis of SMC's dynamic behavior: 
  The sliding surface proposed is:  

                 rP
0pv ef

pv ref

PdP
S

dV V V

−
= = =

−
                           ()  

With:                      rP .
ef pv ref

I V=                             (5) 

    This sliding surface enables us to define the duty cycle of 
the PV system's boost converter, as illustrate by [14]: 
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Dn represent a discrete control: 
             . ( )

n
D K Sat s=                                                   (8) 

While: ,
( )

( ),

S
if s

Sat s

sign S Otherwise




 = 


                     (9) 

Where K is a positive constant and � is the boundary layer        
thickness. 
 

B. Principal of direct power control (DPC) 

   The figure 1 allows explaining the main idea of how a 
direct power controller works where the instantaneous 
values of the active Pg and reactive power Qg of the 
electrical grid are measured and compared to the reference 
values Pg-ref and Qg-ref, Then the difference between their 
values  are linked to the inputs of two "hysteresis" 
comparators. These comparators, with the assistance of a 
"switching table" and considering the mains voltage, 
determine the switching states of the switches [15-16]. 

   To estimate the instantaneous values of active and reactive 
power, we resort to applying the following two equations 
[17]: 

DC-DC  
converter 

LC 
filter 

DC-AC 
inverter 

Electric 
grid 

SMC P&O 

Ipv&Vpv Duty cycle 

Vref 

PV 
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                                            (10)      

 
(11) 

   Depending on the output data “Sp” and “Sq” of the 
hysteresis comparator, the selected vectors must provide the 
increase or decrease of the active and reaction power [18], 
given the switching table 3: 
 

TABLE 3. SWITCHING FOR DPC 

Sp Sq θ 1 θ 2 θ 3 θ 4 θ 5 θ 6 

1 0 V5 V6 V1 V2 V3 V4 

1 V3 V4 V5 V6 V1 V2 
0 0 V6 V5 V4 V3 V2 V1 

1 V1 V2 V3 V4 V5 V6 
 

III. SIMULINK RESULT 

    This research paper processes a method to inject a power 
solar into electric grid. Sliding mode control was used to 
improve the tracking performance of the maximum power 
point of the solar power generator. This was done due to its 
instantaneous responsiveness, despite the random nature of 
weather conditions.  As shown in Figure 6, the accuracy of 
the results obtained in solar energy production was 
confirmed according to instantaneous changes in solar 
irradiance (figure 4). 

    Figure 5 illustrates the dynamic characteristics associated 
with the solar power generator. We can observe that the 
electric current also varies according to the recorded changes 
in solar irradiance. However, the voltage value stabilizes at 
560  v. 

    Solar energy was injected into the electrical grid using the 
direct power control unit, which was connected to the 
inverter. The analysis of the results in figure 7 demonstrates 
the effectiveness of the method by showing the alignment of 
the energy produced by the solar power generator with the 
amount of energy injected into the grid , Despite the slight 
loss of injected energy compared to the generated energy. 

     Figure 9 represents the current (Ig) and voltage (Vg), we 
observe that THD over all modes is maintained at less than 
5%, achieving healthy operation. However, the THD value 
is better in the case of power injection to the grid (G=1000 
W/m2) 

    Figure 10 illustrates the tracking performance of the DC 
bus voltage. The continuous voltage remains steady 
throughout the simulation period at a value of 800V, despite 
some minor fluctuations at moments 0.27s, 0.5s, and 0.78s. 
This indicates the accuracy of the proposed controller and 
the effectiveness of the overall system. 

   After analyzing the obtained results, it can be said that the 
sliding controller played a fundamental role in tracking the 
maximum power point generated by the solar system, despite 
changing weather conditions, to be injected into the electrical 
grid using direct energy control technology. The integration 

of these two methods together significantly improved the 
system's performance and efficiency. 

 
Fig.4. Solar irradiance 

 

(a) 

 

(b) 

Fig.5. (a) Current of Pv generator. (b) Voltage of Pv generator  

 
Fig.6. Solar power  

 
Figure 7. Active power of grid   
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Fig.8. reactive of grid power  

 
Fig.9. 

   
Fig.10. DC bus voltage 

 
IV. CONCLUSION 

In the proposed system for injecting solar energy into the 
electrical grid, two effective methods have been suggested 
for its success. The sliding control unit efficiently tracked the 
maximum electrical power point, regardless of changes in 
regulatory conditions, while the direct energy control unit 
estimated the value of the energy generated from the 
electrical grid. In turn, it provided operation commands to 
the transformer. The results obtained confirmed the 
effectiveness and accuracy of both techniques, as well as 
their rapid response. 
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 Abstract - The research focuses on automating the switching 

of SONATRACH’s five backup power generators, which 

currently face issues with manual operation such as start-up 

delays and simultaneous activation. The project aims to improve 

the reliability and efficiency of the power supply to various 

buildings in SONATRACH's headquarters located in the Sidi 

Arcine industrial zone, Algiers. It explores power generators, the 

automation language and programming, including the Human-

Machine Interface (HMI), to develop an automatic switching 

system. The ultimate goal is to enhance the company's operation 

by automating the switching between multiple backup power 

generators.  

 Index Terms -Backup power generators, Automatic 

switching, Automation language, Programming, HMI. 

 

I.  INTRODUCTION 

      This study aims to develop an automatic switching system 
to improve the operation of backup power generators at 
SONATRACH's Sidi Arcin site. 
 
A. Presentation of the Company 

      SONATRACH was created on December 31, 1963. It is at 
the forefront due to the importance of its activities: 
Liquefaction and Separation, Refining, Pipeline Transport, 
Exploration, and Marketing. This project is held within the 
Pipeline Transport Activity (commonly known as the TRC). 
TRC covers several divisions, including: operation division, 
study and monitoring division, telecommunication division, 
and maintenance division, where this project is performed; 
specifically within the technical direction department [1]. 

B. Backup Power Generators 

      At the TRC headquarters, five backup electrical power 
generators are used, comprising one main generator and four 
secondary generators. 
 1) The Main Generator 1250 KVa: it is called the main 
generator because in case of power outage, it supplies the most  
critical half of the TRC headquarters, including the buildings 
A, C, J, Kitchen, CMS, TA OBM, and the six (06) Units 
Power Supply (UPS). 
 2)  Secondary generators:  like 425 KVa for B building, 
250 KVa for K building, 230 KVa for C building and OBM, 
and 500 KVa for A, J buildings, kitchen, CMS 
 

II. EXISTING SYSTEMS WITHIN TRC HEADQUARTERS 

      The TRC headquarters has various systems, including fire-
fighting, service water, and electrical system. The main issue 
lies within the electrical system, specifically with the manual 
operation of the backup power generators. This paper focuses 

on addressing the problems associated with this manual 
operation [2]. 
 Electrical system: The main electrical supply is a 30 kV 
line from a SONALGAZ delivery point, then to a 30/0.4 kV 
2x1600 KVa Transformation Substation. In case of power 
cuts, the previous mentioned five backup power electrical 
generators are activated. Figure 1 shows these five-backup 
power electrical generators at the TRC Headquarters. 

 

Fig. 1 Operating of the five backup power generators within TRC [2]. 

 
III. OPERATING PHILOSOPHY OF THE CURRENT MANUAL 

SWITCHING BETWEEN THE FIVE BACK-UP ELECTRICAL POWER 

GENERATORS 

      SONALGAZ supplies all the buildings in the TRC 
headquarters. This process begins from departure cell number 
one transformer, then the current travels to the 30/0.4kV 
distribution transformer and then it goes to the Low Voltage 
Main Distribution Board (known as the TGBT). After that, it 
goes to the inverter, and then the buildings are powered. In 
case of a power cut from SONALGZAZ, the Main Generator 
1250 KVa and 425 KVa secondary power generator are turned 
on manually to supply all the buildings without following the 
same process (i.e., the current goes directly from the power 
generators to the inverter and then to the buildings, excluding 
building K [2]. 

      If one of these two power generators encounters an issue, 
TRC operators switch to the second process. They start the 
500 KVa, the 250 KVa, and the 230 KVa power generators to 
supply all the buildings, excluding building B as we shown in 
Figure 2. 
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Fig. 2 The current manual switching between the five backup electrical power 

generators. 
 

IV. CURRENT BACKUP ELECTRICAL SUPPLY SYSTEM 

PROBLEMS 

      The current electrical supply to the TRC headquarters 
from SONALGAZ is ensured by two underground 30 KV 
arrivals originating from the DD-El Harrach, each with a 
power of 03 MW, where these two supplies have experienced 
disruptions caused by weather conditions, aging, and the 
instability of the two upstream and downstream delivery 
points of the TRC and the DP of domestic clients in the 
residential area. The recurring malfunctions recorded on these 
30 KV arrivals lead to damages and unavailability of 
electrical, electronic, and computer equipment. The five (5) 
backup electrical power generators installed at the TRC 
headquarters (mentioned above in the subsection I) have 
problems with starting delay, simultaneous starting, switching, 
and too long a response time due to the currently manually 
operation and the logic used, which manifested as the separate 
installation of each group over the years. Furthermore, the fire 
prevention network at the headquarters lacks visibility (except 
for local cabinets) on the operation of the various pumps 
installed, as well as the status of the network whether (i.e., ON 
or OFF). 

V. PROPOSED SOLUTION 

      After defining the existing issues in the current electrical 
supply system (installation) in the TRC headquarters, 

especially in its manually back-up plan, the following steps 
are proposed in this project to deal with them, and finally to 
improve its efficiency, availability, and safety.  

- Step 1: Understanding the existing system 
- Step 2: Selecting and installing the programmable 

logic controller (PLC) 
- Step 3: Development and integration with Human-

Machine Interface (HMI): 

Step 1. Understanding the Backup Power Generators 

A. The Main Generator 1250 KVa  

        It has the following components: Perkins engine, MX321 
voltage regulator, and a Stamford alternator. It covers two 
starting modes: a Diesel staring mode and a Pneumatic one. Its 
real view is shown in Figure 3. 

 

Fig. 3 Real view of the 1250 KVa main power generator 

B. The Power Generator 500 KVa 

         It has the following components: Volvo engine, Leroy 
Somer alternator, Control panel, Fuel system, Cooling system, 
and a Starting battery.  Its real view is shown in Figure 4. 

 

Fig .4 Real view of the power generator 500KVa 

        Its starting mode includes checking fuel levels, checking 
battery levels, activating the control panel, starting the engine, 
and then monitoring its operation. 
C. The Power Generator 425 KVa 

      It has the following components: Perkins engine, 
Alternator, Control panel, Fuel system, Cooling system, and 
an Exhaust system. Its real view is shown in Figure 5. 
      Its starting mode includes preparing the control panel, 
starting the Black Start Diesel Generator (BSDG) to initiate 
power, starting the 425 KVa generator, and then 
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synchronizing the generator with the grid for efficient power 
supply. 

 
Fig .5 Real view of the power generator 425KVa 

D. The Power Generator 250 KVa 

      It has the following components: Alternator, Diesel engine 
(JD T4 Final or Volvo TAD series), Cooling system with 
ParCOOL coolant, Electrical distribution in a sound-
attenuated enclosure, DSE 7320 control panel for engine 
monitoring and protection, and a Rugged steel enclosure for 
noise reduction. Its real view is shown in Figure 6. 

 
Fig .6 Power generator 250KVa [3]. 

      Its starting mode includes ensuring proper connections, 
checking oil and coolant levels, activating the battery switch, 
pressing the start button on the Qc2212 Advance digital 
controller, and then monitoring performance during 
synchronization and connection to the electrical load. 
E. The Power Generator 230 KVa 

     It has the following components: MAN D2866 LXE40 
diesel engine and the Stamford UCI274H alternator. Its real 
view is shown in Figure 7. 

 
Fig .7 Real view of the power generator 230KVa 

      Its starting mode includes checking fuel levels, checking 
oil and coolant levels, activating the control panel, starting the 
engine, and then monitoring performance during operation.  

F. Parameters of the Power Generators 

      It has few sensors (Fuel level, Oil pressure, and 
Emergency buttons) 
      The balance sheet of I/O is as follows: 36 digital inputs 
(DI), 24 analog inputs (AI), and 6 digital outputs (DO). 
Examples of some of these parameters (focusing on the Main 
Generator 1250 KVa) are shown in Table 1. 
 

TABLE 1 
PARAMETRES OF THE POWER GENERATORS 

 
 

Step 2. Selecting and Installing the PLC   

A. Programmable Logic Controller (PLC) 

 1) Definition: PLC stands for programmable logic 
controller. A PLC is a programmable computing device that is 
used to manage electromechanical processes, usually in the 
industrial sector. A PLC is sometimes referred to as an 
industrial PC, a term that describes a PLC’s main function as a 
specialized industrial computing machine. 
 2) Different types of PLC: There are various kinds of 
PLCs that are available, such as the Mini PLCs, the Modular 
PLCs, the Fixed PLCs, the Micro PLCs, the Nano PLCs, and 
the Safety PLC. 
 3) Criteria for choosing a PLC: For this project, the "S7-

1500 CPU 1515-2 PN" PLC was selected because the Siemens 

S7-1500 PLC series offer: 

 High performance 
 Integrated diagnostics 
 User-friendly engineering 
 Scalability 
 Built-in safety 
 Robust communication 
 Advanced technology 
 Energy management 
 Security features 
 Modular design 

 
B. Presentation of the TIA Portal V16 

TIA Portal V16 (Totally Integrated Automation Portal) is 
Siemens' comprehensive engineering framework designed to 
streamline and enhance automation projects [4]. It integrates 
various tools for planning, engineering, and commissioning 
processes, offering new features to improve collaboration, 
version management, and software quality [5]. 
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C. The Proposed Solution of Automating the Switching of the 

Multiple Backup Power Generators 

1) Description of the proposed solution:  
- When SONALGAZ supply to the buildings of the 

TRC headquarters is interrupted for any reason, the cooling 
system is shutdown as it is not critical and consumes a lot of 
power, and the main power generator (1250 KVa) starts 
supplying all the buildings. An alarm message is sent stating 
that SONALGAZ is not supplying the buildings and a 
message is also sent to state which buildings are supplied.  

- If SONALGAZ does not restore the supply and the 
1250 KVa generator has a problem with the diesel engine or 
compressor (i.e., cannot be turn ON), then switch to supply the 
power using the 500 KVa and 425 KVa generators and send 
alarm messages indicating that SONALGAZ is not supplying 
and the 1250 KVa generator is malfunctioning, plus a message 
indicating which building are supplied is generated.  

- If the 425 KVa generator also has a problem, the 
proposed switching solution moves to the next step by 
supplying the power using the 500 KVa and 250 KVa 
generators and sending alarm messages stating that 
SONALGAZ is not supplying, and the 1250 KVa and 425 
KVa generators are malfunctioning, plus a message indicating 
which building are supplied is generated.  
- If the 250 KVa generator encounters a problem, the 
proposed switching logic flow proceed to the next step by 
powering on the 500 KVa and 230 KVa generators to 
guarantee the power supply with sending the adequate alarms 
and messages to the maintenance team and to the leadership. 

These steps are followed up until both the 250 KVa and 230 
KVa generators encounter problems. The whole flow chart of 
the proposed solution of automatic switching multiple power 
generators to guarantee the power backup of the TRC- 
SONATRACH Headquarter is shown in Figure 8. 
        2. Executing the Proposed Solution with TIA Portal V16: 
As mentioned before, the S7-1500 with CPU 1515-2 PN is 
selected. In follow, the hardware and software configuration is 
described. 
      Hardware configuration: After creating the project in TIA 

Portal, the next step is to configure the workstation. Choose 

the device SEMATIC S7-1500 CPU 1515-2 PN, and add the 

following modules: Digital inputs: DI 16x24VDC BA, DI 

32x24VDC BA; Analog inputs: AI 8xU/I/RTD/TC ST; Digital 

outputs: DO 8x24VDC/2A HF; and a Power supply: PS 25W 

24VDC 

      Software configuration: It start with creating a Tags 

Tables, after writing the execution program using different 

blocks. 

      Program Development: To properly organize the project, 

the program is subdivided into several blocks; each assigned a 

specific task to execute. 

       A few lines of the switching between SONALGAZ and 

the 1250 KVa power generator within the FC 13 block, is 

shown in Figure 9. 

 

 

 

 

Fig. 8 Flow chart of the proposed automatic switching multiple power generators of the TRC-SONATRACH Headquarters 
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 Fig. 9 Function of the switching 

Step 3. Development and integration of the HMI 

A. PC Station for Industrial Supervision 

      This station is used in industrial automation applications 

for: (a) representing and monitoring the system, (b) serving as 

an alarm manager, (c) acting as an archiving tool for 

maintenance, (d)recording fault history, and (e) tracking 

production. 

B. Modules Uses in this PC Station 

      Are the WinCC advanced and the IE_general (Industrial 

Ethernet general).  

C. Connecting PLC with PC Station 

      For retrieve data from the PLC to the PC station for 

supervision. Figure 10 shown the PLC and PC station 

connected with highlighting the IP address. 

 

Fig 10 PLC / PC station connection 

D. HMI TAGs Table:  

      Some of the HMI objects and variables from the PLC are 

given in Figure 11. 

E. Configuration of HMI Interfaces (VIEWS) 

       HMI interfaces (i.e., views) are elements used for the 

control and command of machines and installations. To create 

views, there are predefined objects that allow representing the 

installation, displaying the procedures, and defining the 

process values. 

        1. Homepage view: The Homepage is the main or 

introductory page of this project. It serves as a starting point 

for the user/operator and provides an overview of the project's 

content, structure, and facilitates navigation within it. It can be 

seen in Figure 12. 

      The explanations of each button of the Homepage View 

shown above are: ‘Main view’ to show the switching of 

power generator and whether the building is supplied or not. 

‘1250 KVa’ to display the parameters of the 1250 KVa power 

generator. ‘500 KVa’ to display the parameters of the 500 

KVa power generator. ‘425 KVa’ to display the parameters of 

the 425 KVa power generator. ‘250 KVa’ to display the 

parameters of the 250 KVa power generator. ‘230 KVa’ to 

 

Fig .11 HMI TAGs table 
      

 
 

Fig. 12 Homepage View 

display the parameters of the 230 KVa power generator. 

‘ALARMS’ to display the alarms that occur when starting the 

simulation. And ‘EXIT’ for stop the simulation. 

        2. Main View: This view shows how the buildings are 

supplied and by what power sources, either generators or 

SONALGAZ as can be seen in Figure 13. The buttons are 

added to facilitate access to the other pages. 

 

Fig. 13 Main View                                                                       
The explanations of each button of the Homepage View 
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shown above are: ‘Home’ to back to the homepage view. The 

remaining buttons (in orange color) have the same functions as 

in the previous homepage view.  

      3. Main Generator 1250 KVa View: This view is 

developed to supervise the Main Generator 1250 KVa power 

generator and its all parameters. It can be seen in Figure 14. 

 

Fig. 14 Main Generator 1250 KVa View 

       The explanations of each button, circle, and rectangle of 

the Main Generator 1250 KVa View shown above are: the 

buttons (in orange color) have the same functions as in the 

previous views. In addition to the ‘Global Emergency 

Button’ is shown by the green cirle (top middle), and is used 

for shutting down all power generators in case of danger. This 

button has two colors (Green color: Indicates the global 

emergency button is OFF; and Red color: Indicates the global 

emergency button is ON). ‘ACQ (acquital) Button’ used to 

restart the 1250 KVa after setting all the parameters. ‘Red 

circles’ indicates the condition is not verified. ‘Gray circles’ 
indicates the condition is verified. ‘Green circles’ indicates 

the power generator 1250 KVa is supply the buildings. ‘Gray 

rectangle’ indicates the diesel engine is ready to start.  And 

the ‘Red rectangle’ indicates the diesel engine is not ready to 

start. 

       4. ALARMS View: This view displays what is happening 

in this project system, i.e., the power generators and 

switching, allowing the user/operator and the maintenance 

team to identify exactly where the problem is, and send 

messages to inform the system’ status to the maintenance 
engineers and to the leadership. The ALARMS View can be 

seen in Figure 15. 

 

Fig. 15 ALARMs View 

      The explanations of each button of the ALARMs View 

shown above are: the buttons (in orange color) have the same 

functions as in the previous views. In addition to the 

Acknowledge button’ used to clear alarms on the screen after 

setting all the parameters.  

 

VI. CONCLUSION  

       This paper presents an automated switching solution for 

SONATRACH's multiple backup power generators at the 

TRC Headquarters to address current challenges of start-up 

delays, synchronization, and manual operation inefficiencies. 

The proposed system leverages a PLC-based control scheme 

integrated with HMI for real-time monitoring and 

management, aiming to increase operational reliability and 

reduce response time. By adopting the S7-1500 PLC with TIA 

Portal V16 for programming and supervision, a scalable, 

robust framework that ensures a seamless transition between 

power sources during outages is achieved, ultimately 

enhancing SONATRACH’s operational resilience. The 

anticipations that this proposed automation approach not only 

provides a model for similar industrial facilities, but also 

opens avenues for future advancements in automated power 

management systems. 
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Abstract— Vibrations in rotary drilling systems can harm 

equipment, borehole quality, and drilling efficiency, while also 

increasing non-productive time. Current mitigation relies on 

manual parameter adjustments, an unreliable method. 

Researchers are developing automatic strategies, with recent 

success using a genetic algorithm (GA)-based Proportional-

Integral-Derivative (PID) controller. However, its effectiveness 

in mitigating stick-slip vibrations remains untested. This paper 

investigates the use of a PID controller fine-tuned by the genetic 

algorithm using integral squared error (ITAE) fitness function 

to enhance vibration control in rotary drilling systems, with a 

focus on stick-slip vibrations. 

Keywords: Proportional–integral–derivative controller 

(PID); Genetic Algorithms (GA); rotary drilling systems; stick-

slip vibrations 

I.  INTRODUCTION  

The rotary drilling technique is vital in the petroleum 
sector for the extraction of oil and gas. Three kinds of 
vibrations can be generated during drilling: axial, lateral, and 
torsional vibrations. Stick-slip vibrations are the most 
detrimental, as they can initiate other vibrations. The objective 
of this study is to reduce stick-slip vibrations. In recent years, 
researchers have studied these vibrations. For instance, Tang 
et al. [3] discovered that reducing WOB could eliminate stick-
slip, albeit with a delay. Increasing rotary table speed also 
reduces torsional vibrations, but it does not account for drill 
string stiffness [4]. Sliding mode control, which is applied to 
four degrees of freedom [5] and extended to n degrees [6], is 
designed to prevent oscillations, albeit with high stabilization 
times. Liu [7] experimentally compared rotational velocities 
and achieved some vibration reduction. Abdulgalil and 

Siguerdidjane [8] employed back-stepping control to 
eliminate stick-slip vibrations. Hybrid controllers, which 
combine various methods, have also been investigated [9, 10]. 
Although the results are satisfactory, it is necessary to enhance 
the robustness of the controller. This paper introduces a 
genetic algorithm (GA) in conjunction with a PID controller 
to improve vibration suppression. The objective of this 
innovative methodology is to enhance the performance of 
controllers that have been implemented in the past. The study 
contrasts the new method with a PID controller that lacks 
optimization, noting that PID with GA has not been 
investigated for this issue. This article presents a PID 
controller that has been optimized using a genetic algorithm 
(GA). The manuscript is structured as follows: Section 2 
provides a description of the drilling system and the vibrations 
it produces. Section 3 introduces the mathematical model and 
the PID controller. Section 4 provides a detailed explanation 
of the genetic algorithm and how it is applied. Section 5 
discusses the results obtained and compares the performance 
of the PID controller with and without GA optimization. The 
manuscript concludes by outlining potential areas for future 
research. In Section 2, the drilling system and vibrations are 
briefly explained. Section 3 introduces the mathematical 
model of vibrations, the PID controller, and its importance. 
Section 4 outlines the GA algorithm and its application to the 
drilling system. Section 5 discusses open and closed-loop 
results and compares them with traditional PID control. 

II. DRILLING SYSTEM 

The power system, hoisting system, circulating system, 
rotating system, well control system, and monitoring system 
are the six fundamental systems that make up the drilling rig 
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[13, 14]. The hoisting system includes elements including 
draw-works, an auxiliary brake, a traveling system, a hook, 
and a derrick and supports drilling and completing operations. 
The drilling strings inside the wellbore are spun by the rotary 
system to push the bit to fracture rock [15]. The circulating 
system's functions include moving cuttings from the bottom 
of the hole to the surface, preventing debris from settling, 
regulating the temperature of the drill bit, and preserving the 
structural integrity of the wellbore walls. The well control 
system is used to shut down and/or control the well in an 
emergency to restore pressure balance. The monitoring and 
control system ensures the effective operation of all rig 
components to satisfy the needs of the drilling process, while 
the power and transmission system supplies energy to the 
entire system.,  Fig. 1. offers a visual representation of the 
rotary drilling system. 

 

.  

Fig. 1. Schematic of oil well drill string system [9] 

III. MATHIMATICAL MODEL 

In this study, we adopt a three-element model based on the 
mass-spring-damper framework.  

A. Drilling string model 

In this research, a mass-spring-damper model is applied to 
replicate the behavior of a rotary drilling system [3]. This 
model encompasses three degrees of freedom, with the upper 
disc symbolizing the rotary table, the middle disc signifying 
the tool string, and the lower disc representing the drill bit. 
You can find a concise summary of the model's parameters in 
Table 1. Additionally Fig. 2 portrays the three degrees of 
freedom model.  

 

Fig. 2. Equivalent mass-spring-damper three-element model [3, 14]. 

The mathematical representation of the latter is articulated 
through equation (1) [14]: 
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we define u
td

= , and the states variables as : 
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 the Equation (1)  is written then as:  
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(2) 

TABLE I.    PARAMETERS DESCRIPTION FOR THE DESIGNED ROTARY 
DRILLING MODEL [13, 19]. 

Parameter Description Unit ���  The top drive angular displacement [rad] �i=ଵ,ଶ,ଷ The angular displacements  [rad] �i=ଵ,ଶ,ଷ Torsional stiffness coefficient  [N.m/rad] �i=ଵ,ଶ,ଷ Internal damping coefficient  [N.m.s/rad] � Wall friction coefficient [N.m] �i=ଵ,ଶ,ଷ The inertia  [kg.m2] 

Tob The torque on bit [N.m] 

 

B. Generalized model  of Rock-bit interaction : 

Within the literature, various functions have been employed 
to characterize the interaction between the drill bit and the 
rock. However, in the context of our specific investigation, 
we will utilize the generalized model as outlined by the 
expression [14]  :

3 0 3 3
32 22 2

3 0 13 0

1n

x p x x
Tob Nr Dx

xx




= + + −
+  + 

   
       

      (3)                     

               
Where the model coefficients are given in the following table 
[14]: 
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TABLE II.  PARAMETERS USED IN ROCK-BIT GENERAL MODEL 

parameter description value 

μn friction coefficient  28 nm 

n the force vector 9.81 * wob 

r the contact radius vector 0.1 m 

0 chain transition speed 1 

1 
transition speed for the well 31.4159 

p the initial friction parameter 1.5 

d the linear damping vector 0.28 

 

C. PID controller  

The Proportional Integral Derivative (PID) control stands 
as the most commonly employed control strategy for 
regulation. Its widespread adoption across industries can be 
attributed to its simplicity in tuning and its reliable operation. 
The general expression for the PID control equation is as 
follows [10]:   

   

0

( )
( ) ( ) ( )

t

p i d

de t
C t K e t K e d K

dt
 = + +                (4) 

Where, KP, Ki , Kd represent the parameters of the PID 
controller denote respectively : the proportional coefficient, 
the integral time constant and the differential coefficient.  
To ensure stability, the derivative component is filtered to 
prevent singularities. Equation (4) represents the standard 
PID configuration, which is employed prior to applying the 
GA  algorithm for parameter optimization. 

IV. GENITIC ALGOIRITHM   

A. History and principle: 

The Genetic Algorithm (GA) is a metaheuristic algorithm 
that utilizes a random search technique with parametric 
coding. It was first introduced by John Holland in 1975 and 
was initially employed to address control problems in gasoline 
pipelines by his student Goldberg. The GA is particularly 
advantageous for solving control problems in situations where 
an analytical approach is not feasible due to a vast search 
space. The algorithm operates based on the principle of natural 
selection, where the fittest candidates survive and reproduce, 
while the fewer fit ones are eliminated. The Genetic 
Algorithm (GA) is a metaheuristic algorithm that utilizes a 
random search technique with parametric coding.  

B. Fitness function  

To achieve the desired performance, the parameters of a 
controller are chosen to minimize the dynamic error 

 ( ) ( ) ( )t y t y tsysrefe = −                                      (5) 

To do this, a cost function needs to be reduced. There are 
many basic performance criteria used in PID controller tuning 
[14]. In our case we use the ITAE (Integral of Time-weighted 
Absolute Error): 

0

( )
T

ITAEJ t e t dt=                                    (6) 

 

C. PID-GA Based controller structure : 

The architecture of the suggested approach for implementing 
the PID-GA in rotary drilling systems is depicted in Fig 2. 
The process of designing an appropriate PID controller hinge 
on identifying the optimal tuning parameters for the PID 
controller. 
 

 
Fig. 3. GA-PID based control system structure [16] 

V. SIMULATION RESULTS AND DISCUSSION 

A. Open loop response 

 
Fig. 4. The open-loop responses of rotary drilling systems without control  

The Fig.4 illustrates the step response of a drilling rotary 
system without controller. We can see the bit velocity has big 
vibration, the regulation time is very long, the dynamic and 
static character of the system is not good, and the ability of 
tracking rotary table speed is bad. 

B. Closed loop using PID Controller without optimisation 

Below are the appropriately selected PID controller parameter 
values: 

Kp=0.015 ;  

Ki=0.0023 ;  

Kd=0.011; 

The simulation yields the following results 
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Fig. 5. The closed-loop responses of rotary drilling systems with PID 
controller without GA  

In Fig. 4, the step response of a drilling rotary system is 
shown, featuring a PID controller without any tuning. 
Notably, the figure reveals that the bit velocity exhibits minor 
oscillations, but the time response is considerably protracted. 
The system shows a delayed ability to track the rotary table 
speed, characterized by substantial oscillations and eventual 
stabilization after an extended period 

C. Closed loop using PID Controller with GA Algorithm 

The GA algorithm was initialized with the subsequent 
parameter settings : 

TABLE III.  GENITIC ALGORITHM PARAMETERS  

 
Parameter Value 

Generations number 20 
Population size 80 

Lower bounds=[kp,Ki,Kd] lb=[0 0 0] 
Upper bounds=[kp,Ki,Kd] ub=[10 10 10] 

 
After the optimization process by GA algorithm was 

finished we get these parameters below  

Kp=2.5124  ;  
Ki=0.3029;  

Kd=8.9386; 

 

The simulation results of the drilling string model 
controlled with PID tuned by GA is given below 

Reference of Angular velocity = 20 rad/s  for 0<t< 100 s 

 
 

 
Fig. 6.  The closed-loop responses of rotary drilling systems with PID 

controller optimized by GA  

 

In Fig. 5, the step response of a drilling rotary system is 
depicted, featuring a PID controller fine-tuned using the GA 
algorithm. Notably, the figure showcases the rapid elimination 
of stick-slip vibrations, achieving a considerably shorter time 
response compared to the original system. Furthermore, there 
is no overshooting observed beyond the 30-second mark 

D. Comparative Study 

The simulation results visualized in Fig. 4, revealing 
pronounced stick-slip vibrations within the drill string system. 
Various components of the system exhibit periodic vibrations, 
with the drill bit being the most severely affected, indicated by 
both viscous and sliding states. These outcomes validate the 
model's effectiveness in safeguarding drilling tools from 
damage. 

Our study delves into the PID controller's ability to mitigate 
stick-slip vibrations. As demonstrated in Fig. 5 and Fig.6, the 
controller successfully reduces stick-slip vibrations, but it's 
the PID controller with GA Algorithm that completely 
eliminates the phenomenon in a short time, ensuring a stable 
drilling process. These findings underscore the practical 
applicability of our proposed control methods within the 
drilling industry 

VI. CONCLUSION  

The purpose of this work was to enhance the reduction of 
stick-slip vibration in rotary drilling systems. By utilizing a 
PID controller tuned by a GA algorithm with various fitness 
functions, the incidence of stick-slip vibration could be 
rapidly suppressed. The obtained results are pretty 
acceptable; the power of the GA might be enhanced by 
boosting the population size but that require more time to 
reach optimal parameters. Future work linked to expand 
integer order PID controller to non-integer order PID for 
vibration control in drillstring system the future study could 
include applying alternative tuning methods as well as more 
complicated artificial intelligence method. 

.  
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Abstract — Carrying out control of the induction machine 

without a speed sensor has many advantages. It eliminates the 

sensor cable, provides a reduction in noise, provides an increase 

in reliability and makes hardware less complex and less 

expensive. The objective of this work is the study by simulation 

in the Matlab/Simulink environment, of the indirect vector 

control without speed sensor, using a speed estimator which is 

called “MRAS” (model reference adaptive system). We propose 

to analyze the behavior of a sliding mode observer (adjustable 

model), associated with the “MRAS” speed estimator, with the 
application of a robustness text (variation of the machine 

parameters) and the use of different adaptation mechanisms 

carried out by a classic PI regulator and by a fuzzy PI regulator. 

We conclude our work with a comparative study between the 

two adaptation mechanisms. 

Keywords— induction machine, sliding mode observer, model 

reference adaptive system (MRAS), adaptation mechanism, fuzzy 

regulator. 

I. INTRODUCTION  

The induction machine associated with static converters is 
currently the most used in industrial applications with variable 
speed, where high torque performances are required [1]. 

The performance of the induction machine control system 
depends on the information at any time from sensors (speed, 
position, flow, etc.). However, the reconstruction of the 
machine speed using an estimator or observer from 
measurable quantities allows an increase in the robustness of 
the control structure. An improvement in this quality is 
obtained by the estimation of the flux, generally not 
measurable [2]. 

Among them, speed estimators are based on the theory of 
adaptive system with reference model and an adaptation 
mechanism, usually a PI controller, makes the behaviour of 
the adaptive model tend towards the behaviour of the 
reference model; in our work using two types of classical and 
fuzzy controllers, to make the comparison between them. 

These estimators are called MRAS (model reference 
adaptive system) and are the most popular techniques which 
have been implemented for the control of induction motor 
without speed sensor using only stator voltage and current 
measurements [2]. 

II. IDUCTION MACHINE MODEL  

The mathematical model of the induction machine, in the 
(d q) reference frame of Park, is described by a system of five 

differential equations, four of which are electrical and one 
mechanical [3]: 
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And using the torque equation 
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III. VECTOR CONTROL  

For our study, we opted for indirect vector control with 
oriented rotor flux.The orientation of the reference frame 
linked to the rotor field is determined by the integration of the 
pulsation  ωs which is calculated by: 

*
* * *

*

sr sq

s r r

r r

M i
p et

T
  


=  + =   () 

Fig.1 shows that we have three regulators, a PI-P type 
speed regulator and two PI type current regulators (isd and isq 
). 

The decoupling terms are: 

2
ˆ

ˆ
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IV. MRAS SPEED ESTIMATOR ASSOCIATED WITH 

SLIDING MODE OBSERVER 

A. MRAS estimation method 

Fig. 2 shows the rotor speed estimation technique by an 
adaptive system without a reference model [4]. 
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Fig.1. Block diagram of indirect vector control with oriented rotor flux 

This structure of the MRAS estimator is introduced by 
kubota and Matsuse in [5], for the estimation of rotor speed 
and resistance. 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Scheme of MRAS estimator associated with the sliding mode 
observer 

1) Adaptative Model (without sliding mode observer): 
For the adaptive model, we use the model of the induction 

machine in a fixed reference frame. We consider as state 
variables the stator currents (isα ,isβ), the rotor fluxes(ϕrα ,ϕrβ). 
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2) Adaptation Mecanism  

The input of the adaptation mechanism is the error 
calculated by equation (6): 

is r is r
ˆ ˆe e    =  −      (6) 

With: is s s

is s s

ˆe i i

ˆe i i

  

  

 = −


= −
 

Adaptation mechanism is represented by a “PI” regulator 
[6]. So, the speed r̂ is expressed by: 

t

p r r i r r

0

ˆ ˆ ˆ ˆˆ k ( ) k ( )d        =   −   +   −     (7) 

The gains kp and ki are positive gains and arbitrarily 
chosen. 

B. Sliding mode observer associated with the MRAS 

estimator (adaptive model) 

For our work we used the speed estimation technique 
(MRAS), without a reference model with the use of a sliding 
mode observer instead of the classic adaptive model. 

The sliding mode observer has been proposed for the 
observation of rotor flux and stator current. It is a copy of the 
asynchronous machine model [7]. 
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Where Λ1, Λ2, Λ3 and Λ4 are observer gains, with Λj=[ Λj1 

Λj2] for.jϵ{1,2,3,4}. 

I2 is a column vector. 

1
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Adaptive Model (Sliding Mode 
Observer) 
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The stability study of this observer was done by Benchaib 
in [7]; and after their study we have the following result: 
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V. FUZZY CONTROLLER ASSOCIATED WITH ADAPTATION 

MECHANISM 

The principle of the fuzzy PI controller [8] is to replace the 
control calculated using a classic PI with the Defuzzification 
value of the control. The basic algorithm of a classic PI 
controller is expressed by: 

       (15) 

 

e : The setpoint-measurement error. 

de : Derivative of error. 

TI =Kp /KI : Integral time constant. 

The digital structure of the fuzzy PI controller is as 
follows: 

 
Fig.3 Fuzzy PI controller block diagram 

A. Fuzzification 

The fuzzy controller inputs are: 

• e : The error is defined by 

( ) ( ). ( ) ( ). ( )isd rq isq rde k e k k e k k= −    (16) 

• de: The derivative of the error, it is 
approximated by: 

( ) ( 1)
( )

e

e k e k
de k

T

− −
=   (17) 

With the membership functions for error and error 
derivative and output they are the same: 

 

Fig.4 Membership function 

B. Inference 

Our inference matrix will take the following form: 

TABLE I.  INFERENCE MATRIX [9]. 

  NG NM NP ZE PP PM PG 

PG ZE PP PM PG PG PG PG 

PM NP ZE PP PG PG PG PG 

PP NM NP ZE PP PM PG PG 

ZE NG NM NP ZE PP PM PG 

NP NG NG NM NP ZE PP PM 

NM NG NG NG NM NP ZE PP 

NG NG NG NG NG NM NP ZE 

 

C. Défuzzification 

 
Fig.5 Fuzzy regulator surface diagram 
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VI. SIMULATION RESULTS 

This test is carried out by varying the direction of rotation 
for a simulation time equal to 5 seconds with a duration of 
'2.25 s' for each direction of rotation and application of a load 
torque during time intervals from 1 s to 2.2s and 3.3s to 4.5s 
“fig.6”. 

 We will study the influence of the variation of the 
induction machine parameters on the performances of the 
MRAS estimator with PI-classic, PI-Fuzzy and the control. 
We consider the variation of the following parameters: stator 
resistance ‘Rs’, rotor resistance ‘Rr’, rotor inductance ‘Lr’ and 
moment of inertia ‘J’. 

We present the maximum estimation errors in the transient 
regime in “TABLE II” for MRAS with PI-classical and in 
“TABLE III” a comparison between the two adaptation 
mechanisms. For the parametric variation of rotor and stator 
resistances and rotor inductance we can say that there is no 
difference between the results of the classic and fuzzy 
regulators. 

For the variation of the moment of inertia ‘J’ and the 
operation at low speed, we notice that the speed responses are 
more efficient for the MRAS estimator with PI-Fuzzy than for 
the one with PI-Classic which is clearly represented by “fig.7” 
and “fig.8” for the comparison. 

For all figures, the first is the classic adaptation 
mechanism and the second concerns the fuzzy adaptation 
mechanism. 

 

 
Fig.6 Comparison of rotation speed behavior for normal operation. 

 

 

Fig.7 Comparison of the behavior of the rotation speed for a variation of 
+50% in moment of inertia. 

 

 

Fig.8 Comparison of rotation speed behavior for low speed operation. 
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TABLE II.  MAXIMUM ESTIMATION ERRORS IN DYNAMIC REGIME WITH 
CLASSICAL ADAPTATION MECHANISM. 

TABLE III.  THE ESTIMATION ERRORS IN DYNAMIC REGIME FOR THE 
TWO CONTROLLERS 

VII. CONCLUSION 

The work presented in this paper is the study subject of the 
control without speed sensor. 

The estimated speed , flow and observed current quickly 
converge to the corresponding real variables. The estimator 
(MRAS) validity with the association of the sliding mode 
observer was shown by the simulation results. The robustness 
tests with respect to parametric variations developed in this 
work confirm the robustness of the two regulators used, in 
particular that using fuzzy regulator. 

Finally, we can say that this work has allowed us to know 
and test one of the most recent and promising techniques in 
the field of process control, which is the speed sensorless 
control with the use of MRAS estimator associated with fuzzy 
logic. 
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Variables 
 
 
Errors 

 
Normal  

 

+50% J 

 

Low  

speed 

 
+50%Rs 

 

+50%  

Rr  

 

+20

% 

Lr  

Speed 
(rad/s)  

2 %  1.67%  11.25%  6.67%  1.33%  
1.67
%  

Current Isd 
(A)  

0.4%  0.35%  0.16%  0.94%  0.58%  
0.58
%  

Current Isq 
(A)  

0.15%  0.15%  0.1%  0.62%  0.2%  
0.42
%  

Flow 
module (wb)  

8%  10%  10%  80%  28%  50%  

 Classic controller Fuzzy contoller 

 Nominal  
+50% 

J 
Low 
speed 

Nominal +50% J 
Low 
speed 

Speed 
(rad/s)  

2 %  1.67%  11.25%  0.53%  0.53%  3%  

Current 
Isd (A)  

0.4%  0.35%  0.16%  0.1%  0.1%  0.4%  

Current 
Isq (A)  

0.15%  0.15%  0.1%  0.05%  0.05%  0.1%  

Flow 
module 

(wb)  
8%  10%  10%  3.4%  3.4%  2.4%  
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Abstract— Three-tank liquid level control systems are 

inherently complex, characterized by varied response times 

among tanks and sensitivity to disturbances, such as changes in 

inlet flow rates or desired level variations. To maintain the 

liquid level within desired ranges despite these perturbations, a 

stable and robust control strategy is paramount. The design of 

Fractional Order Proportional-Integral-Derivative (FOPID) 

controllers for such systems necessitates meticulous selection of 

the objective function to ensure optimal performance. This 

study investigates the impact of four commonly used objective 

functions - Integral Square Error (ISE), Integral Absolute Error 

(IAE), Integral Time Square Error (ITSE), and Integral Time 

Absolute Error (ITAE) - on the optimal design of FOPID 

controllers for a three-tank system. Through detailed 

simulations and comparative analyses, we evaluate the 

performance of FOPID controllers designed based on each 

objective function, considering response time, overshoot, 

steady-state error, and robustness against disturbances. The 

results reveal significant differences in system performance 

based on the chosen objective function, highlighting the 

importance of appropriate objective function selection to meet 

specific performance requirements. This research provides 

invaluable guidelines for control system designers, underscoring 

the impact of the objective function on FOPID controller 

optimization in liquid level control applications.   

Keywords— FOPID Controller Design, Three-Tank Liquid 

Level Control, Objective Functions (ISE, IAE, ITAE, ITSE), 

Stability, Control System Optimization 

I. INTRODUCTION 

       fractional calculus has seen a significant rise in 
popularity, particularly in its applications to science and 
engineering, its origins date back over 300 years [5]. Control 
theory is one of the primary domains where fractional-order 
systems find extensive use, with an increasing amount of 

theoretical and practical research [6]. Fractional-order (FO) 
differential calculus, commonly referred to as fractional 
calculus, extends the standard operations of differentiation 
and integration to non-integer orders. This mathematical field 
began to take shape around 1695, initiated through exchanges 
between mathematicians Leibniz and Hospital [7]. 
Incorporating fractional-order filters in closed-loop control 
systems offers notable benefits in the system's dynamic 
performance. These advantages are largely due to the 
hereditary characteristics of fractional-order operators [8], 
which provide enhanced resilience against external 
disturbances [9, 10]. In recent decades, fractional-order PID 
controllers have seen rapid development and widespread 
implementation in control engineering and related research 
fields [11, 12]. It is widely recognized that optimizing 
controllers (whether PID or FOPID) is one of the most 
efficient techniques for handling parametric uncertainties in 
both linear and nonlinear systems, regardless of whether they 
are fast or slow [13-15]. Particular attention has been given 
to applying fractional-order systems in slow and fast 
applications to achieve optimal control strategies.  

      The control of liquid levels in interconnected tank 
systems is a fundamental challenge in various industrial 
processes, such as chemical, pharmaceutical, and water 
treatment plants. Effective regulation of liquid levels ensures 
system stability and optimal performance, preventing 
overflow, underfill, and operational inefficiencies. The 
inherent nonlinearities, time delays, and dynamic behavior of 
such systems make the design of robust and efficient control 
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strategies critical to their successful operation. Among the 
most widely used control strategies, Proportional-Integral-
Derivative (PID) controllers are favored for their simplicity 
and general effectiveness. However, when faced with more 
complex and nonlinear systems, fractional-order PID 
(FOPID) controllers have emerged as a promising alternative, 
offering enhanced flexibility and performance. 

      The Fractional Order Proportional-Integral-Derivative 
(FOPID) controller, an extension of the classical PID 
controller, introduces two additional tuning parameters: the 
fractional orders of the integral (Ȝ) and derivative (ȝ) actions. 
This added degree of freedom allows for more precise 
control, particularly for systems exhibiting memory and 
hereditary properties. As a result, FOPID controllers are 
increasingly being explored for applications in systems with 
complex dynamics, such as multi-tank liquid level control 
systems. These systems are often characterized by slow 
dynamics, interaction between tanks, and the need for 
accurate level control to ensure process efficiency and safety 
[29]. 

      The design of FOPID controllers typically involves 
selecting appropriate values for the proportional (�), integral 

(��), derivative (�ௗ), and the fractional orders (Ȝ and ȝ) that 
minimize a performance criterion or objective function. The 
choice of objective function plays a crucial role in 
determining the overall performance of the controller. 
Common objective functions include time-domain 
performance indices such as Integral of the Absolute Error 
(IAE), Integral of the Squared Error (ISE), Integral of Time-
weighted Absolute Error (ITAE), and Integral of Time-
weighted Squared Error (ITSE), each of which emphasizes 
different aspects of the system’s response, such as rise time 
( ܶ), settling time ( ௦ܶ), overshoot (ܱܵ), and steady state error 
 The selection of the appropriate objective function can .(௦௦ܧ)
significantly affect the controller’s ability to meet the desired 
performance specifications. 

      This paper aims to analyze the impact of different 
objective functions on the optimal design of a FOPID 
controller for a three-tank liquid level control system. The 
three-tank system, a benchmark for control studies, presents 
a multi-input multi-output (MIMO) structure with complex 
dynamics that pose a significant challenge for traditional 
control approaches. By exploring the effect of different 
objective functions on the tuning of the FOPID controller 
parameters, we seek to identify the most suitable performance 
criterion for achieving optimal control in this context. 

      The remainder of the paper is structured as follows: 
Section 2 provides an overview of the three-tank liquid level 
system and its mathematical modeling. Section 3 outlines the 

design methodology for the FOPID controller and discusses 
the various objective functions considered in the optimization 
process. Section 4 presents the simulation results and a 
comparative analysis of the controller performance based on 
the chosen objective functions. Finally, Section 5 concludes 
the paper with key insights and recommendations for future 
research. 

      In summary, this study highlights the importance of the 
objective function in the design of FOPID controllers, 
offering valuable guidance for practitioners seeking to 
optimize control performance in complex multi-tank systems. 

I. APPROXIMATIONS  OF FRACTIONAL-ORDER OPERATORS AND 

SYSTEMS 

       Dynamical systems form the foundation of mathematical 
models used to describe many physical phenomena, which 
are often of fractional order.  
If one wishes to design an integer-order dynamic system from 
a fractional one, an effective and commonly used method is 
to design a continuous linear integer-order filter. 
The filter approximation of fractional-order operators, 
proposed by the French professor Oustaloup and his 
colleagues, marked a new era in the simulation of complex 
fractional-order systems [5]. These filters allow the user to 
actively select the frequency band and the order of interest, in 
order to approximate the fractional-order operator using an 
integer-order transfer function model. The design of these 
filters will be presented below. 

A. Filters Approximations 

       As demonstrated by the previous examples, the 
application of these filters is greatly compromised by the fact 
that the filter design method based on continued fraction 
expansion is not very effective at fitting frequency response 
data, particularly because this method does not allow the user 
to freely choose the appropriate frequency band to be fitted. 
 This section introduces the more practical Oustaloup filter.   

B. Oustaloup Filter  

       Assuming the frequency band of interest is (ݓ ,  ℎ), theݓ
linear properties of the magnitude-frequency response of the 
fractional-order operator can be approximated by the set of 
poly-lines. The French professor Alain Oustaloup and his 
colleagues proposed a filter design method based on this idea 
[10]. All these poly-lines are generated frominteger-order 
zeros and poles, so that the slopes of the asymptotic lines of 
the Bode magnitude-frequency characteristics alternate 
between 0 dB/dec and 20 dB/dec. The frequency response 
itself will be well approximated by a straight line. The 
standard form of Oustaloup filter is [10] 

ሻݏሺܩ̂  = � ∏ ଵ+௦ ��⁄ଵ+௦ ��′⁄��=−�                            (1) 
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Using the following set of synthesis formulas: ݓ′ = �.ହݓ௨; ݓ = �.ହݓ௨; ��+భ′��′ = ��+భ�� = �. � > ͳ   (2) 

 ��+భ�� = � > ͳ; ����′ = � > Ͳ;ܰ = l୭gሺ�� �బሻ⁄l୭gሺ�.�ሻ ;  � = l୭g �l୭gሺ�.�ሻ (3) ݓ௨is the unity frequency gain and the central frequency of a 

band of frequencies geometrically distributed around it. Thus, ݓ௨ = ℎݓ√ . ݓ ;  where ݓℎ et ݓ  are the high and low 

frequencies, respectively. 

C. Reduction of Fractional-Order Models [26, 27] 

       Model reduction, as the name suggests, involves 
approximating a high-order model with a lower-order 
counterpart. The use of filters to approximate fractional-order 
operators often results in high-order transfer functions. To 
achieve the best reduced-order model, defining an 
optimization criterion is crucial. For instance, by exciting the 
original model and the reduced-order model with the same 
signal, an error signal can be derived from the two output 
signals. An objective function is then formulated based on 
this error signal. By leveraging this objective function, the 
problem is transformed into a numerical optimization 
problem. The original problem can only be solved using 
numerical optimization techniques. The idea proposed in 
Reference [12] leads to the optimal model reduction 
algorithm. 

Optimal Model Reduction Algorithm:           

1. Input the High-Order Model: Enter the initial high-
order model. 

2. Select Desired Orders: Choose the expected orders for 
the numerator and denominator of the reduced-order 
model. 

3. Define the Objective Function: Write a function to 
describe the objective function based on the error 
signal. 

4. Solve for Optimal Reduction: Utilize a solver to find 
the optimal reduced-order model. 

II. SYSTEMS MODELING: 

Figure 1 illustrates a fundamental liquid, level 
control system consisting of three tanks, B, C, and D, in 
addition to a primary tank, E, which provides liquid to the 
pump. The system initially computes the discrepancy 
between the target liquid level and the actual measured level 
to regulate the liquid level within the tanks. The PID 
controller processes this discrepancy to provide a control 
signal. The control signal regulates an electric valve with an 
adjustable aperture ranging from 0% to 100%. The system 
regulates the liquid level in the tanks by adjusting the flow 
rate through this valve [28, 30]. 

   
Fig. 1. Three Tanks Liquid Level System. 

 

     A simplified representation of Tank B, C, or D is shown 
in Figure 2.  

 

 

 

 

 

 

 

Fig.  2. Simple Structure of the Tanks. 

 

Based on the principle of mass balance: 2ݍ − ଵݍ = �ሺௗℎௗ௧ሻ                                            (1)                   ݍଵ = �ଵ × 2ݍ                                                 (2)ݒ = �2 × √ℎ                                               (3) 

      In this context, inflow and outflow rates are denoted by ݍଵ  and 2ݍ , respectively. The tank's cross-sectional area is 
represented by � , while ℎ  signifies the liquid level height 
within the tank. Furthermore, ݒ  indicates the valve's 
operational range, with �ଵ  and �2 representing the 
proportional flow coefficients for the inlet and outlet valves, 
respectively. 

      Upon examining Equation (3), it becomes apparent that 
the liquid level dynamics exhibit nonlinear characteristics. 

Nevertheless, to facilitate a more straightforward analysis, 
linearization of Equation. (3) is permissible in the vicinity of 
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the equilibrium state ሺ ܸ, ℎሻ , yielding an approximated 
linear representation.                                           

2ℎ ≈ �2√ℎబ = �ଷ                                            (4) 

Perform the Laplace transformation of Equations. (1), (2), 
and (4): 

ୌሺୱሻV�ሺୱሻ = �ୱ+ଵ                                                  ሺͷሻ 
Where  � = �ଵ/�ଷ, ܶ = �/�ଷ. For �ଵ = ʹ, �ଷ = ͷ, � = Ͳ, � = ʹͲ; 
according to (Kumar et al. 2011), the three-tank system's 
total transfer function is as follows:” 

ሻݏሺܩ =  
ுሺ௦ሻொሺ௦ሻ = ଵସ௦య+ଽ.௦2+.ସ଼௦+.଼                    ሺሻ 

       The dynamic characteristics of our system, as 
encapsulated in Equation 6, indicate a slow-response system 
that closely resembles the behavior of a first-order system, 
particularly in its time-domain response. Figure 3 provides a 
graphical representation of the system’s step response, 
offering further insight into its dynamic behavior. 

 
Fig. 3. Step response of the system. 

 

III. DESIGN OF FRACTIONAL-ORDER - PID CONTROLLERS 

      PID control, a stalwart in industrial control systems, 
boasts a rich history as one of the earliest and most ubiquitous 
strategies. Its widespread adoption can be attributed to the 
relative simplicity of its design methodologies and intuitive 
control structures, making it an ideal fit for industrial 
applications. Notably, PID controllers do not necessitate 
precise system modeling, and their performance is generally 
satisfactory, solidifying their position as the most prevalent 
controller type in process industries. Over the past three 
decades, PID controllers have experienced a resurgence in 

academic interest, driving the development of innovative 
design approaches. 

      In contrast to traditional PID controllers, where 
integration and differentiation orders are uniformly set to one, 
Professor Igor Podlubny's seminal work in 1999 introduced 
the paradigm-shifting concept of fractional calculus into PID 

controller design. This innovation gave rise to the PIȜDȝ 

structure, offering heightened flexibility through an increased 
number of tunable parameters. The optimal design 
methodologies that have since emerged, particularly for 
fractional-order PID controllers, have demonstrated marked 
effectiveness. Here, objective functions play a pivotal role in 
achieving optimal control outcomes, especially within the 
realm of servo control systems. 

Fractional-Order PID Controllers 

       The fractional-order PID controller, denoted asܲܫܦஜ , 
owes its development to Professor Igor Podlubny [22], who 
innovatively introduced two supplementary tuning 
parameters: ɉ , governing the integrator's order, and µ , 
determining the differentiator's order. This enhancement 
enables more nuanced control over the system's response. 

      The typical ܲܫܦஜ  controller is mathematically 
expressed as ܩ�ሺݏሻ = ቀ� + ��௦λ + �ௗݏஜ ቁ                       (9) 

Where ܭ (Proportional Gain), ܭ� (Integral Gain) and ܭௗ(Derivative Gain) are three tunable parameters. The three 
parameters ܭ, ܭ� and ܭௗ can be tuned such that satisfactory 

control behaviours are finally reached. 

 

IV. OBJECTIVE FUNCTIONS FOR SERVO CONTROL : 

 
       In the context of control systems, input signals are 
denoted by ݎሺ�ሻ, while output responses are represented by ݕሺ�ሻ. The primary objective of such systems is to achieve 
precise tracking of the input signal's dynamics by the output, 
a concept commonly encapsulated within servo control 
paradigms [2, 23]. 

 
Fig. 4. Fractional/Integer PID Control of System. 

     Within the framework of servo control systems, two 
signals play crucial roles:  
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 �ሺ�ሻ, known as the error signal, which quantifies the 
discrepancy between desired and actual outputs. 

 ݑሺ�ሻ , referred to as the control signal, which is 
responsible for mitigating this error. 

      The principal aim in servo control systems is to minimize 

the error signal's magnitude over time [24]. Given the 
dynamic nature of e(t), integral-based performance metrics 
are frequently employed, as they effectively capture the 
cumulative error over a specified timeframe, providing a 
weighted assessment of system performance [2, 22]. 

     The objective functions are commonly used criteria in the 
field of industrial control to evaluate the performance of a 
control system. These objective functions allow for the 
quantification of a system's response quality to disturbances 
or reference signals and are therefore essential for designing 
and optimizing control systems. The most commonly used 
objective functions are: 

A. Integral of Squared Error (ISE) 

The criterion ISE is defined as 

��ூܬ = ∫ e2ሺtሻdt∞                                (10) 

ISE minimizes large errors because the square of the error 
amplifies them. 

 Advantages: ISE is often used in systems where large 
errors must be heavily penalized. 

 Disadvantages: It can be sensitive to initial errors or 
sudden disturbances. This criterion prioritizes the rapid 
reduction of large errors but may neglect small persistent 
errors. 

B. Integral of Absolute Error (IAE) 

The criterion IAE is defined as 

ܬ୍ AE = ∫ |�ሺ�ሻ|dt∞                                (11) 

IAE is less severe than ISE on large errors, as it does not 
square them. 

 Advantages: IAE favors a more uniform reduction of 
errors, minimizing total error without giving too much 
importance to large errors. 

 Disadvantages: It may take longer to reduce large errors, 
as it does not penalize them as much as ISE. This 
criterion may favor a solution where small errors persist 
over a long period. 

C. Integral of Time-weighted Absolute Error (ITAE) 

The criterion ITAE is defined as 

ܬ୍ AE = ∫ �|�ሺ�ሻ|dt∞                               (12) 

ITAE weighs errors that occur later in time more heavily, 
favoring rapid and stable responses. 

 Advantages: ITAE is often used in systems where it is 
important to minimize the impact of persistent errors. It 
favors rapid transient responses with fewer oscillations. 

 Disadvantages: ITAE can be more difficult to calculate 
and interpret. It may also penalize long-term errors more 
severely than initial errors. 

D. Integral of Time-weighted Squared Error (ITSE) 

The criterion ITSE is defined as 

ܬ୍ ୗE = ∫ �e2ሺtሻdt∞                                (13) 

ITSE, by weighting the squared error by time, gives more 
importance to errors that occur later in the response. 

 Advantages: This criterion is well-suited for systems 
where it is critical to minimize long-term errors. It 
heavily penalizes persistent errors, particularly those of 
large amplitude. 

 Disadvantages: Like ITAE, ITSE is more complex to 
implement due to the temporal weighting and squaring 
of the error. 

V. GLOBAL OPTIMIZATION ALGORITHM [16-20] : 

      The analysis and design of control systems heavily rely 
on optimization techniques to achieve optimal performance.      
However, local minimum points can be encountered if the 
initial search points are not selected appropriately. To 
overcome this challenge, our goal is to avoid local minimum 
points and discover the global minimum points that represent 
the optimal solution. 

      In control systems, the implementation is formulated as a 
minimization problem, where the objective function is 
employed as a time-domain metrics tool to evaluate the 
system's performance. The objective function is formulated 
to minimize the steady-state error (ܧ௦௦), percentage overshoot 
(ܱܵ), settling time ( ௦ܶ), and rise time ( ܶ). 

      To address the issue of local minima, we employ a global 
search algorithm that conducts repeated local searches from 
random starting points. This approach allows for a thorough 
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exploration of the search space and increases the likelihood 
of identifying the global optimal solution. By employing this 
algorithm, we can ensure that the control system is optimized 
to achieve the best possible performance, avoiding local 
minima and converging to the global minimum point. 

      This approach is particularly useful in control systems 
where the objective function has multiple local minima, and 
the optimal solution is not easily attainable through 
traditional optimization methods. By using a global search 
algorithm, we can overcome this challenge and achieve 
optimal performance in control systems. 

      A global optimization algorithm, [19, 23]. Proceed in the 
following way. 
 
1. Assign a large value fx for the initial objective function. 
2. Select randomly an initial search point xͲ. 
3. Find the optimal solution from xͲ, and find x and the 

objective function fଵ. 
4. Check whether fଵ < fx. If so, fଵ < fx , record x; 

otherwise, go to (2). Run this in a loop for N times to 
find the best x and fx.                                                                         

VI. COMPARATIVE SIMULATION RESULTATS AND DISCUSSION  

        
      This study investigates the application of an optimized 
fractional PID controller, where the objective function is 

varied to match the transfer function of Equation 6 of the 
closed-loop regulation system for liquid level control.  
 

A. The Parameters of the FOPID 

 
The controller parameters for the three-tank system are 
summarized in Table 1. 

TABLE I.  PARAMETERS OF FOPID 

Lower bounds for 
[K୮ , Ki, Kୢ,    ɉ, µ] 

Upper bounds for 
[K୮ , Ki, Kୢ,    ɉ, µ] 

initial values 

[Ͳ, Ͳ, Ͳ, Ͳ, Ͳ] [ͳ, ͳ, ͳ, ͳ, ͳ] 0<Random values<1 

 

B. Resultats and Discussion  

    The results of the simulation, which include rise time, 
settling time, overshoot, and steady-state error, as well as the 
minimum value of the objective function and the closed-loop 
transfer functions, are summarized in Table 2. This table 
offers a comprehensive overview of the performance of the 
proposed control system, allowing for a detailed analysis of 
its behavior and a comparison of its performance across 
different objective functions. 
 
      The closed-loop transfer functions corresponding to each 
of the selected objective functions are shown in Figure 5.    
 
 

 
K୮] ܬ  , Ki, Kୢ ,    ɉ, µ] 

Closed-Loop Step Responses ܩሺݏሻ  ܶ  ௦ܶ  ܱܵ  ܧ௦௦ 
 
 
 AE୍ܬ 

 
 
 
351.4 

[0.01212 

,0.00086 

,0.263054 

,0.828983, 

0.901314] 

 

 Ͳ.ͲͲͷ͵ʹͳ2ݏ + Ͳ.ͳͳͶͻs + Ͳ.ͲͲͷ͵͵ 

 

 

32.18 

  

 
 
 
51 
 

 
 
 
0.771  

 
 
 
0.0012 
 

 
 
  AE୍ܬ 

 

 

 23.02  

 

[0.011409 

, 0.00088 

, 0.240195 

, 0.828939,  

0.762986] 

       
 −Ͳ.͵ͻͷͻ 2ݏ + Ͳ.ͷͶ͵s + Ͳ.ͲͳͲ7ʹݏ + ʹͲ.ͻͳݏହ + ʹͻ.ʹ͵ݏସ +  ͺͶ.ͻͷݏଷ +   ͻ.7ͺ2ݏ + Ͳ.ͺͲͶs + Ͳ.Ͳͳͳ �−.ହଷ଼ୱ 

 

 

24.59 

        

 
 
 
105 

 
 
 
0.725 

 
 
 
0.0054 

 
 
 ��ூܬ 

 

 

9.62  

[0.012239 

,0.00088 

,0.849994 

,0.828729,  

0.802528] 

 
 
 ͳͷ.͵͵ 2ݏ + ͵ͺ.͵͵ s + Ͳ.Ͷ͵ʹݏସ +   ʹ͵Ͳͷݏଷ +   ʹʹͲ.͵2ݏ + ͷͲ.ͻͷs + Ͳ.Ͷ͵ͺͳ 

 

 

10.55      

 
 
 
114 

 
 
 
20.72 

 
 
 
0.0658 

 
 
 ୗE୍ܬ 

 

 

128.47 

 

[0.012153 

,0.00088 

,0.368538 

,0.828998, 

 0.86169] 

  
   
 Ͳ.ͲͲʹͷͻͷ  2ݏ + Ͳ.ͲͲͷ͵ͷs + Ͳ.ͲͲͲ͵Ͳ7ͷݏଷ +   Ͳ.ͳͲͺͶ2ݏ + Ͳ.Ͳͳʹ77s + Ͳ.ͲͲͲ͵Ͳͻͻ 

 

 

26.15 

 

 
 
 
104 

 
 
 
0.00 

 
 
 
0.0003 

 

TABLE II.      THE  RESULTS 
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Fig. 5. Closed-Loop Step Responses for Different PID Controllers 

      A comparative study of the performance of FOPID 
controllers designed using different objective functions has 
revealed interesting results. According to the results of Figure 
4 and Table 2, it is clear that the best FOPID controller is the 
one designed using the 'Integral of Time-weighted Absolute 
Error (ITAE)' objective function. 

      Indeed, the results of this study show that the four 
objective functions (J_(ITAE), J_(IAE), J_ISE, and J_ITSE) 
have different performances in terms of rise time, settling 
time, overshoot, and steady-state error. The results indicate 
that J_ISE has the lowest rise time, but with a high overshoot 
and steady-state error, while J_ITSE has the lowest overshoot 
and steady-state error. 

      However, it is important to note that the choice of 
objective function depends on the specific performance 
criteria of the system. For example, if the priority is given to 
the speed of response, J_ISE may be a good option, but if the 
priority is given to stability and accuracy, J_ITSE may be a 
better option. 

      On the other hand, J_ITAE seems to offer a good 
compromise between the two, with a reasonable rise time and 
stable performance in terms of overshoot and steady-state 
error. This is why it is considered the best FOPID controller 
in this study. 

      In conclusion, this comparative study has shown that the 
performance of FOPID controllers depends heavily on the 
chosen objective function. It is therefore important to choose 
the objective function that best suits the specific performance 
criteria of the system to obtain the best results. 

VII. CONCLUSION 

      In conclusion, this study has demonstrated the importance 
of selecting the appropriate objective function in the design 
of Fractional Order Proportional-Integral-Derivative 
(FOPID) controllers for three-tank liquid level control 
systems. Through a comparative analysis of four commonly 
used objective functions - Integral Square Error (ISE), 
Integral Absolute Error (IAE), Integral Time Square Error 
(ITSE), and Integral Time Absolute Error (ITAE) - we have 
shown that the performance of FOPID controllers depends 
heavily on the chosen objective function. The results of this 
study highlight the significance of considering response time, 
overshoot, steady-state error, and robustness against 
disturbances when selecting an objective function for FOPID 
controller design. 

      The findings of this research provide valuable insights for 
control system designers, emphasizing the need to carefully 
select the objective function to meet specific performance 
requirements. By choosing the right objective function, 
designers can optimize FOPID controller performance and 
achieve stable and robust control of three-tank liquid level 
systems. 

      Overall, this study contributes to the advancement of 
control system design for complex systems, highlighting the 
importance of objective function selection in FOPID 
controller optimization. The results and guidelines presented 
in this research can be applied to a wide range of control 
applications, including process control, robotics, and 
mechatronics. 
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Abstract— Torsional vibrations, specifically the Stick-Slip 

phenomenon, present a persistent challenge in rotary drilling 

systems, affecting drilling efficiency, equipment durability, and 

hole quality. This study offers a comparative analysis of two key 

vibration mitigation strategies: sliding mode control (SMC) and 

a Kalman filter-based Proportional-Integral-Derivative (PID) 

control approach. The SMC method addresses parameter 

uncertainties and disturbances by acting as both observer and 

controller, maintaining stability through real-time adjustments 

to suppress Stick-Slip vibrations. Alternatively, the Kalman 

filter estimates drilling tool velocity using sensor data, which is 

then integrated into a PID control strategy to modulate torque 

and reduce torsional oscillations. Simulation results 

demonstrate each method's effectiveness in minimizing Stick-

Slip behavior, enhancing drilling efficiency, and reducing 

equipment wear. This comparative analysis highlights the 

strengths and adaptability of each technique, offering insights 

for selecting optimal vibration mitigation strategies to improve 

rotary drilling performance across diverse operational 

scenarios. 

Keywords— torsional vibration, stick-slip, controller, 

observer, Kalman filter, sliding mode. 

I. INTRODUCTION  

Rotary drilling methds are the backbone of contemporary 
drilling operations, allowing the drill bit to successfully 
penetrate subterranean rock types by rotation. However, these 
systems are intrinsically complicated, with the drill string 
being a lengthy, flexible, rotating component subjected to a 
variety of dynamic stresses[1]. Torsional vibrations are 
distinct from other types of vibrations experienced during 
drilling because they have a direct influence on rotational 
stability[2]. These vibrations frequently show due to the Stick-
Slip phenomena[3], in which the drill bit alternates between 
sticking from static friction and sliding from unexpected 
kinetic motion. Over the years, it has become evident that 

Stick-Slip not only reduces drilling efficiency but also 
increases mechanical strains, making it difficult to maintain 
steady drilling operations[4]. 

The negative impact of torsional vibrations and stick-slip 
on drilling operations cannot be emphasized. In the past, 
Stick-Slip causes rapid wear and tear on drill bits and other 
important components, resulting in a shorter equipment 
lifespan and higher maintenance expenses[5]. Beyond 
equipment damage, it reduces operating efficiency by creating 
irregular penetration rates and lowering overall hole quality. 
There have been examples where extreme Stick-Slip caused 
catastrophic drill string failures, resulting in costly downtimes 
and lengthy delays[6]. For these reasons, have concentrated 
heavily on reducing this occurrence in order to improve 
drilling performance, assure operational safety, and reduce 
costly disruptions. 

For controlling torsional vibration, several control 
strategies have been devised[7], [8]. One method includes 
utilizing observers for estimating the drill bit's rotational 
velocity, which aids in detecting the commencement of Stick-
Slip[9], [10]. Sliding Mode Observers (SMO)[11] and 
Kalman filters[12] are two popular types of observers used in 
this situation. The SMO effectively handles uncertainties and 
disturbances, resulting in a robust prediction of the system 
state, whereas the Kalman filter processes sensor data to 
provide exact real-time velocity estimations. These velocity 
estimations are then used in control systems like proportional-
integral-derivative (PID) and sliding mode control (SMC)[1], 
[13] to regulate torque and other drilling parameters, 
successfully minimizing torsional vibrations. These systems 
operate by continually modifying control settings to stabilize 
drill bit rotation, decrease equipment wear, and increase 
drilling efficiency. 
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II.  FUNDAMENTALS OF DRILLING SYSTEMS 

Rotary drilling systems are an essential part of 
contemporary drilling technology, used to drill boreholes in 
the Earth's subsurface to recover oil, gas, geothermal energy, 
and other resources. These systems work by transmitting 
rotating motion from the surface to a drill bit, which grinds 
and slices through the rock formations. The rotation is often 
powered by surface equipment, such as a rotary table or top 
drive, which allows for continuous penetration into deeper 
strata. Rotary drilling is popular because of its efficiency, 
flexibility to different geological conditions, and capacity to 
drill to vast depths, making it an important instrument in 
energy production and resource research[14], figure 1 
illustrates a schematic representation of the rotary drilling 
system. 

 A rotary drilling system consists of several essential parts, 
including surface equipment, the drill string, and subsurface 
tools[15]. The drill string, made up of linked drill pipes, 
distributes torque and weight to the drill bit at the bottom of 
the borehole. During operation, dynamic forces are applied to 
subsurface components such as stabilizers, collars, and 
measuring equipment, as well as the bit itself. Torsional 
vibrations, among these forces, have the greatest impact on the 
drill string and bit, creating cyclic accelerations and 
decelerations that might result in Stick-Slip. These vibrations 
provide a significant challenge to drilling efficiency and 
equipment integrity, especially in the subterranean 
environment, where mechanical stresses are most severe. 

 

Fig. 1 Rotary drilling system descriptive schema. 

III. DRILL-STRING MODEL 

The drill string is a fundamental component of rotary 
drilling systems, acting as a mechanical interface between 
surface equipment and the drill bit. It's a long, thin, and 
flexible structure made up of interconnecting drill pipes, hefty 
drill collars, and other subsurface instruments. The drill-string 
not only distributes rotational torque and axial force to the drill 
bit, but also serves as a conduit for drilling fluids, which 
lubricate the bit and transport cuttings to the surface. 

drill-string model is required. This model generally depicts 
the drill-string as a mix of distributed mass, stiffness, and 
damping components to reflect its elastic and inertial 
characteristics. The model considers interactions with the 
borehole wall, changes in material qualities, and operational 
parameters like as rotating speed and applied weight-on-bit. 

A. Drill-String Model 

The drill-string model developed in this work, based on a 
three-degree-of-freedom (3-DOF) equation, is depicted in 
Figure 2, with its mathematical representation provided in eq 
(1). 

 

Fig. 2 Simscape model of the drill string 
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(1) 

B. Rock-bit Interaction Model 

The contact of the drilling tool and the rock, also known 
as rock-bit interaction, is crucial to drilling efficiency. As the 
drill bit cuts into the formation, it encounters resistance, which 
causes forces that alter the bit's movement. This interaction, 
controlled by rock hardness and weight-on-bit, can result in 
torsional vibrations such as Stick-Slip, in which friction forces 
the bit to alternate between sticking and sliding. 
Understanding this connection is critical for improving 
drilling efficiency and reducing damaging vibrations[16]. 

Tob is the torque on bit that represent the nonlinearity of 
the system, and it’s given by eq (2). 

3
3 32 22 2

3 0 13 0

( ) ( 1)ob

X
T X DX

XX

 
= + − −

+  + 
 

 (2) 

with 0 1 = , 1 1 = ,  n rN =  ,and 0Ap =    

Table 1 presents a detailed description of the parameters 
used in the model 

TABLE 1 Description of symbols used in the system model 

Parameters Description Unit 

td  the top drive angular velocity [Rad/s] 

; 1,2,3i i=  
Respectively the angular displacement 
of the top drive, the drill pipes, and the 
BHA 

[rad] 
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1,2,3i
J =  

The equivalent moment of inertia 
of the rope section i 

[ 2.Kg m  ] 

 
The stiffness coefficient of the 

rope section i 
[ . /N m rad ] 

 

The internal damping coefficient 
of the top drive, drill pipes and BHA 
respectively 

[ . . /N m S rad ] 

 

The viscous damping coefficient 
of the BHA [ N ] 

Tob 
The nonlinear estimated value of 

the torque on bit [ .N m  ] 

n   
Nominal friction coefficient [40 Nm] 

rN   
The force vector [9.81Wob.N] 

p The initial friction parameter 1.5 

 

C. Sliding Mode Observer-Based Controller Design  

The sliding mode observer-based controller is an advanced 
technique for mitigating torsional vibrations in rotary drilling 
systems. The Sliding Mode Observer (SMO) is critical for 
accurately estimating the drill bit's rotational velocity in real 
time, even in the presence of system uncertainty and noise. 
The Sliding Mode Controller (SMC) uses this predicted 
velocity to alter drilling parameters such as torque, thereby 
suppressing torsional vibrations. One of the major benefits of 
this strategy is its resistance to disruptions and model 
imperfections. Furthermore, to improve performance, the 
controller is intended to reduce chattering, a typical issue in 
sliding mode control that can cause high-frequency 
oscillations and even damage the equipment[1]. By addressing 
both torsional vibrations and chattering, this approach 
improves drilling stability, efficiency, and equipment lifespan. 

 Eq (3) expresses the Sliding Mode Observer's open-loop 
model, which is derived from the system's state-space 
description in eq (1). 

1
1 1 1 2 2 3 3 4 4 1
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where .sgn( )v K S=   with  0K    and the sliding 

variable is given as:   1 1
ˆS X X= −  

 

To design the sliding mode conttroller a sliding surface is 
given by eq (4): 

2 1 1 1 3

0 0

ˆ( ) [ ( ) ( ) ]
t t

ref refS X Q X Q dz X X dz= − + − + −   

(4) 

Where  0   

To ensure stability, the Lyapunov function described in eq (5) 
is used[17]. 

2
2

1

2
V S=            (5) 

2 2.V S S=  

    As a result, eq (6) represents the equivalent control 
command. 
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Where: 

1 2 1 2
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= − = = =


 

To make  0V  , The control law is specified by eq(7). 

U=Ueq+Ud                      (7) 

The discontinuous control law is specified in eq(8). 

2sgn( )Ud K S= −           (8) 

D. Kalman Filter -Based PID controller design 

The Kalman filter-based PID controller is an useful 
solution for reducing torsional vibrations in drilling 
equipment. The Kalman filter calculates the drill bit's velocity 
in real time by analyzing noisy sensor data and taking into 
account system dynamics, resulting in correct state 
information. These velocity estimations are then input into a 
proportional-integral-derivative (PID) controller, which 
changes drilling parameters like torque to reduce vibrations 
and stabilize the machine. This technology improves drilling 
efficiency and reduces mechanical stress by combining the 
accuracy of the Kalman filter with the flexibility of the PID 
controller, even under changing operating circumstances[12]. 

• State Prediction Equation  

This equation predicts the present state of a system at the 
next time step by taking the previous state and any control 
input into account. It is sometimes referred to as the "Time 
Update", eq (9). 

( ) ( ) ( )obˆ ˆ   *  ( 1)   *    *Tx k A x k B u k k= − + + 
(9) 

Predict the covariance matrix for the predicted state, eq 
(10): 

( )    *  ( 1) *    TP k A P k A Q= − +        (10) 

• Measurement Update Equation  

 This equation updates the state estimate by incorporating 
the difference between the actual measurement and the 
predicted state, along with the measurement noise. It is used 
to compute the Kalman gain, K(k), as in eq (11) 

1,2,3iK =

1,2,3iD =

vf
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( ) ( )
( )( )

 *  
   

 *   *    

T

T

P k C
K k

C P k C R

−

−
=

+
   (11) 

 Update the state estimate, given by eq(12): 

( ) ( ) ( ) ( ) ( )ˆ ˆ ˆ     *     *  x k x k K k y k C x k− −= + −    

(12) 

Update the error covariance matrix, given by eq (13): 

( ) ( )( ) ( )     *   *  P k I K k C P k−= −      (13) 

In this context, y(k)  represents the actual measurement at 
time (k), while (C) is the measurement matrix that links the 

state to the measurements. ˆ ( )x k−   denotes the predicted state 
estimate at time (k), and P-(k) is the predicted error covariance. 
K(k) is the Kalman gain at time (k), which determines the 
weight given to the measurement update in refining the state 
estimate. (R) is the measurement noise covariance, reflecting 
the uncertainty in the measurements and their relationship 
with the state variables. 

Eq (14) describes the mathematical basis of a PID 
controller. The tune function in MATLAB Simulink makes it 
simple to find the PID controller's settings and change the 
proportional, integral, and derivative gains to achieve optimal 
system performance. 

0

( ) ( )
( ) ( ) ( )

1k

p i s d

i s

e k e k
u k K e k K e i T K

T=

− −
= + +  

(14) 

And 3
ˆ( ) ( )refe k Q k= −   

Here, u(k) represents the control output, e(k) is the error 
(the difference between the setpoint and the process variable). 
The constants Kp, Ki, and Kd correspond to the proportional, 
integral, and derivative gains, respectively. To achieve the 
desired control objectives and optimize system performance, 
the PID controller can be fine-tuned by adjusting these gains. 
However, this process of gain optimization may require some 
time to ensure that the system operates efficiently and 
effectively. 

IV. RESULTS AND DISCUSION 

 The MATLAB R2018a Simscape/Simulink environment 
was used to perform a thorough examination of the open-loop 
model's properties. This research revealed the existence of 
strong high-frequency torsional vibrations associated with the 
Stick-Slip phenomena in the system. Furthermore, the closed-
loop model was tested with two sophisticated control 
strategies: a Sliding Mode Observer (SMO)-based controller 
and a Kalman filter-integrated PID controller. The study 
sought to evaluate the controllers' capacity to effectively 
attenuate torsional vibrations, increase system stability, and 
improve overall drilling performance by decreasing the 
negative impacts of the Stick-Slip phenomena. 

A. Open-Loop Responses 

Figure 3(a) displays the system's behavior at a Weight on 
Bit (WOB) of 150N, when torsional vibrations begin with 
considerable strength before progressively decreasing due to 

the reduced applied load. These vibrations indicate the 
system’s response to the lowered WOB, showing modest 
oscillatory dynamics. Figure 3(b) shows the impact of using a 
greater WOB of 4005N, which results in substantially more 
aggressive drilling dynamics. The drill bit exhibits significant 
high-frequency oscillations, indicating an enhanced torsional 
reaction. This increased vibration causes the distinctive Stick-
Slip cycle, which alternates between periods of stopped 
motion and fast sliding phases. 

 

                                               (a) 

 

                                                (b) 

Fig. 3 Stick-Slip severity for Qref=10rpm with: (a) Wob=150N, (b) Wob = 
4005N 

B. SMO-SMC Results 

Figures 4(a) and 4(b) show the Sliding Mode Observer's 
(SMO) step reaction for top drive and drill bit velocities, 
respectively, while Figure 5 shows the drill bit torque and its 
estimated value. The angular speed of the tool and its 
predicted counterpart have a constant offset, and both the drill 
bit and top drive velocities settle after around 200 seconds 
without the need of a controller. Despite this, the calculated 
values roughly match the required values in both situations. 
Furthermore, Figure 4(b) shows that in the absence of a 
controller, the drill bit velocity attempts to follow the top drive 
velocity but exhibits substantial oscillations and a long settling 
period. 

 

(a) 
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                                                           (b) 

Fig. 4 Step response of SMO in open loop for: (a) the Top Drive Velocity, 
(b) the Bit Velocity 

 

Fig. 5 Step response of SMO in open loop for the Torque on Bit. 

 Figure 6 depicts the rotary drilling system's (RDS) step 
reaction to angular velocities of the drill bit and top drive using 
the Sliding Mode Controller. In this investigation, a three-
degree-of-freedom RDS model was used, which included a 
preset bit torque model. The findings show a notable 
overshoot, followed by the drill bit velocity aligning with the 
top drive angular speed with no static error, resulting in a 
quick settling period of 20 seconds. 

 

Fig. 6 SMC step response for the angular velocities 

      The response of the Sliding Mode Controller to the 
control input is depicted in Figure 7 

 

Fig. 7 Control Input 

C. Kalman Filter-PID Results 

Figure 8 shows the dynamic state estimate using the 
Kalman filter and a constant Weight on Bit (WOB) of 150N. 
The findings demonstrate the filter's ability to properly 
estimate drill bit velocity, closely track the reference 
trajectory, and capture the system's dynamic behavior. While 
the calculated velocity closely matches the required profile, a 
little static error is detected, suggesting modest departures 
from the reference value. 

 

Fig. 8 The bit velocity response using KF with Wob=150N  

Figure 9 illustrates how incorporating a PID controller 
with Kalman filter state estimations improves system 
performance while dramatically lowering torsional vibrations. 
While residual oscillations persist, their strength is 
significantly reduced. Extended observation periods indicate 
slow system changes, emphasizing the significance of 
assessing long-term performance to assure stability and 
optimize control techniques for a wide range of operating 
situations. 

 

Fig. 9 the bit velocity response using KF-PID with Wob=150N  

CONCLUSION 
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In conclusion, this work effectively investigated advanced 
control solutions to reduce stick-slip in rotary drilling systems. 
Both the Kalman filter-based PID controller and the Sliding 
Mode Controller (SMC) shown promise for minimizing 
torsional vibrations and enhancing system performance. The 
Kalman filter produced correct drill bit velocity estimates, 
demonstrating its usefulness in dynamic state estimation and 
greatly improving the performance of the PID controller. 
However, the SMC outperformed the PID controller in terms 
of quicker stabilization, better handling of nonlinear 
dynamics, and increased resilience to uncertainties, making it 
a more efficient option for real-time drilling operations. The 
Sliding Mode Observer's integration with the SMC was also 
efficient in predicting drill bit velocity, providing a low-cost 
alternative to standard sensor-based approaches. Overall, the 
findings suggest that the SMC-based approach holds 
significant potential for enhancing drilling efficiency, and 
future work will focus on further optimization and comparison 
with other control strategies. 
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Abstract—The paper discusses a control system for a 

microgrid that uses renewable energy and energy storage, 

connecting them with voltage source inverters. A master-slave 

control strategy is used to manage data sharing through CAN 

and ZigBee networks. Challenges like external disturbances and 

delays affect voltage and current control, making a strong 

control method necessary. The study uses a binary iteration 

algorithm to set limits on system delays and employs a special 

controller to ensure reliability. 

The proposed control method was tested in 

MATLAB/Simulink and showed good results, keeping the 

microgrid stable and controlling voltage and current accurately, 

even with delays and other issues. 

Keywords— renewable energy, master-slave control strategy, 

CAN/ZigBee. 

I. INTRODUCTION  

The global energy landscape is undergoing a significant 
transformation driven by the ever-increasing demand for 
energy and the persistent price instability of traditional 
energy sources. As populations grow and economies expand, 
the need for reliable, affordable, and sustainable energy 
solutions has become more pressing than ever. Conventional 
energy sources such as oil, coal, and natural gas, while 
historically dominant, are subject to volatile market 
dynamics, geopolitical tensions, and environmental concerns. 
These challenges have highlighted the critical need to 
diversify energy portfolios and embrace innovative 
alternatives.This growing urgency has spurred a global shift 
toward renewable energy sources, energy efficiency 
measures, and advancements in technology aimed at 
enhancing energy security and sustainability. Addressing 
these issues requires a holistic approach that balances 
economic, environmental, and social considerations, 
ensuring a resilient energy future for all. 

 NCS has become an impressive approach in the era of 
communication Gener ally, a control system which controls 
the process through a feedback loop connected with a data 
network is known as a NCS. NCS in MGs may cause 
communication delays, packet dropout, channel shading, and 
quantization errors. The advantages of NCSs with wireless 
communication compared to the wired type are flexibility, 
Electrical parameters of the batteries. 

Various control strategies have been created to stabilize 
islanded microgrids, with hierarchical control being a key 
approach that includes power sharing techniques, which can 
operate with or without communication networks.Droop 
control is a widely used method that functions without 
communication, offering benefits like flexibility and 
reliability, but it has limitations such as dependency on 
voltage control and challenges with non-linear 
loads.Solutions to droop control's shortcomings include 
adding external loops to manage harmonic components, AC 
signal injection, and implementing harmonic droop 
coefficients with filtering strategies to improve performance. 

II. SYSTEM INVESTIGATED 

A. Hybrid microgrid configuration 

The hybrid microgrid (HMMG) configuration consists of 
two interconnected distributed generation (DG) units, 
operating according to a master-slave strategy based on a 
communication network. Renewable energy sources 
include a photovoltaic (PV) system and energy storage 
systems (ESS), such as batteries and supercapacitors, 
connected to a DC link via a voltage source converter 
(VSC). Resistive-inductive filters are used to extract the 
fundamental frequency from the inverter output 
voltages. The DG units feed an RLC load via a resistive-
inductive transmission line.  

The master DG unit regulates the load voltage to a constant 
setpoint. Using Park transformation, the load voltage is 
converted into a synchronized rotating frame dq. The direct 
and quadratic components of the charge voltage are tested 
simultaneously against their respective references, and the 
resulting error is transmitted to the NTSM controller to 
generate the control signal. Space vector pulse width 
modulation (SVPWM) is used to produce the modulating 
signals transmitted to the inverter. 
The DG slave unit operates identically to the master unit, 
regulating the direct and quadratic components of the 
supplied current. The quadratic component of the load 
voltage is assumed to be zero, enabling active and reactive 
power to be calculated. The slave unit has a power capacity 
equivalent to half that of the master unit. For adequate 
power sharing between DG units, a load flow division 
technique is used, assigning appropriate values for current 
references. These values are transmitted via the 
communication network, forming a networked control 
system. What's more, the number of slave DG units is 
expandable, and each unit can regulate its active and 
reactive power independently. 

 
Fig 1: Hybrid system model 

B. Communication network configuration 

Networked control systems (NCS) have become an 
important approach to communication exchange in various 
processes, including microgrids (MGs). An NCS is a control 
system that uses a feedback loop connected to a data network. 
However, the use of NCSs in MGs can lead to problems such 
as communication delays, packet loss, channel interference 
and quantization errors, which can significantly reduce 
process performance or render control systems unstable. 
Although various challenges and solutions related to NCSs 
have been studied, wireless communication technologies 
offer advantages in terms of flexibility over wired 
systems.Over the past two decades, many researchers have 
explored two key technologies in this field: control area 
networks (CAN) and ZigBee.  
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III. CONTROL STRATEGY 

The NTSMC (Non-Singular Terminal Sliding Mode 
Controller) is an advanced sliding mode control method, 
designed to ensure rapid convergence and avoid the 
singularity problems inherent in some traditional 
controllers. 

A. NTSMC  for master DG unit 

he controller design for the master distributed generation 
(DG) unit aims to maintain the nominal value of the load 
voltage despite external disturbances and parametric 
uncertainties due to unmodeled loads. To achieve this, the 
direct and quadratic components of the load voltage, denoted 
V_d and V_q, must correspond to their respective reference 
values. Sliding variables are therefore defined for this control. �ௗ =  �ௗ− − �ௗሺ�ሻ � =  �− −  �ሺ�ሻ 

 

Fig 2: The NTSMC block diagram for the master DG unit. 

The objective of the control system is to generate the 
control signal inside the system, stabilize the system, and 
ensure zero tracking errors. In other words, the control signal 
drives the master DG unit to adjust and maintain the load 
voltage near the reference value. This is to be accomplished 
despite the existence of external disturbances, unmodeled 
load fluctuation, and communication delays. 

B.  NTSMC for slave DG unit 

The slave DG unit provides the required active and 
reactive powers by regulating its supplied currents, 
it,abcs. The reference currents, Ids− ref and Iqs− ref are 
defined by load flow division according to the capacity of 
the slave DG units and transfer through CAN/ZigBee 
networks. Sliding variables are therefore defined for this 
control.  �ௗ௦ = �ௗ௦−ሺ� − ţሻ − �ௗ௦ሺ�ሻ �௦ = �௦−ሺ� − ţሻ − �௦ሺ�ሻ 

 

Fig 3: The NTSMC block diagram for the slave DG unit. 

 

IV.  RESULTS AND SIMULATIONS  

 This section presents the simulation results of the 
suggested control scheme utilizing Matlab/Simulink. 

 

Fig 4: dq-Components of the voltages in the microgrid 

 

Fig 5: dq-Components of the current in the microgrid. 

The dq-components of currents supplied by the slave DG unit 
immediately rise and follow their references, which have 
been obtained through the communication network, as shown 
in Fig 4 when the load increases. Because the master DG unit 
has double the capacity of the slave DG unit, it can 
automatically increase its currents to cover the remaining 
loads. As a result, there is minimal oscillation in the dq-
components of load voltage at their reference values Fig 5. 

 

 

Fig 6: dq-Components of the error in the microgrid. 

 Unknown balanced load 

 A three-phase resistive-inductive load with unknown 
dynamics, that absorbs active and reactive power of 30 kW, 
5 kvar, and a three-phase unknown resistive load with 10 
kW are applied to the three phases at t = [1 2]s and unloaded 
on t = [4 3]s, respectively. As mentioned in the previous 
sections, the power-sharing block can send the reference 
values to the salve controller through the network 
connection. Therefore, passing the reference signal through 
its maximum boundary limitation (MADB) will affect the 
MG stability 

the values of both DGs’ active and reactive power 
injection in Fig 7 show a suitable power quality by NTSMC, 
along with communication issues. 
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Fig 7: Active and reactive  power sharing between DG units by 
adding unknown balanced loads. 

. 

CONCLUSION 

 In summary, this article presents a sophisticated control 
method that helps manage electricity in a small, independent 
power system. By using a master-slave communication 
strategy, the system can effectively share power among 
different energy sources while maintaining stable voltage and 

current levels. This is crucial for ensuring that all devices 
connected to the microgrid operate efficiently and reliably. 
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Abstract— Drilling process can be affected by several types of 

vibrations ,These vibrations significantly impede the reliability 

and efficiency of drilling operations, necessitating the need for 

effective solutions. The core problem tackled in the research is 

the identification, diagnosis, and reduction of high stick-slip-

whirling vibrations that can be observed in rotating oil drilling 

systems. These vibrations induce wear and tear that causes 

drilling efficiency decreases, and safety risks appear. In this 

work, a three-degree-of-freedom model was created to 

illustrate the severity of the stick-slip phenomenon as 

consequence of torsional vibrations. The main objectif of this 

study is to design a state space observer by pole placement 

method for estimating unmeasured states, enhancing control 

performance, and improving system reliability. By providing 

insights into the internal state of a system, they facilitate 

advanced control strategies, fault detection, and optimization, 

even in systems with limited or noisy sensor data. 

 

Keywords—Rotary drilling process, Drill string, Stick slip 
vibrations, State space obserever, Torque on bit 

I. INTRODUCTION  

Drilling is a crucial procedure in industries like mining, 
construction, and oil & gas where accurate operations are 
necessary to assure effectiveness, safety, and optimal efficiency. 
 However, vibrations, which can come from a variety of sources 
and negatively impact the process, are one of the main difficulties 
addressed during drilling operations. Axial, lateral, and torsional 
vibrations are among these vibrations.  
which are continuous rotational oscillations of the drill string. Each 
of these vibration types can negatively affect drilling performance, 
lead to equipment wear, and even cause damage to the wellbore or 
surrounding structures. 
As such, diagnostic and monitoring drilling vibrations have 
become critical parts of current drilling operations. In order to 
identify, assess, and minimize the impacts of these vibrations in 
real time, vibration monitoring systems make use of sensors and 
data analytic tools. Early detection of severe vibration patterns 
allows operators to improve the drilling process, adjust drilling 
parameters, and avoid significant expenses or downtime, all of 
which contribute to the drilling operation's success and longevity. 

In the last few years, many researches about the vibrations in 
rotary drilling systems have been conducted in the literature the 

research explores the potential of digital transformation and 
automation techniques in real-time monitoring and analysis. 
Through the integration of cutting-edge sensors, data acquisition 
systems, and intelligent algorithms, continuous monitoring of 
drilling system health becomes achievable, enabling the early 
detection of anomalous behavior and potential faults. The major 
outcomes of this research showcase the remarkable effectiveness 
of the developed diagnostic and monitoring approaches in 
identifying and mitigating severe stick-slip-whirling vibrations. 
The application of advanced signal processing techniques enables 
the early detection of anomalies and potential faults, empowering 
timely interventions and preventive maintenance measures.  

Moreover, the integration of digital transformation and 
automation techniques facilitates real-time monitoring and 
adaptive control strategies, thereby enhancing drilling system 
performance, minimizing downtime, and bolstering operational 
safety . the aim of this study is to design a state-space observer 
which aimed at improving the monitoring, control, and 
performance of the system by estimating the internal states of the 
system that cannot be directly measured. Rotary drilling involves 
complex dynamics, including interactions between the drill bit, the 
drill string, the formation, and the rig equipment, which may not be 
fully observable or measurable. A state-space observer can 
estimate the dynamics of the drill bit and the surrounding 
environment, allowing the system to better understand and mitigate 
undesirable vibrations. By predicting and responding to vibration 
patterns, the observer helps in adjusting parameters like weight on 
the bit or rotational speed to reduce vibrations and improve drilling 
performance. 

II. ROTARY DRILLING PROCESS 

The drilling process is the set of operations allowing the 
digging of holes in the subsurface to arrive at the targeted 
reservoirs. Thus, the performance of hydrocarbon exploration and 
production depends on the drilling process systems, for which the 
most common in the oil industry is called the rotary drilling system 
[1]. The drilling rig is composed of several elements, all of them 
are important and each of them has a specific role so that the safety 
is ensured by blow out preventers (BOP)[2]. In the rotary drilling 
process, the drill string is rotated by a top drive system or a rotary 
table at a constant speed. However, the rotary speed at the lower 
end of the drill string that is at the bit fluctuates because of the 
oscillation that occurs due to low torsional stiffness of the drilling 
pipes. The magnitude of oscillation depends on three parameters: 
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  the properties of the driving system at the surface 
 the friction that exists between the wellbore and drill 

string 
 bit/rock interaction [3] 

III. TORSIONAL VIBRATIONS SEVERITY  

Torsional vibrations lead to irregular downhole rotations. Non-
uniform rotation is developed when the bit becomes temporary 
stationary, causing the string to periodically torque up and then 
spin free. The severity of stick-slip will affect how long the bit 
stays stationary and consequently the rotational acceleration speed 
when the bit breaks free. The downhole RPM can become several 
times larger  than  the  RPM  applied at surface[4]. The highly 
nonlinear rock-bit interaction dynamic is the main cause of such 
type of vibrations [5] ,When stick-slip phenomenon occurs on the 
bit, stick and slip motions alternate. In this study, for the 
convenience of analysis, the drill bit is assumed to be in a critical 
state where the stick phase ends and the slip phase is incited. That 
is to say, the driven torque transmitted by the drillstring overcomes 
the frictional torque acted on the bit and thus the bit starts to rotate 
at the time t =0. According to the field drilling applications, we 
assume that the rotary table rotates clockwise with a constant 
angular velocity. Consequently, the drill bit rotates clockwise at the 
initial stage of the slip phase.[6] 

Figure.1 represents the downhole measurement of 
rotational speed during stick slip vibration  

 

 
Fig .1. Downhole  measurement of  rotational speed during stick-slip [6] 

IV. DRILL STRING MODEL  

‘Mass-spring-damper’ approach or lumped pendulum 
vibration model indicates a mechanism that takes the design 
of a proxy system with masses coupled to springs (dampers 
can also be included). Several DOFs may be present in the 
resulting proxy system, dependent on the quantity of springs 
and masses employed. By dividing the system into two 
sections, this strategy enables us to generate a simplified and 
discrete model of the examined system, which makes it 
easier to solve the nonlinear equations of motion that will be 
obtained at the end of this section. A mathematical model's 
primary goal is to express and depict the different external 
forces acting on the dynamic system as equations [7] . The 
drill string, in this model, is considered as a torsion 
pendulum, It has three degrees of freedom 3DOF where the 
upper disc represents the rotary table, the middle disc is 
considered as the tool string, and the lower disc represents 
the drill bit[2] as shown in the figure 2. 

 
Fig .2. Drilling rig diagram and its equivalent model with 3DOF 

 
The 3DOF proxy model is represented by figure.3  
 

 
Fig .3. 3DOF model  representation 

The table shown in figure .4  represents Parameters 
description for the designed rotary drilling model 

 

 
Fig .4. Parameters description for the designed rotary drilling model 

 
Figure.5 represents the variable changes which were 

applied To use the standard notation for states and inputs in 
the mathematical model  

 
 

Fig .5. Variable changes 

By substituting the variable. The state equations of the 
system were then rewritten in the form given in the 
figure.6 

 
Fig .6. State equations  after variable changes 

 

Where the figure.7 represents the coefficients  
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Fig .7. The coefficients variables 

 The state space matrix form is given by figure. 8 

 
Fig .8. State space form of the system 

Y(t) is the measured output variable which is drill bit speed  
and x(t) is the state vector  

 

 

Fig .9. Drill string stick slip simulation  

V. STATE SPACE OBSERVER DESIGN  

A. Basics of observers of linear dynamical systems in the 

state space form  

We consider the following linear state space model   
shown in figure.8 A, B, C are the system matrices. 

Here, it should be emphasized that only the output vector 
Y of the system can be observed. However , in order to 
design a state feedback algorithm, we need to have full 
access and information about the state vector ‘x’ , this 
motivates us to develop an algorithm that will estimate the 
state vector from the observed output vectors Y, such an 
algorithm is called an observer in the control engineering 
literature.  

Consequently, the main goal of an observer is to 
estimate the state of the system from the measurement of the 
output vector. 

Also, it should be emphasized that when designing the 
observer we assume that the system matrices A, B, and C of 
the state space model are known. 

The observer of this system is given by the following 
state equations in  the figure .10 

 
Fig .10.  Observer state space   

 
x ‘hate’ is the state of the observer and L is the observer 

gain matrix , here several important things need to be kept in  
mind , the inputs of the observer are: u ‘the control input of 
the system’, and Y ‘ the output of the system’. 

Using the pole placement method in Matlab in the design 
of state space observer. 

Our goal is to compute the matrix L of the state space 
observer, let us define the estimation error in figure.11 

 

 
 

Fig .11. The estimation error 

 By substituting the state equation of the dynamical 
system and the state space of the observer we obtain the 
closed loop observer dynamic equation shown in the 
figure.12 

 

Fig .12. closed loop observer dynamic equation 

 The goal of the observer design is to select the matrix L 
such that the closed loop system is asymptotically stable. 

 The closed loop stability of the system is achieved by 
using the pole placement method. 

 The idea is to design the matrix L such that the 
eigenvalues of the matrix A-LC are at prescribed locations. 

 Matlab has a function called ‘place (.)’ to perform pole 
placement, where the goal is to compute the feedback 
control matrix K such that the poles of the closed loop 
system  ‘A-BK’, are at prescribed locations, however our 
observer design problems look a bit different , our closed 
loop matrix is ‘A-LC’ , we can still use the place function 
by observing the following, it is a very known fact that the 
matrix and its transpose have the same eingenvalues, this 
means that the transpose of the matrix ’A-LC’ has the same 
structure as the matrix ‘A-BK’ . So we can compute the 
matrix L  

B. state space observer simulation 

To simulate the design observer, we need to transform 
the state space model of the observer in the appropriate 
form. The observer is given by the equation shown in the 
figure 10 

This equation can be written as shown in the following 
figure.13 
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Fig .13. closed loop observer dynamic equation(2) 

 As we can see in this equation we can obtain the state 
space observer matrices  

Aob=A-LC      Bob=[B  L]     Cob=eye(6)    D=[ ] 

From the observer state space and its matrices we can 
simulate Xobserver as shown in the figure 14  

 

Fig .14. closed loop observer dynamic  simulation  

C. result and discussion  

We can observe that the blue line is the state of the 
system and the red line represents the state of the observer, 
the state of the observer  sometime approaches the state or 
we can say it asymptotically tracks the state of the system , 
this means that our observer is properly designed 

VI. CONCLUSION 

 An efficient approach for optimizing monitoring and 
control in rotary drilling systems is the design of a state-
space observer. The observer improves efficiency and 
safety by estimating unmeasured states, which helps the 
system react to changing operational situations in real time. 

However, the selections of model, observer gain design, 
noise rejection, and real-time performance need to be 
carefully considered because of the drilling system's basic 
complexity and nonlinearity. Better performance, increased 
resilience to unanticipated field difficulties, and more 
precise control are all possible with the appropriate 
observer design and implementation for a rotary drilling 
system. The simulation of a state-space observer provides 
valuable insights into the performance of the observer and 
its ability to estimate the states of a system from available 
measurements. Key aspects to evaluate include the 
convergence of the estimation error, the robustness to noise 
and disturbances, and how well the observer tracks the 
system's output. Tuning the observer’s gain matrix and 
testing with various initial conditions and noise levels help 
optimize its design for real-world applications 
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Abstract : This paper introduces a method based on 
standstill frequency response (SSFR) tests outlined 
in IEEE Std 115-A. The idea is to analyze the 
frequency response of direct axis and quadrature 
operational inductances, determine transfer function 
models based on time constants through curve-fitting 
techniques, and use Matlab's fsolve function to 
identify parameters of synchronous machine 
equivalent circuits. This approach is cost-effective, 
precise, and dependable. 
Keywords : synchronous machine, equivalent 
circuit, parameters identification, SSFR tests. 
 

I INTRODUCTION 

       The trend in aviation is moving toward "more 
electric aircraft," where electrical power is 
increasingly used to replace traditional hydraulic and 
pneumatic systems for tasks such as actuators, 
deicing, engine starts, and cabin air-conditioning. 
This shift is anticipated to raise the electrical power 
demand to over 1 MW. While standard aircraft 
generators typically operate at 120 kVA, innovative 
electrical system designs are expected to be 
developed [1]. Despite these advancements, the 
synchronous generator continues to be a key 
component of the system. Moreover, Park's model 
remains applicable, incorporating resistor-
inductance branches to account for secondary and 
tertiary effects. The SSFR2 and SSFR3 models 
support the analysis of voltage regulation, fault 
analysis, disturbance response, exciter designs, and 
controller development [2]. Nevertheless, accurately 
determining circuit parameters remains a significant 
and persistent challenge. 
       Parameter identification is divided into offline 
and online approaches. Offline methods involve 
testing the machine when it is not in operation, such 
as through open circuit frequency response, DC 
excitation methods, and standstill frequency 
response testing [3]. These techniques are detailed in 

IEEE Std. 115-A [4] and are integral to the 
methodology used in this work. Accurately 
determining sub-transient reactances in both axes 
under saturation is essential for assessing the 
machine's electrical and mechanical robustness 
during a short circuit event [5]. Estimating the 
machine's flux linkages is challenging due to 
significant saturation, which introduces cross-
saturation effects. Standstill frequency response 
modeling effectively derives high-order models by 
separating the d and q axis currents, enabling precise 
estimation because sinusoidal signals can uniformly 
excite various frequencies while resisting noise 
interference [6]. 
       This approach derives time constants using 
curve-fitting techniques and identifies equivalent 
circuit parameters by solving non-linear equations. 
In the literature, these equations are often handled 
through numerical optimization, which poses 
significant numerical difficulties [7-9].  
       Online methods are gaining preference because 
they have minimal impact on machine operation [10-
13], with time domain tests like small perturbation, 
standstill time domain, and load rejection tests being 
particularly useful. Among these, the standstill 
frequency response test is widely favored for its 
dependability, simplicity, and safety. 
       Online identification methods can be 
categorized into three main types: white-box, black-
box, and grey-box modeling. White-box modeling is 
grounded in a comprehensive understanding of the 
system's structure and parameters, typically utilizing 
a theoretical model based on established physical 
principles. Examples include the extended Kalman 
filter [14], conjugate gradient method, and neural 
networks [15]. Black-box modeling, on the other 
hand, develops a model purely from input-output 
data, without any underlying physical knowledge. 
Grey-box modeling combines analytical equations 
with input-output data to determine model 
parameters. This approach demonstrates how to 
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derive circuit parameters from a given topology 
using Matlab software for educational purposes. 
       The paper is organized into six sections: Section 
II discusses the operational parameters that define 
the synchronous machine. Section III outlines the 
necessary tests as per IEEE Std. 115-A. The 
methodology for determining machine parameters is 
detailed in Section IV. Section V covers the 
presentation and validation of the results, followed 
by the conclusion in Section VI. 

II OPERATIONAL QUANTITIES 

       Parameters can be expressed as transfer 
functions that illustrate the connection between the 
rotor and stator terminals when the machine is 
modeled as a two-port network, as depicted in Figure 
1. This method allows the reactive behavior of the 
machine to be accurately represented while 
considering its circuits as a black box. 

 

       The measurable quantities at the stator and rotor 
are connected through equations that rely on 
operational parameters. These equations also include 
additional formulas to determine the resistances and 
reactances of the machine's windings. Here are the 
equations for stator flux: ∆�ௗሺ�ሻ = �ሺ�ሻ�ሺ�ሻ − �ௗሺ�ሻ�ௗሺ�ሻ          (1) ∆��ሺ�ሻ = −��ሺ�ሻ��ሺ�ሻ              (2) 

       Related to this, � refers to the Laplace operator. �ሺ�ሻ represents the transfer function from the 
armature to the field. �ௗሺ�ሻ indicates the operational 
inductance along the d-axis, while �ௗሺ�ሻ denotes the 
operational inductance along the q-axis. The currents �ௗ and �� correspond to the d-axis and q-axis, 
respectively. Additionally, �  represents the voltage 
across the field winding. 

III STAND STILL FREQUENCY RESPONSES 

TESTING 

       The Stand-Still Frequency Response (SSFR) 
test measures the frequency characteristics of 
stationary rotating machines. Recently, it has 
become a standard technique for evaluating the 
dynamic behavior of synchronous machines and 
gathering operational characteristics based on 
frequency. The SSFR method involves conducting 
individual tests for the direct and quadrature axes, 

which require specific rotor alignments with respect 
to the stator. Figure 2 illustrates the experimental 
procedure for the SSFR test, following the IEEE-
Std115 guidelines for the d- and q-axis. 

        

Calculating the parameters of a synchronous 
machine can be done using curve-fitting techniques 
that are straightforward and intuitive in Matlab. 

The operational impedances of the d-axis and q-axis 
are as follows. �ௗሺ�ሻ = � + ��ௗሺ�ሻ                           (3) ��ሺ�ሻ = � + ���ሺ�ሻ                           (4) 

       Both can be evaluated by implementing minor 
alterations to the armature voltage and current while 
simultaneously short-circuiting the field winding, 
positioning the rotor for d-axis and q-axis 
assessments, respectively. 

�ௗሺ�ሻ = − ∆ሺ�ሻ∆ሺ�ሻ|                         (5)                             

                          ��ሺ�ሻ = − ∆�ሺ�ሻ∆�ሺ�ሻ|                         (6) 

       To achieve accurate simulation of the transient 
behaviour of synchronous machines, additional 
measures must consider the d- and q-axis equivalent 
circuits. These parameters include the armature-to-
field transfer function, �ሺ�ሻ, and the armature-to-
field transfer impedance, �ሺ�ሻ. Evaluation of  �ሺ�ሻ can be conducted through the use of small 
variations in field and armature currents when the 
field winding is short-circuited. 

��ሺ�ሻ = ∆ሺ�ሻ∆ሺ�ሻ |                     (7) 

The armature-to-field transfer impedance can be 
evaluated through minor fluctuations in field voltage 

Fig. 1 D-axis quadrupole and q-axis dipole. 

Fig. 2 Protocol of SSFR tests according 
to the IEEE standard 115 A 

 ∆�ௗ= Ͳ 

∆�ௗ = Ͳ 

∆�ௗ = Ͳ 
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and armature current when the field winding is open-
circuited. 

�ሺ�ሻ = − ∆ሺ�ሻ∆ሺ�ሻ |                   (8) 

       To illustrate the Standstill Frequency Response 
methodology, a third-order d-axis equivalent circuit 
is employed. However, this approach is also 
applicable to other equivalent circuits as outlined in 
the IEEE Std 115-A standard. 
 

IV METHODOLOGY 

The proposed design methodology begins with the 
establishment of the topology of d-q axis circuits. 

IV.1 Third-order model (SSFR3) 

 

       The synchronous machine is modelled with a 
field winding and two damper windings on the d-
axis (see Figure 3) and three on the q-axis (see 
Figure 4). This configuration (2x3 model) is 
typically used for stability analysis. 

 

 
 
       The equations pertaining to the operational 
inductance of the d-axis are presented below [16]. 
 �ௗ = �ௗ − �                           (9)                �ௗ = �� ���+�                         (10) �� = [1+�{ሺ� + �ௗሻ/� + ሺ� + �ௗሻ/� + ሺ� +�ௗሻ/�} + �ଶ {�∗�ೕ+�ೕ∗��+�∗���∗�ೕ + �ೕ∗�ೖ+�ೖ∗��+�ೕ∗���∗� +�∗�ೖ+�∗��+�ೖ∗��ሻ�ೖ∗�  } +�3(�∗�ೖ∗�ೕ+�∗�ೖ∗��+�ೖ∗�ೕ∗��+�∗�ೕ∗��)�∗�ೖ∗�ೕ ]ሺ� + �ௗሻ         (11) 

 

The denominator is structured in a manner that is analogous to that 

of the numerator, with the substitution of  �ௗ  with �ௗ  in 
the coefficients of �, �ଶ, and �ଷ. 
 � =[1+�{ሺ� + �ௗሻ/� + ሺ� + �ௗሻ/� + ሺ� + �ௗሻ/�} + �ଶ {�∗�ೕ+�ೕ∗�+�∗��∗�ೕ + �ೕ∗�ೖ+�ೖ∗�+�ೕ∗��∗� +�∗�ೖ+�∗�+�ೖ∗�ሻ�ೖ∗�  } +�3(�∗�ೖ∗�ೕ+�∗�ೖ∗�+�ೖ∗�ೕ∗�+�∗�ೕ∗�)�∗�ೖ∗�ೕ ]                                   (12)           

Then,   �ௗሺ�ሻ = ���                              (13) 

 
Thus, the operational inductance for a third-order 
model can be expressed as follows : 
 �ௗሺ�ሻ = �ௗ (ଵ+��′)(ଵ+��′′)(ଵ+��′′′)(ଵ+��0′ )(ଵ+��0′′ )(ଵ+��0′′′)                                       (14) 

 
Furthermore, equations (13) and (4) are also 
applicable to the q-axis. 
 
IV.2 Experimental Tests on a High Power 

Generator 

 

       These tests are designed to identify the 
parameters of the generator, which will then be 
utilized in stability studies. The results of the SSFR 
for a 277.8 MVA power machine operating at 16.5 
kV have been published in the EPRI [17]. 
Additionally, the d-axis impedance has been 
employed in determining the synchronous machine 
parameters. 
Figure 5 illustrates the measurements of the 
impedance �ௗሺ�ሻ. 
 

 
 
 
IV.2 The operational inductance 

       To determine the frequency response of �ௗሺ�ሻ, 
we must consider the impedance measurements �ௗሺ�ሻ illustrated in Figure 5. 
The expression for �ௗሺ�ሻ is provided by Equation 
15. 
 

∆�ௗ = Ͳ 

Fig. 3 Equivalent Circuit of a third  
order model for d-axis (SSFR3)  

Fig. 4 Equivalent Circuit of a third  
order model for q-axis (SSFR3)  

Fig. 5 Frequency response of the  
impedance �ௗሺ�ሻ (measured data) 
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�ௗሺ�ሻ = ሺ�ሻ−���                     (15) 

 
The stator resistance  � is defined as follows :                                             
 � = lim�→|�ௗሺ�ሻ|                (16) 

       By extrapolating the real component of the 
operational impedance at zero frequency, we can 
determine that the stator resistance value is � = 0.00200 Ω, as illustrated in Figure 6. 
   Equation (15) allows for the monitoring of 
operational inductance magnitude in dB and its 
phase in degrees, as illustrated in Figure 7. Based on 
the operational inductance �ௗሺ�ሻ at zero frequency, 
we can extrapolate a synchronous inductance of �ௗ = 0.004898 H, as illustrated in Figure 8. 
 

 
 

 

 

IV.3 D-axis equations set 

 
       This section examines the relationship between 
the time constants of operational inductance and the 
equivalent circuit parameters of the third-order 
model (SSFR3). By expanding equation (14) and 
aligning it with equations (11) and (12), we derive a 
system of non-linear equations in which the time 
constants serve as inputs and the equivalent circuit 
parameters serve as outputs. 

The system of equations is expressed as follows: �ௗ =    ��∗���+�                             (17)                                                                  

�ௗ′ + �ௗ′′ + �ௗ′′′ = �+�� +
�ೖ+��ೖ + �ೕ+��ೕ              (18)                                  

�ௗ′ ∗ �ௗ′′ + �ௗ′ ∗ �ௗ′′′ + �ௗ′′ ∗ �ௗ′′′ = � ∗ � + � ∗ �ௗ + � ∗ �ௗ� ∗ �  

+ � ∗ � + � ∗ �ௗ + � ∗ �ௗ� ∗ �+ � ∗ � + � ∗ �ௗ + � ∗ �ௗ� ∗ �                                                 ሺͳͻሻ 

   �ௗ′ ∗ �′ௗ′ ∗ �ௗ′′′ =  �∗�ೖ∗�ೕ+�ೖ∗�ೕ∗�+�∗�ೖ∗�+�∗�ೕ∗��∗�ೖ∗�ೕ        (20)          

            �ௗ′ + �ௗ′′ + �ௗ′′′ = �+��� +
�ೖ+���ೖ + �ೕ+���ೕ            (21)                    

                    �ௗ′ ∗ �ௗ′′ + �ௗ′ ∗ �ௗ′′′ + �ௗ′′ ∗ �ௗ′′′
= � ∗ � + � ∗ �ௗ + � ∗ �ௗ� ∗ �  

+ � ∗ � + � ∗ �ௗ + � ∗ �ௗ� ∗ �+ � ∗ � + � ∗ �ௗ + � ∗ �ௗ� ∗ �                                            ሺʹʹሻ �ௗ′ ∗ �ௗ′′ ∗ �ௗ′′′ = 

                    
�∗�ೖ∗�ೕ+�∗�ೖ∗��+�∗�ೕ∗��+�ೖ∗�ೕ∗���∗�ೖ∗�ೕ             (23) 

 
       In accordance with the recommendations set 
forth in the technical literature [18], the value of �, 
representing the leakage inductance, has been 
selected as 8% �ௗ. 
 
IV.4 Identification of time constants using 

numerical curve fitting techniques 

 

       In order to calculate the optimal time constants 
from the frequency response data, numerical curve 
fitting techniques were employed, utilising both the 
magnitude and phase. The process is comprised of 
several steps : 
 

 Define the model order. 
 Perform curve fitting with initial parameter 

estimates. 
 Propose a cost function for optimization. 

 

Fig. 6 Variation of the resistance versus frequency 

Fig. 7 Operational inductance frequency response:  
magnitude (dB) and phase (degrees) 

Fig. 8  Variation of the operational  
inductance (in H) versus frequency 
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       By employing the Matlab functions “freqs” and 
“invfreqs,” we transformed the measured frequency 
response data into a transfer function for the third-
order model (SSFR3), resulting in the following 
outcomes within the Matlab environment. �ௗሺ�ሻ = Ͳ.ͲͲ4ͺͻͻ ሺଵ+.଼ଽଽ�ሻሺଵ+.଼ସ଼ହହ�ሻሺଵ+.ଶସଷ�ሻሺଵ+ଷ.ଽସସଵଽ�ሻሺଵ+.ଵଵଶ଼�ሻሺଵ+.ଷଷହସ�ሻ      ሺʹ4ሻ    

     
IV.5 Equivalent circuit parameter identification 

 

       Nonlinear equations from subsection IV.3 were 
simulated using Matlab's fsolve function, which 
employs a combination of Newton's method and 
trust-region-dogleg algorithms. Table 1 provides a 
summary of the parameters for the SSFR3 model's 
equivalent circuit. 

 

 

V RESULTS AND VALIDATION 

 

       To validate the accuracy of the results, the 
estimated parameters of the SSFR3 model, as 
detailed in Table 1, are integrated into the transfer 
function outlined in Equation (13). The results are 
presented in Figures 9 and 10. A comparison of the 
frequency responses of the SSFR3 model with the 
measured data provides clear evidence of the 
effectiveness of the proposed approach. 

 

 

 

 

 

        

 

 

VI CONCLUSION 
 

       This work presents a methodology for 
calculating the d-q equivalent circuit parameters of 
synchronous generators in accordance with the 
standards set forth in the IEEE Standard 115-A. 
Through this method, values are obtained that align 
well with those reported in experimental studies. 
This novel and educational approach is adaptable to 
any circuit order and custom topology, leveraging a 
general, reproducible, and comprehensible 
framework that facilitates rapid implementation. 
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Abstract— In order to improve the performance as well as 

efficiency of the variable speed control for Open-Ended Stator 

Winding Induction Motor (OEWIM) drives, the field-oriented 

control (FOC) technique is applied. The control performance is 

being improved in recent studies by employing optimization 

approaches as much as possible. The method that is most widely 

used is the particle swarm optimization algorithm. The PSO 

approach is used to determine the ideal values of the 

proportional-integral controller's parameters corresponding to 

the speed, flux, and currents controller in order to improve the 

speed response for OEWIM. This study presents a novel method 

to improve the variable speed control of FOC in OEWIM, based 

on PSO with a linearly decreasing inertia weight. The FOC is 

coupled with dual space vector modulation (SVM) to maintain 

a consistent switching frequency, reduced harmonic distortion 

and common mode voltage (CMV). In this case, two-level 

inverters are supplied to both ends of an open-end stator 

winding induction motor in order to perform a space vector 

modulation technique for a multi-level inverter. Through the 

use of simulated results from many tests of the entire system, the 

benefits of the proposed control system have been verified. 

Keywords— Space vector modulation, Four-level dual 

inverter, Open-end winding induction motor, Field-oriented 

control, PSO algorithm. 

I. INTRODUCTION  

In recent years, there's been an increase in studies aimed at 
creating new structures and control methods for multilevel 
inverters used in various industrial applications. These 
inverters are popular for medium and high-power variable 
speed machines due to their many advantages, including lower 
switch voltage stress, reduced dV/dt, and decreased voltage 
harmonic distortion [1]. Inverter control typically employs 
PWM techniques, which can be categorized as multi-carrier 
PWM (MCPWM), selective harmonic elimination (SHE), and 
space vector modulation (SVM). As MCPWM methods 
struggled to reduce output harmonics, researchers turned to 
SHE PWM to selectively remove harmonics [3]. However, 
SHE PWM has its drawbacks, such as slower reactions during 
transient events, limited switching angle range, and the need 
for pre-calculated values [2]. Multilevel PWM inverters face 
issues with common mode voltages, which affect output 
voltage quality and limit switching capabilities. CMV leads to 
motor shaft voltage, potentially causing bearing currents and 
damage when exceeding the grease's dielectric strength. 
Another concern is common mode leakage current flowing 
through grounded stator windings and frames, returning to the 
source via ground and causing electromagnetic interference. 
SVM is proposed as a solution, offering benefits like harmonic 
reduction, DC-link voltage balancing, and CMV reduction. 
Compared to sinusoidal PWM, SVM provides higher output 
voltage and more effective harmonic elimination [2]. 

The open-end winding (OEW) concept allows for the 
benefits of multi-level inverters using dual two level inverters 
on each end of the stator windings, creating a multi-level 
waveform [4]. The multi-level inverter setup for an OEWIM 
in Simulink testing demonstrates how two level inverters can 
achieve three level inversion [5]. OESW structures are gaining 
attention for their advantages over traditional star or delta 
connections, including lower switching losses, reduced 
common-mode voltage, and improved fault tolerance [4]. This 
paper focuses on controlling an OESWIM with two separate 
DC sources. 

Various control strategies have been applied to 
OESWIMs, such as FOC [4], backstepping control (BSC) [6], 
direct torque control (DTC) [7], and sliding mode control 
(SMC) [8]. field-oriented control is popular due to its low 
complexity and stability, offering suitable dynamic 
performance. Within FOC, the proportional-integral (PI) 
controller is commonly used for its straightforward structure 
and low cost. It manages speed, flux, and currents to minimize 
overshoot and steady-state error as well as the speed 
oscillations. However, determining optimal PI parameters can 
be challenging, as they significantly impact control 
performance. Traditional methods like Ziegler-Nichols and 
Cohen-Coon often yield suboptimal results and are time-
consuming. The particle swarm optimization (PSO) algorithm 
has emerged as a popular optimization technique, known for 
its robustness and ease of implementation [9]. 

The original PSO algorithm lacked an Inertia Weight, 
which was introduced by Shi and Eberhart in 1998. They 
found that high Inertia Weight supports global search, while 
low Inertia Weight enhances local search. Subsequent 
research explored dynamic inertia weight adjustment to 
improve PSO capabilities. Eberhart and Shi proposed a 
Random Inertia Weight approach, demonstrating improved 
early-stage convergence. A linearly decreasing inertia weight 
strategy has been shown to enhance PSO performance and 
effectiveness [10]. This study applies PSO to optimize 
OEWIM performance using IFOC by fine-tuning the PI 
controller settings for controlling speed, flux, and currents. 
Results indicate robust PI controller performance in reducing 
steady-state error, overshoot, settling time, and integral time 
absolute error (ITAE), even under unexpected changes in 
speed, mechanical load, and system parameters. 

II. SPACE VECTOR MODULATION 

A. Two Level SVM 

In modern OESWIM control, SVM is a popular method 
for generating sinusoidal waveforms at inverter outputs. The 
core principle involves reconstructing the reference voltage 
vector Vref using eight voltage vectors, each representing a 
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specific switching state in a three-phase voltage inverter. The 
reference voltage vector Vref is analyzed over a modulation 
period Tm. This vector is identified within a sector using 
adjacent voltage vectors and zero vectors (V0 and V7). Both 
the reference vector and the eight voltage vectors are depicted 
on the αβ-plane (as shown in Fig. 1). The ON (1) or OFF (0) 
switch states are determined by the reference vector's position 
on this αβ-plane. 

 
Fig. 1. Eight vectors of voltage in the αβ-plane. 

The implementation of two-level SVM involves the 
following steps [9-13]: 

 Determining  of Vα, Vβ, Vref, and the rotation angle (θ). 

 Calculating the application duration (x, y, and z) for 
neighboring vectors. 

 Establishing the switching intervals for each switch 
(S1, S3, S5, S1’, S3’, and S5’). 

      During a modulation period Tm, the reference vector Vref 

can be estimated by generating an average vector. This is 
achieved by applying the inverter's adjacent non-zero vectors 
and zero vectors.  

B. Dual Inverter with asymmetric voltage sources 

A typical dual inverter configuration consists of two 
standard two-level output inverters, each powering one end of 
the IM terminals. As depicted in Fig. 2, the neutral point is 
electrically isolated from the squirrel-cage induction motor. 

 
Fig. 2. OESWIM is fed by two inverters. 

Two-level inverters are connected to both ends of the 
induction motor windings to create a multi-level inverter 
structure for an OESWIM [5]. Independent DC voltage 
sources provide electricity to each inverter. A space vector 
diagram for a dual two-level inverter system with symmetrical 
voltage sources is shown in Fig. 3. This inverter arrangement 
produces 48 voltage vectors, distributed uniformly and 
symmetrically across the α-β plane. 

 
Fig. 3. Dual two-level inverter space vector diagram with  asymmetric 

voltage sources. 

C. Common Mode Voltage 

Common mode voltage refers to the potential difference 
between the neutral point of a three-phase power supply and 
that of a three-phase load. In three-phase AC motors, the 
neutral point typically corresponds to the star point where the 
three phases intersect. For an open-end stator winding 
(OESW) configuration, the total output voltage across each 
motor winding is calculated as follows: 

' ' '

' ' '

' ' '

aa ao a o

bb bo b o

cc co c o

V V V

V V V

V V V

= −
 = −
 = −

                                     (1) 

Where Vaa’, Vbb’, and Vcc’ are phase voltages, and VCMD is 
the common mode voltage. 

                                    (2) 

III. ROTOR FIELD-ORIENTED CONTROL 

Field-Oriented Control (FOC) stands out as the leading 
drive method in industrial settings, especially for applications 
demanding high performance. When using the synchronous 
reference coordinate system, the dynamic equations for an 
Induction Motor (IM) can be expressed as [11]: 
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In this context, Vds and Vqs represent stator voltage, ids and 
iqs denote stator current, while φds and φqs indicate rotor flux 
linkage. Rs and Rr stand for stator and rotor resistance, 
respectively. Ls and Lr are the stator and rotor inductance, with 
Lm being the mutual inductance. we signifies the synchronous 
reference frame speed, and wr is the rotor's electrical speed. 
The slip speed is defined as wsl = we – wr, and 

21 /m r sL L L = − . The motor's mechanical equation is: 

' ' '

3
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rm
m em L m rm

dw
J T T B w

dt
= − −                  (4) 

Here, Jm represents motor inertia, wrm is the rotor-shaft's 
mechanical speed. Tem and TL denotes the electromagnetic 
and loading torque, respectively. Bm represents the friction 
coefficient. For rotor-field oriented control, we set φqr = 0. 
The estimated slip speed can be calculated as: 

m qs

sl

r dr

L i
w

 
=                                     (5) 

the rotor time constant is represented by τr = Rr / Lr. Rotor 
flux linkage is obtained through:   

                            (6) 

With S representing the Laplace operator. Under Field-
Oriented Control conditions, the IM's electromagnetic torque 
is determined by: 

                           (7) 

Figure 4 illustrates the FOC technique's structure, 
highlighting the calculation block and control loops, all 
utilizing PI controllers. The terms Ved and Veq shown in Figure 
4 are expressed as: 

             (8) 

 

Fig. 4. FOC technique scheme 

A. PI Controller Design 

 
Fig. 5. The PI speed controller diagram. 

The open-loop transfer function can be derived from Fig. 
5, as indicated in reference [12-15]. 
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The parameters for the PI controller can be calculated to 
counteract the poles of equation (9).  
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A similar approach is used to determine the parameters for 
both the flux and current controllers. 

IV. PSO-PI CONTROLLER DESIGN 

PSO, introduced by Kennedy and Eberhart [9], draws 
inspiration from the collective behavior of bird flocks. This 
optimization method has gained popularity among researchers 
due to its global exploration capabilities, proven reliability, 
and ease of implementation across various applications. In the 
PSO algorithm, particles explore the search space using two 
reference points: the local best position identified by the 
swarm in the current iteration, and the global best position 
determined from all previous iterations. The conventional 
PSO algorithm is prone to rapid convergence to local 
solutions. To address this, several modified versions have 
been proposed, including the inertia weight approach, the 
constriction factors technique, and the tracking dynamic 
system method. This study employs the linearly decreasing 
strategy for inertia weight, enabling PSO to swiftly locate the 
optimal solution initially while ensuring effective 
convergence towards the end [16]. The following are the 
equations for updating location, velocity, and weight due to 
inertia: 

max min
max *

i

W W
W W i

Itr

−
= −                  (11) 

( 1) * ( ) * *( )
* *( )

i i i best i

best i

V k W V k C Rand P x

C Rand G x

+ = + −
+ −     (12) 

( 1) ( ) ( 1)i i ix k x k V k+ = + +                        (13)  

In these equations, W� represents the inertia weight factor, ��(�) and ��(�) denote the particle's velocity and position 
respectively, �best and �best signify the best solutions for 
individual particles and the entire swarm, � is learning 
constant, and Rand is a random variable uniformly distributed 
between 0 and 1. The PI controller is a preferred choice for 
OEWIM control due to its simple structure, straightforward 
design process, and cost-effective hardware implementation. 
However, it can be challenging to figure out the proper values 
for the coefficients (ki, kp) of the PI controller, though. The 
PSO approach is used to determine the optimal values for the 
PI parameters in FOC. ITAE is used as an objective function 
to minimize the speed response error. ITAE is defined as: 

0

t

ITAE t error dt=                         (14)  

where error = wmref – wrm   represents the difference 
between the reference and actual speed. Figure 6 illustrates the 
pseudo-code for the enhanced PSO technique used to optimize 
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the proposed control system, with P representing the number 
of particles in the swarm. 

 
Fig. 6. The modified PSO algorithm's structure. 

V. RESULTS AND DISCUSSION 

The effectiveness of the proposed optimization control for 
the OEWIM with a multi-level dual inverter is evaluated using 
the MATLAB Simulink platform. To assess the robustness 
and examine the dynamic performance under various 
operating conditions, numerical simulations compare the 
PSO-optimized PI controller to a conventional PI controller in 
the FOC for the OEWIM (Fig. 7). The simulations use the 
following drive system parameters: Rotor flux reference: 0.9 
Wb; Motor specifications: P=1.5kW, Rs=4.85Ω, Rr=3.8Ω, 
Ls=274mH, Lr=274mH, Lm=258mH, J=0.031Kg.m2, 
Bm=0.00114 N.m.s, 1 pole pair; Inverter switching frequency: 
1 kHz; Sampling time: 1 microsecond. 

 
Fig. 7. an illustration of the complete driving mechanism. 

In order to achieve optimal performance and reduce ITAE 
for rapid reaction, the suggested controller runs 20 iterations 
(Fig. 10). 

 
Fig. 8. The relation between iterations and ITAE.. 

Fig. 9 shows the multi-level phase voltages obtained 
through the SVM-controlled dual inverter. 

 
Fig. 9. The phase voltages for three levels. 

Figure 4 depicts the CMV, maintained at Vdc/6=100V, 
which outperforms most PWM techniques with five and six-
level inverters mentioned in [1].. 

 

Fig. 10. The CMV. 

A. Comparative test 

The test follows these operational sequences: 

 Motor starts unloaded. 

 Load torque applied at 0.5s. 

 Load torque inverted at 1s (demonstrating 
bidirectional converter capability). 

 Motor unloaded again at 1.5s. 

 Reference speed inverted after 3s. 

Figure 11 clearly demonstrates the FOC's excellent 
performance in terms of decoupling, reference trajectory 
tracking, and rapid dynamic response. The comparative test 
results are as follows: 

1) Conventional PI controller:  
 Poor speed reference tracking. 

 Long response time with significant overshoot. 

 Substantial static errors during step load torque 
application (0.5-1.5s) and reference speed reversal. 

2) PI controller with PSO algorithm:  
 Perfect speed tracking without overshoot. 

 Improved response time. 

These results highlight the superior performance of the 
PSO-optimized PI controller compared to the conventional PI 
controller in the given OEWIM control scenario. 
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Fig. 11. The PSO-PI and conventional PI's rotating speeds and its references. 

Figure 12 illustrates the electromagnetic torque and load 
torque disturbance. The optimal controller demonstrates rapid 
and precise torque dynamics during load changes, with 
acceptable torque ripples. This contrasts sharply with the 
traditional PI controller's performance. Additionally, a 
negative torque is generated on the rotor shaft. 

 
Fig. 12. The PI and PSO-PI electromagnetic torque under applied load. 

Figure 13 shows the rotor flux components in the d-q 
rotating frame. The d-axis rotor flux maintains stability at the 
reference value (0.9Wb), while the q-axis flux remains near 
zero. This indicates preserved decoupling between rotor flux 
and electromagnetic torque. During speed reversal at 2.5s, the 
conventional PI experiences significant perturbation in the 
rotor flux (Phrd) curve, leading to decoupling loss. However, 
the PSO technique maintains perfect decoupling during speed 
reversal. 

 
Fig. 13. The flux elements for the d-q rotor within a rotating frame. 

Figure 14 compares the phase stator current for both 
controllers. The PSO-optimized PI controller (Fig. 14 (b)) 
produces a more regulated sinusoidal waveform with less 
chattering compared to the conventional PI (Fig. 14 (a)). 

 

(a) 

 

(b) 

Fig. 14. Phase stator current: (a) traditional PI, (b) PI controllers using 
PSO. 

Figure 15 displays the harmonic spectrums. The Total 
Harmonic Distortion (THD) of the current with the PSO 
algorithm is 2.98%, significantly lower than the 5% THD 
obtained with the conventional PI. 

 

(a) 

 

(b) 

Fig. 15. Harmonic spectrums of: (a) the traditional PI, (b) PI with PSO 

B. Robustness test 

The drive system is tested under a fixed load torque at a 
low speed of 10 rad/s. Initially, the stator resistance Rs is 4.85 
Ω. At 1.5s, Rs is increased to 7.25 Ω, while Rr is 
simultaneously changed from 3.805 Ω to 5.7075 Ω. This test 
evaluates the impact of motor parameter variations on the PSO 
controller with linearly decreasing inertia weight method. 
Figure 16 shows that even at lower speeds, the rotational speed 
closely follows its reference, demonstrating the control 
technique's excellent performance at low operating speeds. 
When actual motor parameters differ from those used in the 
controllers, the suggested control initially becomes unstable. 
However, this instability is quickly resolved, and the 
rotational speed closely tracks the reference speed. Figure 17 
demonstrates the electromagnetic torque response under 
parameter variations. When the stator and rotor resistances 
increase at t=1.5s, the electromagnetic torque shows 
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momentary oscillation but quickly stabilizes to match the load 
torque demand. This rapid recovery demonstrates the 
robustness of the PSO-optimized controller under significant 
parameter variations. The sustained tracking performance 
under these conditions validates the controller's ability to 
maintain accurate torque control even with 50% parameter 
variations. 

 
Fig. 16. Rotational and Reference speeds. 

 
Fig. 17. Electromagnetic torque developed concerning load torque. 

Figure 18 demonstrates that the three-phase stator currents 
maintain sinusoidal waveforms even at low speeds (below 10 
rad/s). The stator current amplitudes change when Rs and Rr 
vary. These results confirm that the optimal FOC technique 
based on PSO-optimized provides improved performance and 
high accuracy even with Rs and Rr variations, validating the 
effectiveness of the proposed control method.  

 
Fig. 18. The stator's three-phase current. 

VI. CONCLUSION 

This research examined the effectiveness of a proposed 
rotor field-oriented control system for an Open-End Winding 
Induction Motor (OESWIM), utilizing a Linearly Decreasing 
inertia weight strategy of particle swarm optimization (LDIW-
PSO) Algorithm. The motor was powered by a Four-Level 
Dual Inverter controlled through Space Vector Modulation 
(SVM). The control scheme was designed to dynamically 
adjust the parameters of four PI controllers (managing speed, 
flux, and d-q axis currents). By employing PI controllers, the 
drive system demonstrated stability, reliability, and robustness 
under various external disturbances, including changes in load 
torque, reference speed, and parameter fluctuations. 
Implementing the SVM technique enabled the generation of 
near-perfect sinusoidal input currents and facilitated efficient 
operation of the OESWIM across all four quadrants. This 
control strategy is suitable for applications requiring high 
dynamic performance, offering reduced Total Harmonic 

Distortion (THD) and mitigated Common Mode Distortion 
(CMD). After evaluating these findings, it is thought that there 
is potential for this study to continue with hybrid optimization 
techniques combining PSO with other meta-heuristic 
algorithms. A key advantage of the proposed control method 
is its low computational complexity, making it implementable 
on cost-effective microcontrollers. These characteristics make 
it an attractive option for industrial applications, particularly 
those demanding high performance and efficiency. 
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Abstract— This paper proposes a neural network modeling 

technique based on the use of two multilayer perceptron 

working in both. The suggested model is evaluated by modeling 

a two degree of freedom manipulator robot. To demonstrate the 

level of precision of this modeling technique, the values of 

determination coefficient and root mean square error criteria 

are computed and analyzed to evaluate the obtained neural 

network model. 
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I. INTRODUCTION  

The employment of manipulator robots has grown 
significantly in the last few years across a range of fields, 
including the military, industry, and medicine. The ability of 
the manipulators to complete laborious, precise tasks explains 
this improvement. Because manipulator robots can execute 
precise operations, they are especially well-suited for 
applications that need precision trajectory monitoring, such as 
welding specific parts or painting specific areas while 
following preset trajectories [1]. The coupled and complex 
dynamics of manipulator robots with substantial nonlinearities 
make it challenging to develop control algorithms to achieve 
high-precision tracking capabilities [2].In response to this 
challenge, researchers have developed sophisticated  control 
algorithms to guarantee accurate trajectory tracking. These 
methods include Funnel Control (FC) [3], Model Predictive 
Control (MPC) [4] and Non-linear Model Predictive Control 
(NMPC) [5]. 

The efficiency of the NMPC control technique is generally 
due to the choice of a model that accurately represents the 
system to be controlled [16]. Neural networks are a modelling 
method that has enjoyed great success thanks to their ability 
to accurately represent complex dynamics (non-linearities and 
uncertainties) [6] [7], for this issue it's very adopted method in 
the robotic domain.  

Among the many noteworthy benefits of neural network 
modeling of manipulator robots are its accuracy in simulating 
nonlinear dynamics, as well as its versatility and effectiveness 
in handling uncertainties and disturbances [6]. These benefits 
help neural networks perform better and be more dependable 
when modeling and controlling manipulator robots. 
Numerous neural network types, including Multilayer 
Perceptrons (MLP) [8], Convolutional Neural Networks 
(CNN) [9], Recurrent Neural Networks (RNN) [10], and 

Feedforward Neural Networks (FNN) [11], can be employed 
for this purpose. 

To model the complex nonlinear relationships between the 
inputs and outputs of a Two Degree Of Freedom (2-DOF) 
manipulator robot, which are described in the literature by a 
highly nonlinear time-varying dynamic model, two MLPs 
operating in both were proposed in this study, and the 
simulation tests were used to prove the simplicity and 
efficiency of this kind of neural network model, which led to 
its selection. 

This document is organized as follows: Section 2 contains 
the mathematical model and the description of the dynamic 
model of a 2-DOF robotic arm; Section 3 presents the neural 
network model used to model this manipulator robot; Section 
4 contains the interpretation of the simulation results; the last 
section provides a conclusion and some perspectives. 

II. DYNAMIC MODELING OF  TWO-DEGREE-OF-FREEDOM 

MANIPULATOR ROBOT    

Figure 1 shows the representation of the 2-DOF manipulator 
robot that was employed in this study. 
 

 
Figure 1 The 2-DOF arm robot. 

     
      The mathematical model of the system under study is 
obtained by applying Lagrange's equation, and it is 
represented by the equations (1) [12]. 
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 [�ଵଵ �ଵଶ�ଶଵ �ଶଶ] [ሷଶݍሷଵݍ] + [�ଵ�ଶ] + [ଶܨଵܨ] + [�ଵ�ଶ] = [�ଵ�ଶ]                   ሺͳሻ 

 
    Where, the torques of joints 1 and 2, denoted by �ଵ and �ଶ, 
respectively, are the input variables of this arm robot. The 
angular positions ݍଵ and ݍଶ  , which correspond to joints 1 
and 2, respectively, are the output variables. 
 �ଵଵ = �ଵ + �ଶ + ݉ଵݎଵଶ + ሺ݉ଶ + ݉ሻ݈ଵଶ+݉ଶ  + ሺʹ݉ଶ݈ଵݎଶ + ʹ݈݉ଵ݈ଶሻ cosሺݍଶሻ+ ݈݉ଶଶ                                                         ሺʹሻ �ଵଶ = �ଶ + ݉ଶݎଶଶ + ሺ݉ଶ݈ଵݎଶ + ݈݉ଵ݈ଶሻ cosሺݍଶሻ+ ݈݉ଶଶ                                                         ሺ͵ሻ �ଶଵ = �ଵଶ                                                                                   ሺͶሻ �ଶଶ = �ଶ + ݉ଶݎଶଶ + ݈݉ଶଶ                                                        ሺ5ሻ �ଵ = −ሺ݉ଶ݈ଵݎଶ + ݈݉ଵ݈ଶሻሺʹݍሶଵ + ሶଶݍሶଶሻݍ sinሺݍଶሻ               ሺሻ �ଶ = ሺ݉ଶ݈ଵݎଶ + ݈݉ଵ݈ଶሻݍሶଵଶ sinሺݍଶሻ                                       ሺሻ ܨଵ = �ଵݍሶଵ                                                                                     ሺͺሻ ܨଶ = �ଶݍሶଶ                                                                                     ሺͻሻ �ଵ = ሺ݉ଵݎଵ + ݉ଶ݈ଵ + ݈݉ଵሻ���ݏሺݍଵሻ+ ሺ݉ଶݎଶ + ݈݉ଶሻ���ݏሺݍଵ + ଶሻ         ሺͳͲሻ �ଶݍ = ሺ݉ଶ + ݉ሻ�ݎଶ cosሺݍଵ +  ଶሻ                                     ሺͳͳሻݍ
 
      The nomenclature listed in Table 1 is used to 
create the mathematical model of the 2-DOF arm 
robot presented above. 

 

Table 1 The nomenclature of 2-DOF arm robot. 

Parameters Definition ݉ଵ,ଶ Mass of link 1 and 2 of the robot. ݈ଵ,ଶ Length of each link of the robot. ݎଵ,ଶ Length to center of mass of each 
link. ݉ Load mass. �ଵ,ଶ Inertia of each link. �ଵ,ଶ Friction coefficients. � Gravitational acceleration. �ଵଵ,ଶଶ Mass and inertia matrix. �ଵ,ଶ Centrifugal and Coriolis matrix ܨଵ,ଶ Friction vector. �ଵ,ଶ Gravity vector 

 
     The Table 2 gathers physical parameters [12] of the 2-
DOF manipulator robot described previously. 
 
 
 
 
 

 

Table 2 The physical parameters of the 2-DOF arm robot. 

Parameters     Values Parameters        Values ݉ଵ Ͳ.͵ͻʹͻʹͶ͵ kg ݉ Ͳ.ʹ kg ݉ଶ Ͳ.ͲͻͶͶͲ͵ͻ kg �ଵ Ͳ.ͲͲͳͳͶͳͳͳ ݉ଶ݇� ݈ଵ Ͳ.ʹͲ͵ʹ ݉ �ଶ Ͳ.ͲͲʹͲʹͶͲ ݉ଶ݇� ݈ଶ Ͳ.ͳ5ʹͶ ݉ �ଵ Ͳ.ͳͶͳʹ͵ͳ N m ݎଵ Ͳ.ͳͲͶͶͺ m �ଶ Ͳ.͵5͵Ͳͺ N m ݎଶ Ͳ.Ͳͺͳͺͺ m � 9.81 m/ݏଶ 

 

III. NEURAL NETWORK MODELING OF THE 2DOF  ARM 

ROBOT 

     To model the 2-DOF manipulator robot, two different 
neural networks type of Multi-Layer Perceptron (MLP) 
working in both are proposed to predict each output of this 
robot with a sample time of ͳͲ ݉ݏ. The first MLP is used to 
predict the angular position of joint 1 of the 2-DOF 
manipulator robot, and the second MLP is utilized to predict 
the angular position of joint 2.  This two MLPs has the same 
architecture, which can be represented with the following 
figure: 

 
Figure 2 The configuration of one MLP. 

The configuration of each MLPs is as follow: 
 One input layer containing eight neurons 

corresponding to the following vector: [�ଵሺ݇ሻ, �ଵሺ݇ − ͳሻ, �ଶሺ݇ሻ, �ଶሺ݇ − ͳሻ, ,ଵሺ݇ሻݍ −ଵሺ݇ݍ ͳሻ, ,ଶሺ݇ሻݍ ଶሺ݇ݍ − ͳሻ ] 
 
 Twenty neurons with a sigmoid activation function 

make up the single hidden layer of each MLP. 
 

 One neuron with a linear activation function is 
present in the output layer in each MLP, to give the 
predicted angular positions of joint 1 ሺݍଵሺ݇ +ͳሻሻ and 2 ሺݍଶሺ݇ + ͳሻሻ. 
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IV. SIMULATION RESULTS 

         To test the proposed neural network model. Two group 
of dataset were generated utilizing the state model provided 
in equation (1), where the random inputs within the system's 
operational range are used to train each MLP in this neural 
network model with the Levenberg-Marquardt algorithm. 
     The obtained test results for joint1 and 2 of the 2-DOF 
manipulator robot are illustrated in Figure 3 and Figure 4, 
respectively, and the correlation coefficient and root mean 
square error are used as a criteria to evaluate this results and 
its values are gathered in Table 3. 
 

Table 3 The values of RMSE and correlation coefficient of each 

MLPs. 

Joints Criteria Values �  ��ܵܧ Ͳ.ͲͲͲͻ �ଶ Ͳ.ͻͻͻͻͻ � ��ܵܧ Ͳ.ͲͲͲͶ �ଶ Ͳ.ͻͻͻͻͻ 

 
 

 
Figure 3 The test results of the neural network model of the angle1. 

 
Figure 4 The test results of the neural network model of the angle2. 

 
     The simulation results of the proposed neural network 
model are displayed in Error! Reference source not found., 
Error! Reference source not found., where it is evident that 
the modeling error is quite low for the two MLPs 
corresponding to the ݍଵ and ݍଶ models. Due to the values of  ��ܵܧ and �ଶ gathered in Table 3 for each MLPs, we can say 
that the proposed neural network model show good accuracy, 
proved by the values of  �ଶ  and ��ܵܧ  which are nearly 
equal to one and to zero, respectively. 
 
 
 

V. CONCLUSION AND PERSPECTIVES 

 
     In this paper, two multilayer perceptron working in both 
have been proposed as neural network modeling approach, to 
model the 2-DOF manipulator robot. This modeling approach 
resulted in a nonlinear model of a simple structure that proved 
to be an accurate approximation of the arm robot system, and 
this accuracy was approved by the simulation results obtained 
and presented. 
    As future work, we plan to use this obtained neural 
network model of the arm robot as a prediction model to 
design a neural network model predictive controller to control 
the angular positions of the manipulator robot. 
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A Second Order Sliding Mode Control For an
Overhead Crane System

Oussama Boutalbi∗1, Khier Benmahammed1, Mabrouk Boubezoula1

Elrachid Bendaoud 2 and Boualem Boukezata3,4

Abstract—In this paper, we propose an efficient PD-Twisting
control algorithm to solve the challenging problem of robust
manipulating of heavy loads using a multi-degrees of freedom
overhead crane system. The proposed approach provides a
unified way to solve both problems of reference tracking and
parametric load swings attenuation. An appropriate sliding
manifold that ensures the stabilization of the tracking error
and the boundedness of the load swings is firstly defined. Then,
a discontinuous compensator based on the Twisting Control
Algorithm − a Second Order Sliding Mode algorithm − and
the feedback linearizing control approach has been introduced
to guarantee best performances of the system, with respect to
tracking accuracy, load swings attenuation and system robust-
ness. The effectiveness of the proposed approach has been proven
through theoretical study and numerical tests.

Index Terms—Second Order Sliding Mode Control, Overhead
Crane, Under-actuated Systems, Robust Cpntrol

I. INTRODUCTION

Automated crane systems have attracted great interests of

control researchers due the growing applications of cranes

in many fields and the theoretical challenges of the control

problem [1]–[6]. In industrial/construction sites ( e.g., nu-

clear waste-handling facilities, shipyards, airports, automobile

plants, new buildings, etc.) cranes are used to transport large,

heavy payloads via a cable attached to a motor-actuated

platform. The flexible structure of the crane systems makes

them useful to handle different tasks in large work-space

environments. However, this flexibility property may be shown

as a source of some challenging problems during crane motion,

mainly, the parametric excitation of load oscillations. Load

oscillations behavior is a natural result of (i) the flexibility in

the mechanical structure (ii) the unmodeled dynamics of the

plant, like friction forces and external disturbances, like wind

and (iii) the time varying parameters of the system such as

cable length [7], [8] .

Thus, the immediate concern of any control design is the

development of advanced control techniques that take into

account load oscillations behavior to reach a high level of

motion accuracy and safety despite the uncertain and the

under-actuated nature of the system.
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From a general control point of view, several approaches,

including intelligent artificial techniques [9] and Sliding Mode

Control (SMC) algorithms [10], have been developed to deal

with robust control problem of uncertain under-actuated sys-

tems. Mainly, conventional algorithms of SMC theory are

applied to control the behavior of crane systems [11]–[13].

Conventional SMC techniques are characterized by their sim-

plicity of design and their robustness against a class matched

disturbances [14]. However, this class of SM controllers

are applied only to systems with relative degree one which

limits the degrees of the freedom of the control design and

degrades the systems’ performances. Recent developments in

SMC theory prove that higher order SM is more sufficient

than conventional algorithms in terms of system stability,

robustness and accuracy [15], [16].

Motivated by the success applications of Second Order

Sliding Modes (SOSMC) in many engineering systems, this

paper addresses the design of a SOSMC to achieve high track-

ing/positioning performances for the overhead crane. Using the

fact that the overhead crane dynamics is partially feedback

linearizable, a composite sliding manifold was defined such

that its regulation ensures the boundedness of the tracking

error as well as the attenuation of the load swings. A Twisting

algorithm, one of the most studied algorithms in SOMC theory

[17]–[19], is then introduced in a second step as a discon-

tinuous compensator to improve the system performances in

terms of motion accuracy, robustness against structured and

unstructured uncertainties and swings attenuation. In addition

to its simplicity of design and robustness characteristics, this

algorithm provides finite time convergence of the state to the

origin. Moreover, under discretization, such controller guar-

antees a quadratic precision of regulation with respect to the

sampling period [16], [20]. A formal proof of the asymptotic

stability of the proposed control approach is established by

using Lyapunov theory.

The outline of this paper is as follows. Some basic con-

cepts about the robust stabilization of Single Input Single

Output (SISO) non-autonomous dynamics are highlights in

section2. Section 3 gives the detail of the proposed approach

to overcome the challenges of the control design for the multi-

degree of freedom crane system. Simulation results illustrate

the advantages and the effectiveness of the proposed strategy

are given in section 4. Section 5 concludes the paper.
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II. ROBUST STABILIZATION OF A CLASS OF NONLINEAR

SYSTEMS

To introduce the basic concepts of the robust stabilization of

non-autonomous systems subjected to unknown perturbation

by using sliding mode control theory, let us consider the

perturbed output of the form:
{

σ̇1 = σ2
σ̇2 = u+ d(t)

(1)

The control input u has relative degree two with respect to

the output σ. Therefore, a Second Order Sliding Mode control

(SOSMC) for the control input may be defined as follows [18],

[19]:

u = −kpσ1 − kdσ2 − r1sign(σ1)− r1sign(σ2) (2)

which guarantees that the system is globally uniformly asymp-

totically stable if condition of theorem3 and assumption.1 are

respected.

Note also that the dynamics eq.1 under the control law eq.2

may be rewritten in a state space form as:

σ̇ = Aσ +Bsign(σ) + C (3)

with:

A =

[

0 1
−kp −kd

]

,

B =

[

0 0
−r1 −r2

]

,

C =
[

0 c
]T

,

σ =
[

σ1 σ2
]T

, sign(σ) =
[

sign(σ1) sign(σ2)
]T

,

Assumption 1: It is considered that |d(t)| ≤ c for a positive

constant c.
Theorem 1: The introduced tracking control algorithm 2

makes the system (eq.1/3) globally uniformly asymptotically

stable if the following conditions are respected:














r2 ≥ c,
r1 ≥ r2 + c,
kp ≥ 1

ϵ2

kd ≥ 1
ϵ

(4)

for a sufficiently small positive constant ϵ.

III. CONTROL DESIGN FOR AN OVERHEAD CRANE SYSTEM

This section develops a Second Order Sliding mode Control

algorithm for an overhead crane system with five degrees of

freedom.

A. System Modeling

The dynamics of an overhead crane system with n control

inputs may be expressed in the Lagrangian form:

M(q)q̈ + C(q, q̇)q̇ +G(q) = Bτ (5)

with q(t) = [qu qa]
T and q̇(t) = [q̇u q̇a]

T are generalized

vectors of coordinates and velocities respectively, qa ∈ R
n

represents the actuated part of the system , qu ∈ R
m represents

the unactuated part of the system. M(q) is the Inertia matrix,

C(q, q̇) is the centripetal and Coriolis matrix, G(q) is the

gravity vector. . The control input vector is denoted by τ ∈ R
n,

B = [b1 b2], b1 = 0[n×(n−m)] and b2 = I[n×n].

The dynamical model (eq.5) preserves some standard prop-

erties of mechanical Lagrangian dynamics, including the sym-

metric positive definite property of the inertia matrix M , the

skew-symmetry of the matrix Ṁ − C(q, q̇).
For systems that are trivially under-actuated such as an

overhead crane, we can reorganize the generalized coordinates

described by eq.5 into the following form:

{

m11q̈u +m12q̈a + f1(q, q̇) = 0
m21q̈u +m22q̈a + f2(q, q̇) + δd = τ

(6)

with δd ∈ R
n represents an unknown bounded vector

introduced here to describe all plant uncertainties, including

external disturbances and unstructured unmodeled dynamics.

As a consequence of the uniform definitiveness of the inertia

matrix M ; the term m11 is 2*2 invertible matrix. Therefore,

we may solve q̈u the first equation in 6 as:

q̈u = −m−1
11 (m12q̈a + f1(q, q̇)) (7)

And substitute the resulting expression eq.7 into the second

equation of 6 to obtain:

m̄22q̈a + f̄2 = τ (8)

where: m̄22 = m22−m21m12m
−1
11 and f̄2 = f2−m21m

−1
11 f1

A feedback linearizing controller can therefore be defined

for equation 8 according to

τ = m̄22u+ f̄2 (9)

where u ∈ R
n is an auxiliary controller to be determined.

Then the complete system up to this point may be written as:
{

m11q̈u + f1 = −m12u
q̈a = u+ δd

(10)

Since the input-output relationship from qa to u in eq.10 is

linear, the active part of eq.6 has been completely linearized.

However, considering the full state vector, only partial lin-

earization has been achieved.

B. Feedback control design

Given a desired trajectory vector qad(t) =
[xd(t) yd(t) ld(t)], the tracking error is















η1 = qu,
η2 = q̇u,
e1 = qa − qad(t)
e2 = q̇a − q̇ad(t)

(11)

The main goal of the control design is to define the control

inputs that ensure the stabilization of the tracking errors e1(t)
and e2(t) as well as the load swings η1, η2 to zero. We may

write the system eq.11 in state space as:














ė1 = e2
ė2 = u+ d0
η1 = qu,
η2 = q̇u,

(12)
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where d0 = −q̈ad(t) + δd
For the stabilization process of the system eq.12, let us

consider the coupled sliding manifold σ of the form:

σ = e1 + k[η1 + h

∫ t

0

η1dx] (13)

with σ ∈ R
3, h positive tunning parameter. The matrix

k ∈ R
3×2 is defined as:





kθ 0
0 kβ
0 0



 with kθ and kβ are

positive coupling factors and they have an important role in

the dynamic controller.

The system has relative degree two with respect to the

output σ . Taking its second derivative, one gets:

σ̈ = (I + km−1
11 m12)u+ km−1

11 (f1 +m12η2) + d0 (14)

whith I(3×3) is the unit matrix. Since the matrix (I +
km−1

11 m12) is invertible, if a new control (a feedback lineariz-

ing controller) is introduced as:

u = (I + km−1
11 m12)

−1[v + km−1
11 (f1 +m12η2)] (15)

it reduces the system eq.14 to

σ̈ = v + d0 (16)

We may rewrite system (eq.16) as a system of three decoupled

double-integrators, like:






σ̈x = vx + d0x
σ̈y = vy + d0y
σ̈l = vl + d0l

(17)

where vx , vx and vx are new control inputs should designed

to stabilize the resulting independent dynamics σ̈x , σ̈y and

σ̈l, receptively, despite model uncertainties and external dis-

turbances. A proper choice of the control input vα ( where

α = x, y, l ) is the PD-Twisting control algorithm discussed

above. Thus, three controllers are defined as follows:






ux = −kpxσ1x − kdxσ2x − r1xsign(σ1x)− r2xsign(σx)
uy = −kpyσ1y − kdyσ2y − r1ysign(σ1y)− r2ysign(σ2y)
ul = −kplσ1l − kdlσ2l − r1lsign(σ1l)− r2lsign(σ2l)

(18)

The control parameters kpα, kdα, r1α and r2α, α = x, y, l
are chosen in order to satisfy the stability conditions listed

in theorem.3, inequalities 4.

As seen above, controllers in eq.18 allows the designer to

stabilize the output eq.13 to zero, which, in its turn ensures

the convergence of the tracking error e(t) as well as the swing

angles vector η to zero if the positive tunning parameters

kθ, kβ and h are suitably chosen as we shown in [21].

IV. NUMERICAL TESTS

Computer simulations; were performed in Matlab/Simulink

environment; have been carried out to asses the performances

of the proposed approach, using the 5-DOF crane model

depicted in Fig.1. The system parameters are taken as:

Fig. 1. 3D Overhead Crane System

Mass of the cart : mc = 10 kg

Mass of moving rail: mw = 20 kg

Cable with zero mass and variable length.

Mass of the payload: mp = 10 kg

The acceleration gravity was taken as: g = 10m/s−2.

As seen above, the system dynamics may be arranged to

take the form defined in eq.5. In this case, the system is driven

with three control inputs fx, fy and fl. Thus the vector of

driving control inputs is defined as τ = [fx fy fl]. The vector

of actuated degrees of freedom is given as qa = [x y l]T ,

where x and y are the Cartesian co-ordinates of the lifted

load in fixed frame OXY Z, l

Unstructured uncertainties are simulated by considering

unknown external disturbances and mechanical friction forces

in the moving cart, the moving rail and the hoisting mechanism

which are modeled using the LuGre friction model, because

it can capture most of the friction behavior that has been,

in general, observed experimentally in control systems. Full

representation of the crane system in the form 1 may be shown

in [21].

A. Task Specification

In the proposed tests, we consider the task of moving the

load from its starting position rA = [xA yA lA] to the target

position rB = [xB yB lB ] along the specified path shown

in Fig.2.a as fast as possible, without oscillations and within

the physical limits of the system (velocity and acceleration

limits). The corresponding 3D vector of reference trajectories

is defined as a combination of the free-collision path that

interpolates, through a sequence of waypoints, the starting

and the goal positions and the time-dependent motion profile

that describes the load dynamics along the prescribed path.

The interpolation algorithm, as well as the motion profile,

should ensure a sufficient continuity, at least C2, to achieve

feasible motion of the crane system. For more details about

this planning approach, the reader is referred to [21], [22].

The total length of the planned path shown in Fig.2.a is

L = 47.3158 meters. The whole execution time of the task
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Fig. 2. Specified task

was fixed as T = 50s which leads to the time-dependent

reference trajectories seen in Fig.2.b.

B. Anti-swing controller analysis

The aim of this test is to highlight the importance of

the proposed anti-swing controller in the overall behavior of

the system. Therefore, two controllers were considered for a

comparative study:

A SOSMC controller based on the sliding manifold defined

in eq.13, with the following design parameters:

kθ = 3, kβ = 1, h = 1
A SOSMC controller based on a sliding manifold without

anti-swing part, i.e.:

kθ = 0, kβ = 0, h = 0, σ = e
In both tests, the feedback control parameters are fixed as

follows:

kpx = 9, kdx = 6, r1x = 10, r2x = 5
kpy = 9, kdy = 6, r1y = 10, r2y = 5
kpl = 20, kdl = 9, r1l = 4, r2l = 2
The Cartesian norm of the tracking and swing angles

characterizing the motion of crane by applying the above

controllers are shown in Fig.3. Here, note that the Cartesian

norm of the tracking error is obtained as:

eN =
√

(x− xd)2 + (y − yd)2 + (l − ld)2 (19)

As seen, the depicted results in Fig.3.b and Fig.3.c clarify

the importance of the antiswing part in the motion of the

system. Without antiswing part, undamped and growth load

swings are presented during the load motion. Such load swings

are naturally induced from the accelerations and declarations

phases that characterize the system motion along the x and y
axis as well as the parametric resonance along the z − axis
. The introduction of the antiswing part allows the designer

to attenuate significantly the load swings and eliminates the

excitation of the parametric resonance of the system and

minimizes the load swings during motion, as highlights in

Fig.3.a and Fig.3.b with dashed lines. Moreover, load swings

attenuation via the anti swing part improves significantly the

tracking accuracy and mainly the final positioning of the load

in its target position, Fig.3.a.

C. Tracking control analysis

The aim of this test is to evaluate the performances of

the proposed SOSMC, where tracking accuracy, load swings
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Fig. 3. Performances of the anti-swing controller

attenuation and smoothness of the control signals are tacking

as matter characteristics to evaluate the performances of the

system.

Considering the sliding manifold eq.13, with the following

design parameters:

kθ = 3, kβ = 1, h = 1
Then, for a comparative study, three approaches are used

for the stabilization of the dynamics eq.17:

1) A pure PD controller with the following parameters:

kpx = 9, kdx = 6
kpy = 9, kdy = 6
kpx = 20, kdx = 9
2) A First Order Sliding Mode Controller designed as [23]:

vα = −Mαsign(σ1α + λασ2α)
Mα = ψα|σ1α|+Ψα|σ2α|+ δ0α
α = [x, y, l]
where λα, ψα,Ψα and δ0α are positive design parameters

were chosen in this paper as follows:

λx = 1, ψx = 10,Ψx = 6, δx = 4
λy = 1, ψy = 10,Ψy = 7, δy = 4
λl = 1, ψl = 20,Ψl = 5, δl = 4
3) The SOSMC controller discussed above, where the

control parameters are fixed as follows:

kpx = 9, kdx = 6, r1x = 10, r2x = 5
kpy = 9, kdy = 6, r1y = 10, r2y = 5
kpx = 20, kdx = 9, r1x = 4, r2x = 2

Obtained results are depicted in Fig.4. The corresponding

Cartesian Norms of tracking errors, as shown in Fig.4.a,

highlights the high level accuracy of the proposed PD-T

control approach compared to the PD controller, where the

proposed method reduces the RMS, Root Mean Square, of

the tracking error to RMSPD−T = 0.222m, whereas the

RMS values of the tracking errors are RMS1stSM = 0.2463m
and RMSPD = 0.2967 for the 1st Order SMC and the PD

controller, receptively. Moreover, Fig.4.b and Fig.4.c illustrate
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the positive performances of the proposed PD-Twisting al-

gorithm in the attenuation of undesirable load swings. The
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Fig. 4. Tracking performances

corresponding driving control inputs are depicted in figure 5.

In addition to the above results related to the high level of

accuracy for the proposed PD-T algorithm, one can clearly

note the smoothness of the control signal for the proposed

approach compared to the classical 1stOSMC.
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Fig. 5. Driving Control inputs

V. CONCLUSION

In this paper, we propose a Second order Sliding Mode

controller for the robust and the accurate manipulation of

heavy loads using multi-degrees of freedom overhead crane

system. The key idea of this paper consists on (i) defining the

sliding manifold as coupled output that ensures both processes

of accurate tracking of predefined trajectories, the attenuation

of any load swings may be faced during the transfer sequence

and eliminates parametric excitation of load swings (ii) and

then designing second order discontinuous controller based

on the twisting algorithm that forces the stabilization of

the specified output to zero despite mode uncertainties and

external disturbances. Numerical tests are provided to illustrate

the performances of the proposed control approach.
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VI. APPENDIX

A. Dynamical model for an overhead crane system

Considering the crane system 1, its dynamical model may

be written in the Lagrangian forms (eq.5,6), where the corre-

sponding matrices are given as follows:

Mx = mc +mw

My = mc

Ml = m

m11 =

[

ml2cos2(θy) 0
0 ml2

]

m12 =

[

mlcos(θx)cos(θy) 0 0
−mlsin(θx)(θy) mlcos(θy) 0

]

m21 =





mlcos(θx)cos(θy) −mlsin(θx)sin(θy)
0 mlcos(θy)
0 0





m22 =





Mx +m 0 msin(θx)cos(θy)
0 My +m mlsin(θy)

msin(θx)cos(θy) mlsin(θy) Ml +m





c11 =

[

−ml2θ̇xsin(θy)cos(θy) −ml2θ̇xsin(θy)cos(θy)

ml2θ̇xsin(θy)cos(θy) mll̇

]

c12 =

[

0 0 mlθ̇xcos
2(θy)

0 0 mlθ̇y

]

c21 =





A B

0 ml̇cos(θy)−mlθ̇ysin(θy)

−mlθ̇xcos
2(θy) mlθ̇y





A = ml̇cos(θx)cos(θy) − mlθ̇xsin(θx)cos(θy) −
mlθ̇ycos(θx)sin(θy)
B = −ml̇sin(θx)sin(θy) − mlθ̇xcos(θx)sin(θy) −

mlθ̇ysin(θx)cos(θy)

c22 =





0 0 mθ̇xcos(θx)cos(θy)−mθ̇ysin(θx)sin(θy)

0 0 mθ̇ycos(θy)
0 0 0





G1 =

[

mglsin(θx)cos(θy)
mglcos(θx)sin(θy)

]

G2 =





0
0

mgcos(θx)cos(θy)
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Abstract— Multilevel-Multicellular inverters have become 

essential components in various industrial applications. Fault 

diagnosis, reliability and security of multicellular converters are 

crucial tools for safeguarding electrical power conversion and 

preventing damage and minimizing maintenance costs, ensuring 

the continuity of electrical drives. The reliability, continuity, and 

robustness of a three-phase multicellular inverter heavily rely on 

the precise diagnosis of faults in insulated gate bipolar transistor 

(IGBT) switches. This study focuses on analyzing the operational 

behavior of a three-phase multicellular inverter under both 

normal and faulty conditions, with particular emphasis on open-

circuit and short-circuit faults in the converter switches. To 

achieve this objective, the paper introduces a fault diagnosis 

technique examining the impact of a faulty three-phase multilevel-

multicellular inverter on the overall performance of the electrical 

system. 

Keywords—Three-phases multicellular inverter, faults 

diagnosis, open-circuit faults, short-circuit faults.  

 

I. INTRODUCTION  

Power electronics have significantly advanced over the past 
few decades, driven by the development of semiconductor 
power components for high-speed switching converter systems 
and the emergence of new converter designs. Some systems 
prioritize high switching frequencies, while others are optimized 
for transferring high power levels, such as multi-level, multi-
cell, and multi-cell stepped structures [1]. Multicellular 
converters display nonlinear characteristics resulting from their 
switching behavior, creating challenges for control design and 
robust stability analysis [2]. 

The concept of multicell structures is a relatively recent 
development, emerging in the 1990s. It involves a series of 
commutation cells interconnected by floating voltage sources, 
which are implemented using capacitors [3], [4].  

These converters are commonly used in both industry and 
research, prompting the development of specialized control 
strategies to ensure their proper operation. Various approaches 
have been explored in the literature to develop control and 
observation methods for multicellular converters. 

The modeling of the multicellular converter constitutes a 
crucial step in the implementation of control laws [5].  Previous 
research suggests that modeling multilevel-multicell converters 
presents considerable difficulty; indeed, the latter contains 
continuous variables (currents and voltage) and discrete 

variables (switches). In the literature, there are three types of 
models: the average, harmonic and the instantaneous models [6]. 

This type of converters requires complex control. While 
various control techniques, such as Pulse Width Modulation 
(PWM), closed-loop control strategies like the Sliding Mode 
Controller (SMC) have been developed to enhance stability and 
robustness [7], [8]. 

The reliability of multilevel-multicellular converters is 
crucial, as a single component failure can result in system 
malfunction. Therefore, fault diagnosis is essential for 
implementing fault-tolerant control strategies in these 
converters. More than 30% of converter faults are caused by 
power semiconductor switches, particularly insulated gate 
bipolar transistors (IGBTs) and metal-oxide semiconductor 
field-effect transistors (MOSFETs). 

Multicellular converters are highly susceptible to power 
semiconductor failures, which can be categorized as open-
circuit (OC) and short-circuit (SC) faults [9]. 

In general, there are mainly two categories of fault diagnosis 
techniques: model-based techniques and signal-based 
techniques [10]. In this study, the output voltage and current are 
used as monitored variables for fault diagnosis.  

The rest of the manuscript is organized as follows, after a 
brief presentation of the subject in the introduction, section 2 
provides an overview of the three-phase multilevel-multicellular 
inverter model. Subsequently, section 3 introduces and tests the 
sliding mode controller.  Following this, the focus shifts to 
investigating faults within the converter, specifically 
concentrating on the diagnosis of open circuit and short circuit 
faults in section 4. Finally, in section 5, concluding remarks are 
presented.  

II. THREE-PHASE MULTILEVEL-MULTICELL INVERTER MODEL 

A three-phase multilevel-multicellular inverter consists of 
three single-phase multilevel-multicellular inverters connected 
in parallel and controlled to produce output voltages that are 
shifted by 120 degrees. Figure 1 presents a representative 
diagram of a floating capacitor three-phase multilevel-
multicellular inverter. It generates a three-phase load through 
resistance R and inductance L. E represents the DC input 
voltage. This is a hybrid system, which both continuous 
variables (voltages and currents) and discrete variables (binary 
switches) evolve. 
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Fig. 1. Representative diagram of a three-phase multilevel-multicellular 
inverter.  

The following definitions are provided with reference to 
phase (a), but they apply to all phases. Each phase of the 
inverter is composed of p elementary switching cells connected 
in series, with each cell containing two complementary 
switches. It is controlled by a binary signal uk; when the cell’s 
upper switch is conducting, this signal equals 1, and 0 when the 
lower complementary switch of the cell is conducting. These 
cells are connected to the R-L load in series and separated by 
floating capacitors. There are p-1 floating voltage sources [11]. 
There are ncells + 1 voltage levels available at the output of each 
phase.  

Each cell is made up of two adjacent floating capacitors, VCk 
and VCk-1, with VC0=0 and VCp=E.  

 VCell_k=VCk – VCk-1  

An equal distribution of voltage constraints must be applied to 
each floating capacitor, i.e.,  

 VCk=k.E/p    

The voltage applied to the load is given by: 
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=
=   

The voltage across capacitor Ck is related to the current Ck by: 
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In the case of a load of type R L, the equation giving the 
evolution of the current ich is obtained from the voltage Vch. 


ch ch ch

d
V R i L i

dt
=  +   

 ch

ch ch

Vd R
i i

dt L L
= −   

By grouping these expressions in the form of state equations, 
we obtain the instantaneous model describing a multicellular 
cell p operating as an inverter associated with a load R L: 
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Based on the given differential equations, we construct a state 
representation with the state variables being the floating 
voltages Vck and the load current ich, which has the following 
form:  

                                 X AX BU= +                                   (9) 

With: 1 2 1, , ,
T

C C Cp chX V V V i− =   ; U:  the control vector. 

 

III. CONTROL OF THREE-PHASES MULTILEVEL MULTICELL 

INVERTER  

The control system of a three-phase multicellular inverter 
must ensure the regulation of output currents and voltages in 
each phase while maintaining an even distribution of stress 
across each switch. Various control approaches have been 
developed and documented in the literature for these types of 
inverters. Pulse Width Modulation (PWM) control, an open-
loop method often referred to as natural control, ensures the 
correct operation of the inverter and the balancing of capacitor 
terminal voltages. However, closed-loop control strategies are 
essential for ensuring stability, robustness, and continuous 
proper operation of the inverter. One such strategy is the 
application of sliding mode control, which considers the 
evolution of output voltages, currents, and capacitor voltages.  

The use of the sliding mode control technique on our three-
phase multilevel-multicell inverter is the focus of this section. 
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Sliding mode control (SMC) is a type of nonlinear controller 
that is a powerful design method for many systems, based on 
Lyapunov’s method. It is considered an effective approach in 
control systems due to its robustness against model uncertainties 
and external disturbances. The objective of control through 
sliding modes can be defined in two key points: first, creating a 
surface S such that all system trajectories follow the desired 
tracking behavior, regulation, and stability; and second, 
determining a control law U that attracts and retains all state 
trajectories on the sliding surface [12].  

The multilevel-multicellular inverter is a nonlinear system 
with a variable structure and multiple inputs. The synthesis of 
sliding mode control for such a system involves defining a 
sliding surface for each switching cell. It is then necessary to 
associate these surfaces with an appropriate switching law, 
ensuring the stability and continuous operation of the converter. 

We consider the system defined by equation (9), where the 
dimension of the surface vector S matches that of the control 
vector U. 

To ensure the convergence of a state variable x towards its 
reference values xref, various forms of sliding surfaces have been 
introduced. Typically, the selection of a surface is based on the 
error in the controlled variable denoted as e(x),                           
where e(x) = xref - x.  Thus, we define p sliding surfaces as 
follows: 

                          

1 1 1

2 2

ref

C ref C

Cref C

p Ch ch

S V V

S V V

S i i

= −

= −

= −

                                     (10) 

In order to verify the convergence condition, we use the 
Lyapunov approach. The Lyapunov's function is chosen as 
follows: 

                           21
( ) ( )

2
V x S X=                                    (11) 

To ensure the decrease of the Lyapunov function, it is sufficient 
to guarantee that its derivative is negative. 
 

                     ( ) ( ) ( ) 0V x S X S X=                              (12) 

The structure of the sliding mode controller consists of two 
components U=Ueq+Un. 
Ueq enables the maintenance of the controlled variable on the 
sliding surface S = 0. This command is deduced by considering 
that the derivative of the surface is zero. Un is determined to 
satisfy the convergence condition. During the sliding surface 
and the steady state, the surface is zero, from which we deduce 
the expression of Ueq and Un.  
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S S
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X X
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The values of the examined inverter parameters are 
summarized in Table 1. 

TABLE I.  OPERATING PARAMETERS OF THE THREE-PHASES  THREE-
LEVEL INVERTER. 

Parameter Description Values 

Vin [V] Input DC voltage 2000 

Ci, j [F] Capacitor 3.10-4 

Rch, j [Ω] Load resistance 5 

Lch, j [H] Load inductance 5.10-2 

fPWM [kHz] The switching frequency 5,5 

Te [sec] The switching period 1.10-6 

 

The following figures respectively illustrate the load 
voltage, load current, and floating capacitor voltage of the 
three-phase three-level inverter controlled by Sliding Mode 
Control (SMC).  

 
Fig. 2. Load voltage of the three-phase three-level inverter.  

 
Fig. 3. Load current of the three-phase three-level inverter.  

In fig. 3 and 4, the evolution of the output’s voltage and current 
of the three-phase three-level inverter is represented, where the 
three phases exhibit a 120-degree phase shift, with each phase 
having three voltage levels. 
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IV. THE IMPACT OF OPEN-CIRCUIT AND SHORT-CIRCUIT 

FAULTS IN THREE-PHASE THREE LEVEL INVERTER. 

Under normal (fault-free) operating conditions, as 
previously described, the output currents and voltages achieve 
their reference values. However, when a fault occurs in the 
IGBTs of the multicellular converter, the system performance 
deteriorates, resulting in distortions in the output voltages and 
currents, as well as fluctuations in the capacitor voltages. The 
primary objective of fault diagnosis is to promptly detect and 
identify various types of failures at their early stages, enabling 
timely shutdown and planning of maintenance actions [13]. 

In this section, we will investigate the impacts of faults 
applied to the three phase three level inverter. More precisely, 
we will examine the effects of an open-circuit faults and short-
circuit faults on the inverter dynamic. 

A. Case one: Open-circuit faults  

The following figures illustrate the dynamics of the output's 
voltage and current as well as the floating capacitor voltage of 
the three-phase three-level inverter under faults conditions, 
specifically an open-circuit faults in the IGBTs constituting the 
inverter, at time t=0.05s. 

 
Fig. 4. The variations of Three-phase voltages during the appearance of an 
OCF on the first phase of the inverter.  

 

Fig. 5. The variations of Three-phase voltages filtered during the appearance 
of an OCF on the first phase of the inverter.  

 
Fig. 6. The variations of Three-phase current filtered during the appearance of 
an OCF on the  first phase of the inverter.   

 
Fig. 7. Evolution of the floating capacitor voltage during the appearance of an 
OCF on the first phase of the inverter.   

The previous figures presents the dynamics of the output 
voltages and the currents of the faut phase for the case of an 
open-circuit fault on the IGBT of the upper stage at the time 
t=0.05 sec, we can see that for an open-circuit fault applied to 
the IGBT of the upper stage of the 1st phase of the inverter, the 
degraded regime is manifested by the cancellation of the positive 
alternation of the current  and significant deformations are 
recorded at the level of the load voltage of the 1st phase of the 
studied inverter; on the other hand, if the fault applied is in the 
IGBT of the lower stage, the measured current is canceled on the 
negative alternation with deformations of the load voltage. we 
also note that the 1st capacitor voltage corresponding to the 1st 
cell is distorted when the fault appears. 

In order to see the fault impact of an open circuit on the 
three-phase three level inverter, open-circuit faults  were applied 
to the various IGBT transistors constituting the inverter, we note 
the same results as above, when open-circuit faults appear on an 
IGBT of the upper or lower stage of one phase of the three-phase 
three level inverter, the degraded regime is manifested by a 
deformation which appears on the load voltage and a 
cancellation of a positive or negative alternation of the load 
current of the faulty phase according to the fault stage as 
presented previously. 

B. Case two: Short-circuit faults  

The applied fault in this case is a short-circuit fault. The 
Subsequent figures present   the dynamics of the output's voltage 
and the floating capacitor voltage of the three-phase three-level 
inverter during the occurrence of a short-circuit fault on the 
IGBT of the upper stage of the 1st phase of the inverter, at time 
t=0.05s. 
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Fig. 8. The variations of Three-phase voltages during the appearance of an 
SCF on the first phase of the inverter.  

 
Fig. 9. Evolution of the floating capacitor voltage during the appearance of an 
SCF on the first phase of the inverter.   

The preceding figures shows the dynamic of the output 
voltages of the faulty phase for the case of a short-circuit fault 
on the IGBT of the upper stage at the instant t=0.05s. We note 
that when a short-circuit fault appears to the IGBT of the of the 
1st phase of the inverter, the degraded regime is manifested by 
significant deformations in the voltage load of the 1st phase.  it 
is also noted that the voltage of the 1st capacitor corresponding 
to the 1st cell where the fault appears suddenly drops to zero 
during the failure. The impact of a short-circuit fault is usually 
destructive. 

To examine the effect of short-circuit faults on a three-phase 
three level inverter, faults have been applied to the various IGBT 
transistors constituting the inverter, the same results as above are 
observed, when a short-circuit fault appears on an IGBT of the 
upper or lower stage of one phase of the three-phase inverter, the 
degraded regime is manifested by a deformation which appears 
on the load voltage of the faulty phase and the voltage of the 
floating capacitor which corresponding to the faulty cell is 
abruptly canceled; if two short-circuits appear on one arm of the 
inverter, the distortion of the load voltage will increase and the 
floating capacitor voltages abruptly cancel. 

 

V. CONCLUSION   

 

Multilevel-multicellular inverters are particularly appealing 
due to their suitability for high-power and high-voltage 
applications. However, the occurrence of open-circuit and short-
circuit faults in these converters can significantly degrade the 
performance of the conversion system. This highlights the 
critical importance of accurate and timely fault diagnosis. 
Effective diagnostic techniques not only ensure the safety and 
reliability of electrical drives but also minimize downtime and 
maintenance costs, thereby improving overall system efficiency 
and lifespan. Consequently, significant research efforts have 
been devoted to developing robust fault diagnosis methods 
tailored to multilevel inverters, emphasizing their role in 
maintaining optimal performance in demanding applications.  

Following a successful fault diagnosis, selecting an 
appropriate fault-tolerant control strategy becomes crucial to 
maintaining system functionality. Fault-tolerant control plays a 
pivotal role in ensuring the reliability and robustness of power 
systems employing multicellular inverters. This involves 
designing advanced control strategies capable of detecting, 
isolating, and compensating for faults within the power 
converter. By enabling the system to continue operating, even in 
the presence of faults, such strategies help mitigate performance 
degradation, minimize disruptions, and enhance overall system 
resilience. These approaches are indispensable in high-power 
applications where downtime and inefficiencies can have 
significant technical and economic impacts. 
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Abstract— In a world where car security and safety are 

growing concerns, we introduce an innovative solution—a smart 

and automatic system for cars that integrates cutting-edge 

technology, including the Arduino Nano, GPS module, GSM 

module, and MPU6050 sensor. This system represents a 

significant advancement in car tracking, accident detection, and 

theft prevention. The research is structured into three 

compelling sections that guide the reader through an 

exploration of automatic systems to the practical 

implementation of this device. The results underscore the 

substantial potential of this automatic system in enhancing car 

security and safety, providing features such as real-time location 

tracking, immediate accident alerts, and anti-theft measures. 

This paper sets the stage for future developments in the exciting 

field of automatic systems for cars.    

Keywords— Automatic system car, Smart system car · 

MPU6050 Sensor · GSM Module · GPS Module · Arduino Nano. 

I. INTRODUCTION  

In today’s rapidly evolving technological landscape, the 
integration of media technologies such as smart phones or 
navigation systems in automobiles has become increasingly 
prevalent [1]. Vehicles are no longer mere modes of 
transportation; they are transforming into intelligent machines 
that have the potential to revolutionize our driving 
experiences. The automatic car systems refer to the integration 
of advanced technologies and features and is a prosthesis that 
assists the driver, enhancing the original function of the car, 
and provides a new place environment to the driver by 
composing a hybrid space where information space and actual 
space are fused [1]. In the literature many researchers used 
different smart and automatic car system. In [2] the authors 
proposed a vehicular network as a way to detect dangerous 
approaches among vehicles. In [3], [4] a Smart Security 
System for Vehicles using Internet of Things (IoT) is 
proposed. Bhavana Patil et al proposed a Smart car 
Monitoring System using ARDUINO[5]. In [6], [7] [8] and 
[9] a different smart car parking system is proposed and 
implemented. Algeria has a relatively high rate of accidents, 
according to Arab News. In 2021 the country’s authorities 
recorded more than 7,000 traffic accidents which killed at 
least 2,643 people and left in excess of 11,000 injured as well 
as more than 5000 recorded private car theft cases in recent 
years. This motivated us to build Automatic and Smart Multi-
Function device to track car location, send alerts in case of 
theft and accidents, and remotely turn off the car. Pursuing this 
project will allow us to enhance security by enabling real-time 
monitoring of the vehicle’s location, increasing the chances of 
recovery and minimizing losses in case of theft. Prompt theft 

detection is facilitated through motion sensors, ensuring 
immediate notifications and enabling rapid response to 
prevent further damage or loss. The hardware and software 
requirements for constructing an efficient automatic tracking 
system, incorporating components such as Arduino Nano, 
NEO-8M GPS module, SIM800A GSM module, and relay 
control, are thoroughly investigated. The paper culminates 
with a practical evaluation of the system’s capabilities, 
encompassing functions like remote car control and safety 
features such as accident detection and anti-theft alerts. 

II. THE  AUTOMATIC  AND SMART MULTI-FUNCTION SYSTEM  

FOR CARS 

A. Definition 

The revolution of automatic and smart systems for cars has 
ushered in a new era of auto motive technology, where 
vehicles have become intelligent and interconnected entities. 
These systems integrate advanced technologies such as 
connectivity, artificial intelligence, and sensor systems to 
enhance the overall driving experience. Imagine a car that 
seamlessly connects to your smartphone, allowing you to re 
motely control various functions such as locking or unlocking 
doors, starting or stopping the engine, and adjusting climate 
settings. With the power of artificial intelligence, your car 
becomes a personal assistant, understanding your voice 
commands, providing real-time information, and even 
learning your preferences to offer a tailored driving 
experience. Sensors embedded in the car’s architecture ensure 
enhanced safety by continuously monitoring the environment, 
detecting potential hazards, and assisting with collision 
avoidance. These smart systems have truly revolutionized the 
way we interact with our cars, making them more than just 
modes of transportation but intelligent companions that 
prioritize convenience, safety, and efficiency [10].  

An Examples of various Smart Car tracking devices in the 
marke is shown in Fig.1. 

B.  Motivation for projet  

The automatic system for cars brings numerous benefits 
that revolutionize the driving experience. It offers 
convenience through remote control capabilities, enabling 
functions such as engine start, door unlocking, and climate 
adjustment from a distance. Enhanced safety features, 
including accident detection and emergency notifications, 
contribute to a safer road environment. The system facilitates 
efficient vehicle management through real-time location 
tracking and fleet monitoring. Personalization and user 
experience are enhanced through artificial intelligence 
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algorithms that learn and adapt to individual preferences. 
Overall, the smart system for cars provides convenience, 
safety, efficiency, personalization, and connectivity, 
transforming the driving experience and shaping the future of 
the automotive industry. 

 

 
Fig.1: Examples of various Smart Car tracking devices in the marke 

III. STUDY AND CONCEPTION OF THE CAR TRACKER 

The primary objective of this automatic tracking system is 
to provide real-time monitoring of the vehicle’s location and 
ensure enhanced security measures. In case of theft, the 
system is capable of sending immediate alerts to the user, 
enabling quick responses and recovery actions. Similarly, in 
the event of an accident, the system can detect the impact 
using sensors, trigger emergency and notify relevant 
authorities or emergency contacts alerts. 

A. Methodology for Our Automatic System 

The methodology for implementing an Automatic System 
using components like Arduino Nano, GSM, GPS, and 
MPU6050 involves initialization of critical components, 
checking GSM availability, reading sensor values, handling 
SMS responses, detecting accidents, and continuous testing. 
The system is initialized with proper communication and 
functionality. The avail ability of the GSM module is verified 
for SMS communication. Sensor values from MPU6050 are 
retrieved for analysis. Incoming SMS messages are analyzed 
to determine the appropriate response, such as controlling 
devices or sending location information. An accident 
detection algorithm continuously monitors sensor data for 
sudden changes and triggers alert notifications. The system 
undergoes continuous testing and waits for incoming 
commands and sensor data. This methodology enables 
effective car location tracking, theft and accident alerts, and 
remote control capabilities. 

B. Proposed System 

Here’s the explanation of the circuit diagram we used 
involving Arduino Nano, GPS module, GSM module and 
MPU-6050 accelerometer and gyroscope sensor and LM2596 
switcher:  

1) Arduino Nano: The Arduino Nano serves as the main 
microcontroller in the circuit. It provides the processing 
power and controls the various modules.  

2) GPS Module: The GPS module communicates with 
the Arduino Nano via serial communication (UART) to 

receive location data from GPS satellites. It typically consists 
of a GPS receiver, antenna, and necessary circuitry.  

3) GSM Module: The GSM module allows the Arduino 
Nano to communicate over the cellular network. It enables 
sending and receiving SMS messages, as well as transmitting 
data. The GSM module usually includes a SIM card slot and 
the necessary communication circuitry.  

4) MPU-6050: The MPU-6050 module integrates a 3-
axis accelerometer and a 3-axis gyroscope. It measures 
acceleration and angular velocity, providing information 
about the vehicle’s movement and orientation. It 
communicates with the Arduino Nano via I2C (Inter-
Integrated Circuit) protocol.  

5) LM2596 Switcher: The LM2596 is a step-down DC-
DC switching regulator. It regulates the voltage input from 
the power source to a lower and stable voltage required by the 
circuit components. It ensures a consistent power supply for 
the Arduino Nano, GPS module, GSM module, and MPU-
6050. 
Fig.2 shows the block diagram of our project and the different 
connections between the different components.  
Fig.3 shows the circuit implemented by FRITZING for the 
realization of our global System.  
 

 
Fig.2: Circuit diagram for AMFS for cars 

 

 
Fig.3: Circuit design AMFS for cars 
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Where the circuit connections can be summarized as follows:  
 The GPS module connects to the Arduino Nano’s 

serial pins (RX and TX) for data communication.  
 The GSM module connects to the Arduino Nano’s 

serial pins for communication, and additional pins 
may be used for control signals (e.g., power on/off).  

 The MPU-6050 connects to the Arduino Nano via 
the I2C interface, typically using the SDA (data line) 
and SCL (clock line) pins.  

 The LM2596 switcher connects to the power source 
and provides regulated power to the Arduino Nano, 
GPS module, GSM module, and MPU-6050. 

 

IV. SIMULATION AND PRACTICAL REALIZATION 

A. Design Methodology 

To realize our Prototype we follow several steps. These 
steps are grouped into five parts: 

 In the First part of the process, the proposed circuit 
is implemented using easyEDA software. This 
involves creating a schematic circuit, designing the 
PCB layout, defining the PCB parameters and 
generating the Gerber files. 

 In the second part, the implemented circuit is 
fabricated. This part of the PCB fabrication process 
involves several steps. 

 The part 3 presents the design of the enclosure 
(packaging). 

 In this fourth part, we utilize the Arduino IDE 
software for programming our Arduino Nano boards 
with the others components. 

 The last part present the test of our Automatic Multi-
Function System. By following these steps, we can 
effectively realize our Prototype of the Automatic 
Multi-Function System (AMFS) for car. In the 
upcoming section, we will delve into the details of 
these five steps. 

1) Circuit Implementation: Initially, we used the open-
source EasyEDA software to design and print the circuit of 
our prototype. Figure 4 displays the PCB simulation and the 
3D visualization for both the top and bottom sides. 

 

 
(a) PCB Circuit 

 
(b) 3D Model (TOP view) 

 
(c) 3D Model (Bottom view)  

Fig.4: Circuit Implementation with EasyEDA 

2) PCB fabrication:  This part of the PCB fabrication 
process involves several steps, including Epoxy preparation, 
application of photoresist, exposure and development, 
etching, drilling, plating, testing and final inspection. The 
prototype consisting of all the components integrated is 
designed as shown in fig.5. 

  

   
Fig.5: PCB fabrication 

3)  Designing the Enclosure and Prototyping: The first 
step in 3D printing a box for the car tracker is to design the 
enclosure. This involves creating a 3D model using 
computer-aided design (CAD) software (fig.6). Consider the 
dimensions and shapes of the components, taking into 
account their positioning and connections. Ensure that the 
design allows for proper ventilation and accessibility to 
buttons, ports, and indicators. 
 Once the enclosure is printed and post-processed, it’s time 
to assemble the car tracker components inside the box. 
Carefully position the GPS module, GSM module, Arduino 
Nano, MPU-6050, and other necessary components within the 
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enclosure, ensuring proper alignment and securing them in 
place. Make appropriate openings or cutouts in the enclosure 
for cables, connectors, and ventilation. A prototype consisting 
of all the components integrated is designed as shown in Fig.7 
below. 

 

Fig.6: 3D design of the Enclosure using Blender. 

 
Fig.7: Final prototype after assembling the device. 

4) Programming Arduino Nano: The following diagram 
of fig.8 describe the flowcharts that illustrate the algorithms 
used. The program begins by initializing the critical 
components, such as the GSM, GPS and the sensor 
MPU6050. After that, the program checks to see if the GSM 
module is available, indicating that it is ready to send and 
receive SMS messages. Next, the system reads values from 
the sensor MPU6050 to prepare for further action. Moving on 
to the core of the program, when an SMS is received, the 
appropriate response is taken:  

a)  "SMS = ON/OFF"– The Arduino sets the 13th pin 

of the relay to high or low accordingly.  

b) "SMS = location"– The Arduino attempts to obtain 

the location coordinates and then sends the information to the 

phone.  

c) "SMS = secure"– The system utilises the MPU6050 

data to send an alert SMS to the user if motion is detected. 

 The last function is to read the MPU6050 value by 
applying the accident detection algorithm. The system then 
sends an SMS to the user indicating an accident has been 
detected, along with the relevant location. Throughout, the 
program continuously tests and waits. 

 

 

Fig.8: Flowchart explaining the program 

5) Functionality result and Testing 

a) Test1: In the initial test, our objective is to control 
the car’s power-on function using a relay activated by SMS. 
By connecting the oil pump to a relay, we can effectively 
isolate the pump’s power circuit from the control circuit. The 
switch which is a command by the GSM to control the relay, 
allows us to activate or deactivate the pump with ease. In 
Fig.9a we observe when we send an SMS “1 on” the relay 
turns ON(the car starts running) and we receive an SMS 
confirming that it has turned on. Additionally, the green LED 
lights up when the relay is on. In contrast, in Fig.9b, when we 
send an SMS “1 off” the relay turns OFF(the car stops 
running) and we receive an SMS confirming that it has turned 
OFF. Moreover, the green Led turns OFF when the Relay is 
OFF. 

 
(a)Relay turning ON-SMS 1 ON 

 
(b) Relay turning OFF-SMS 1 OFF 

Fig.9: Control the car’s power-on function using a relay activated by SMS 
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b) Test2: In the second test, our goal is to determine the 
car’s location by sending an SMS with the keyword 
"location". Upon sending the message, we receive a link 
indicating the current location of the car. Fig.10 shows the 
results of the Test. 
 

 
Fig.10: The current location of the car 

c) Test3: The last test involves reading the MPU6050 
values to apply the accident detection algorithm. Upon 
detecting an accident, the system sends an SMS to the user ( 
or relevant authorities or emergency contacts) indicating the 
occurrence and providing the relevant location information. 
Here the car accident detection system integrates 
accelerometer-gyroscope (MPU6050) sensors, to monitor 
vehicle dynamics and detect potential accidents. 
Accelerometers measure changes in g-forces, offering crucial 
data on acceleration and deceleration. Common threshold 
ranges for accidents are categorized as follows: no accident 
(0-4g), mild accident (4-20g), medium accident (20-40g), and 
severe accident (>40g). 
 In our prototype, the system sends an “alert?” SMS to the 
phone when there is a change in the MPU6050 value . In other 
scenarios, when the total ac celeration value of the MPU6050 
exceeds the threshold, the system sends an "Accident 
detected" SMS to the phone. To verify the system’s 
functionality, we have lowered the threshold value to 
determine if the accident detection SMS is triggered. Fig.11 
displays the results of the Car Accident Detection Test. 

 
(a) “Alert” SMS 

 
(b) “Accident detected” SMS 

Fig.11: The car accident detection system Test 

V. CONCLUSION 

 In conclusion, we explore the development of an 
Automatic Multi-Function system for cars that incorporates 
tracking, alerting, and remote control functionalities. By 
utilizing components such as Arduino Nano, GPS module, 
GSM module, and MPU6050, the Automatic system enables 
precise location tracking, real-time alerting 

In case of accidents and thefts, and remote control 
capabilities. The implementation of the system addresses 
challenges and presents innovative features that enhance car 
security and user experience. The findings emphasize the 
significance of automatic systems in revolutionizing the 
automotive industry. Through technology and innovation, cars 
can become intelligent, connected, and responsive, paving the 
way for a safer and more efficient transportation ecosystem. 
As research and advancements continue in this field, further 
refinements and improvements to the automatic system can be 
expected, enhancing its functionality, usability, and overall 
appeal to drivers. The future holds immense possibilities for 
smart systems, bringing us closer to a smarter, more 
connected, and sustain able transportation landscape. The 
project also focuses on improved safety by integrating 
accident detection sensors, which provide instant alerts in case 
of collisions or changes in vehicle orientation. This allows for 
swift action, notifying emergency services or concerned 
individuals for prompt assistance. The continuous monitoring 
and real time alerts provide peace of mind, allowing you to 
stay informed about your vehicle’s status regardless of your 
location. 
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Abstract— In this article, we will diagnose the electricals 

faults (short-circuit faults in the stator windings and rotor bar 

breakage fault) of the asynchronous machine. We have used the 

sliding mode observer to visualize the variation of the machine's 

characteristics (stator currents, rotor currents, flux, and 

rotational speed) with and without faults. To validate the results, 

we have employed spectral analysis (Fast Fourier Transform 

FFT). 

Keywords— Asynchronous machine, diagnosis, bar fault, 

short-circuit fault, Sliding Mode Observer. 

I. INTRODUCTION  

Asynchronous motors (ASM) are widely used in industry 
due to their simplicity, low cost, reliability, and ability to 
operate in harsh conditions. They are suitable for a wide range 
of industrial applications and provide cost-effective solutions 
for robust and reliable motorization needs.  
Significant effort has been made in modeling asynchronous 
machines in the presence of various faults, such as the 
breakage of one or more consecutive bars and/or a section of 
the short-circuit ring, short-circuiting between turns in the 
windings, and different types of eccentricities [1].  
The monitoring and diagnosis of faults in this machine have 
become essential due to the increasing demands placed by 
operators. These faults are primarily caused by winding 
overheating, voltage drops, component wear, surges, and the 
duration of use, among others. 
To detect anomalies in asynchronous machines, several 
solutions have been proposed by researchers to minimize 
damage and diagnose the motor in real-time. Among these, 
there are signal-based diagnostic methods (spectral analysis, 
artificial intelligence, fuzzy logic, etc.). For instance, the 
method proposed by [2][3] considered using spectral analysis 
to solve the set of equations with the cage in the form of 
special windings. To do this, they used the machine's electrical 
equations, which include parameters such as stator and rotor 
resistances, self and mutual inductances. As a result, reliability 
depends on the accuracy of identifying these parameters. 
Additionally, model-based diagnostic methods (parity space, 
parametric identification, state observers) have been explored, 
such as the method used in [4][5], where they studied flux 
observers with sliding modes and high gains, which are 
capable of providing high-quality estimates of flux and current 
across the entire operating range, as well as effective 
discretization methods for implementation on test benches. 
In this article, we have addressed electrical faults (short 
circuits in the stator windings and rotor bar breakages), which 
can occur during the operation of the machine. Initially, we 
modeled the motor in its healthy state, then in the presence of 
electrical faults. To monitor the stator currents and rotational 
speed, we used the Sliding Mode Observer. When comparing 
the evolution of the machine's characteristics with those of the 

observer, we found a small error that can be neglected. To 
localize the faults, we used the Fast Fourier Transform. 

II. MODLING OF THE ASYNCHRONOUS MACHINE WITHOUT 

FAULTS  

A. Modling in the thri-phase reference frame  

The objective is to model an equivalent fictitious machine 
in which the stator and rotor are always composed of three 
identical phases carrying three-phase currents, based on 
several simplifying assumptions (balanced three-phase 
machine, linearity of the magnetic circuit, sinusoidal 
distribution of the magnetic field in the airgap) [6]. 

We define the vectors of stator voltages and currents as ௦ܷ 
and ܫ௦, respectively, as well as the vector of rotor currents ܫ  
for the three-phase windings on the stator and rotor: 

௦ܷ = [ܷܷܷ]  , ௦ܫ = ,   [௦ܫ௦ܫ௦ܫ] ܫ = [ܫܫܫ] ሺͳሻ 
 

 

The voltage and flux equations of the asynchronous 
machine are then written as: 

௦ܷ = [ܴ௦]. [௦ܫ] + ௗௗ௧ ∅௦ ሺʹሻ  
Ͳ = [ܴ]. [ܫ] + ݀݀� ∅ ሺ͵ሻ 

 ∅௦ = [�௦]. [௦ܫ] + .[௦ܯ] [ܫ] ሺͶሻ 
 ∅ = [�]. [ܫ] + .[௦ܯ] [௦ܫ] ሺͷሻ 

Or :  

[ܴ௦] = [ܴ௦ Ͳ ͲͲ ܴ௦ ͲͲ Ͳ ܴ௦]                     [ܴ] = [ܴ Ͳ ͲͲ ܴ ͲͲ Ͳ ܴ] 
[�௦] = [  

   �௦ + �௦ −�௦ʹ −�௦ʹ−�௦ʹ �௦ + �௦ −�௦ʹ−�௦ʹ −�௦ʹ �௦ + �௦]  
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[�] = [  
   � + � −�ʹ −�ʹ−�ʹ � + � −�ʹ−�ʹ −�ʹ � + �]  

    
[௦ܯ]
=
[  
௦ೌೌܯ    cosሺ�ሻ ௦ೌ್ܯ cos (� + ʹ�͵) ௦ೌܯ cos (� − ௦್ೌܯ(ʹ�ʹ cos (� − ʹ�ʹ) ௦್್ܯ cosሺ�ሻ ௦್ܯ cos (� + ௦ೌܯ(͵�ʹ cos (� + ʹ�͵) ௦್ܯ cos (� − ʹ�ʹ) ௦ܯ cosሺ�ሻ ]  

    
[௦ܯ] =  �[௦ܯ]

Such as:  ܴ௦௫, ܴ௫  : Intrinsic resistance of a stator and rotor phase. �௦௫ et �௦௫: Main inductance and stator leakage  

inductance. �௫ et �௫ Main inductance and rotor leakage  

inductance. �௦௫௬  : Mutual inductance between two stator phases. �௫௬ : Mutual inductance between two rotor phases. ܯ௦��  : Mutual inductance between a stator phase x and a  

rotor phase y. � =  ��é�௨  : Electrical angle of the rotor position. ܲ : Number of pole pairs. 

The set of assumptions mentioned above allows us to 
write: ܴ௦௫= ܴ௦  ܴ௫=ܴ  ܯ௦�� = ௦ܯ   �௦௫ = �௫ = �௦௫௬ =�௫௬ = � 

B. Modeling in the two-phase reference frame. 

To simplify the study, we will first establish a model in 
which the quantities are expressed in the reference frame 
attached to the stator. Thus, the equivalent winding of the 
three stator phases is formed by two windings with direct axes  ߙ௦ and quadrature axes ߚ௦. The direct axis ߙ௦ is aligned with 
the axis of the first stator phase ߙ௦. Similarly, in the rotor, two 
windings ߙ and ߚ replace the equivalent three-phase 
windings. We then define the electrical quantities referred to 
the stator: 

Stator quantities: �ఈఉ௦ = ଶܶଷ�௦ 
Rotor quantities: �ఈఉ = ܲሺ�ሻ ଶܶଷ� 

ଶܶଷ = √ʹ͵ [cosሺͲሻ cos (ʹ�͵) cos (Ͷ�͵)sinሺͲሻ sin (ʹ�͵) sin (Ͷ�͵)] 
ଷܶଶ = ଶܶଷ� 

ܲሺ�ሻ = [cosሺ�ሻ cos ቀ� + �ଶቁsinሺ�ሻ sinሺ� + �ଶ ]  � is the rotation angle. 

Then the voltage and flux equations become: 

ܷఈఉ௦ = ܴ௦�ఈఉ௦ + ݀݀� ∅ఈఉ௦ ሺሻ 
 Ͳ = ܴ�ఈఉ + ݀݀� ∅ఈఉ ሺ�ሻ∅ఈఉܲݓ− ሺሻ 
 ∅ఈఉ௦ = �௦�ఈఉ௦ ௦�ఈఉܯ+ ሺ8ሻ 
 ∅ఈఉ = ��ఈఉ௦ ሺͻሻ 

1) Mechanical equation: 

ܬ ݀Ω݀� = �ܥ − ܥ − ௩݂Ω ሺͳͲሻ 
With:  

Ω = ݀�݀�  

  � : Theܥ .  The opposing torque applied to the machineܥ .The moment of inertia. ௩݂ : The viscous friction torque : ܬ

electromagnetic torque. 

The expression for the electromagnetic torque is: 

�ܥ = ௦�ܯ� (�ఈ�ఉ௦ − �ఉ௦�ఈ) ሺͳͳሻ 
 

2) State-space model of the asynchronous machine: 

We will write the machine's equations in the following 
matrix form: 

ݔ̇} = ݂ሺݔሻ + �. ݕݑ = ݔܥ + .ܦ ݑ ሺͳʹሻ 
With :  ݔ = [�ఈ௦ �ఉ௦  �ఈ௦ �ఉ௦ �] �  , ݑ = [ ఈܸ௦ ఉܸ௦]� ,ݕ = [�ఈ௦ �ఉ௦  �]�  

݂ሺݔሻ =
[  
   
ଵݔߛ− + ଷݔ� + ଶݔߛ−ହݔସݔ�ܭ + ସݔ� − ଵݔହܾݔଷݔ�ܭ − ଷݔܿ − ଶݔହܾݔସݔ� − ସݔܿ − ଶݔଷݔହ݀ሺݔଷݔ� − ଵሻݔସݔ − ܬܥ −]  

       ;     � = [  
 ͳ��௦ ͲͲ ͳ��௦]  

 
 

288 FT/Boumerdes/NCASEE-24-Conference



ܥ = [ͳ Ͳ Ͳ Ͳ ͲͲ ͳ Ͳ Ͳ ͲͲ Ͳ Ͳ Ͳ ͳ]             ; ܦ               = Ͳ 

� = ͳ − ௦ଶ�௦�ܯ   , ߛ = ܴ௦��௦ + ܴܯ௦��௦   , ܶ� = �ܴ ܭ,   = ௦���௦ܯ   ,   � = ܭܶ   , ܾ = ௦ܶܯ   ,ܿ = ͳܶ   ,   ݀ = �ܬ௦ܯ�  

III. MODEL OF THE ASYNCHRONOUS MACHINE WITH 

ELECTRICAL FAULT 

A. Stator fault of the short-circuit type: 

To account for the existence of short-circuited turns in the 
stator of the asynchronous machine, an additional short-
circuited coil is introduced, with the number of turns ߟ equal 
to the number of defective turns in the machine [7] [8]. This 
short-circuited winding, which is the source of the stationary 
field relative to the stator, creates a fault condition. 

It is necessary to introduce two parameters to define this 
fault: 

The electrical angle, denoted �, representing the short-
circuited winding relative to the reference axis of phase �௦. 
This parameter allows for the localization of the faulty 
winding and can only take three values Ͳ , ଶ�ଷ  , − ଶ�ଷ  

Corresponding respectively to a short circuit on the phases �௦ 
, ܾ௦ or ܿ௦. 

The short-circuit ratio ߟ is equal to the ratio of the 
number of short-circuited turns to the total number of turns in 
a stator phase without fault: ߟ = �  �௦  

� : is the number of short-circuited turns. �௦ : is the number of turns in a healthy phase. 

“Fig. 1” illustrates the stator of the machine when a short-
circuit fault appears in the stator phase ܾ௦. It can be observed 
that the fault may present itself as a new winding �  in the 
affected phase. whose number of turns is equal to the number 
of short-circuited turns and the direction is equal to 

ଶ�ଷ  

 
Fig. 1. Short-circuit of turns on phase b of the stator 

 

1) Modeling in the Three-Phase Reference Frame: 

We will now develop the voltage and flux equations of the 
asynchronous machine in the presence of a stator fault of the 
short-circuit type, taking into account the electrical parameters 
of the additional coil �  [6]. 

௦ݑ = [ܴ௦]�௦ + ݀݀� �௦#Ͳ = [ܴ]� + ݀݀� �Ͳ = [ܴ]� + ݀݀� ��௦ = [�௦]�௦ + �[௦ܯ] + ��[ܯ] = [�]� + ௦�[௦ܯ] + ��[ܯ] = [�]� + ௦�[௦ܯ] + �[ܯ]
ሺͳ͵ሻ 

We will now define the new parameters that have been 
introduced compared to the healthy model: 

The resistances being directly proportional to the number 
of turns, the resistance ܴof the coil �  is simply expressed 
as a function of the resistance ܴ௦of the three stator phases 
without faults [8]: ܴ = ܴ௦ߟ ሺͳͶሻ 

The magnetic circuit traversed by the field lines cutting 
through the short-circuited coil �  is identical to the one 
traversed by the field lines cutting through the faulty stator 
phase (same reluctance). Thus, we can express the various 
inductances and mutual inductances of the coil �   with 
respect to the stator and rotor phases of the machine [7] [8]. � = ଶߟ (� + �) ሺͳͷሻ 
[௦ܯ] = �ߟ [cosሺ�ሻ cos (� − ʹ�͵) cos (� + ʹ�͵) ] 

= √͵ʹ �[cosሺ�ሻ sinሺ�ሻ]ߟ ଶܶଷ ሺͳሻ 
[ܯ] = �ߟ [cosሺ� − �ሻ cos (� − � − ʹ�͵)] 

= √͵ʹ �[cosሺ�ሻ sinሺ�ሻ]ܲሺ�ሻߟ ଶܶଷ ሺͳሻ 
[௦ܯ]  = [ܯ]         et          �[௦ܯ] = �[ܯ] ሺͳ8ሻ 

2) Modeling in the Two-Phase Reference Frame: 

The short-circuit quantities are localized along a fixed 
direction in the stator. Their projections onto the ߙ௦  and ߚ௦ 
axes allow associating them with stationary vectors relative to 
the stator [6]. 

�ఈఉ௦ = [cosሺ�ሻsinሺ�ሻ] �        ,       �ఈఉ = [cosሺ�ሻsinሺ�ሻ] � 
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The voltage equations are the same as those in equations 
(6) and (7), with the addition of the equation that depends on 
the short-circuit: 

Ͳ = ܴ�ఈఉ + ݀݀� �ఈఉ ሺͳͻሻ 
The flux equations are written as [7] [8]: 

�ఈఉ௦ = �௦�ఈఉ௦ ௦�ఈఉܯ+ + √ଶଷܯ௦ߟ�ఈఉ ሺʹͲሻ  
�ఈఉ = ��ఈఉ ௦�ఈఉ௦ܯ+ + √ଷଶܯ௦�ఈఉ ሺʹͳሻ   

�ఈఉ = ଶߟ �ܳሺ�ሻ�ఈఉ +√͵ʹ ௦ܳሺ�ሻ(�ఈఉ௦ܯߟ + �ఈఉ)ሺʹʹሻ 
With:  

ܳሺ�ሻ = [cosሺ�ሻsinሺ�ሻ] [cosሺ�ሻ   sinሺ�ሻ]  
3) State-Space Model of the Machine with Short-Circuit 

Fault: 

“Fig. 2” represents the electrical circuit of the 
asynchronous machine in dynamic regime, taking into account 
a possible short-circuit fault at any phase of the stator [6]. 

 
Fig. 2. General Short-Circuit Model in the Park Reference Frame. 

The continuous model of the asynchronous machine with 
a short-circuit fault is then represented in the following form: 

ݔ̇} = ݂ሺݔሻ + ݕݑ� = ݔܥ + ݑܦ ሺʹ͵ሻ 
Where the matrices ݂ሺݔሻ, � et ܥ are the same as those in 

equation (12), but only with:  ܦ = ∑ ଶఎ�ଷ�� ܳ(��)ଷ�=ଵ ሺʹͶሻ  
4) Simulation Results 

After modeling the asynchronous motor in its normal state 
and in the presence of a short-circuit fault, the next step is to 
simulate these models in Matlab. The machine is powered by 
a balanced 380/220 V, 50 Hz network. We will simulate both 
cases: the one without a fault, in order to compare it with the 
one with a fault. A short-circuit of 25 turns at the stator will 
be introduced at t = 7 seconds. The results of these simulations 
will then be analyzed and compared. 

 

Fig. 3. The evaluation of the stator current and rotational speed in the absence 
and presence of short-circuit faults in the stator phase. 

5) Interpretation of results 

Fig. 3 presents the simulation results of an asynchronous 
motor, both in the absence and presence of a short-circuit fault 
in the stator windings. It is observed that a fault occurring at t 
= 6 s leads to an increase in the current of stator phase A as 
well as vibrations in the rotor speed. Furthermore, the severity 
of the fault intensifies as the number of short-circuited phases 
increases. 

B. Rotor faults of the bar breakage type: 

In this section, we will study the behavior of the 
asynchronous machine in the presence of faults, such as rotor 
bar breakage. The squirrel cage of the asynchronous machine 
is primarily made up of metal conductive bars, connected by 
short-circuit rings, thus forming the rotor of the machine. 

 

Fig. 4. (a): Diagram for a cage winding; (b) a sector of a polygon of 
the phasors of the bar currents and a section of the current phasor 
diagram [8]. 

To model the behavior of the machine in the presence of 
rotor bar breakage, it is sufficient to replace the value of the 
resistance ܴ with [10]: ܴ′ = ܴሺͳ − ሻߟ ሺʹͷሻ 

 
With:  

ߟ = ܰଶ − ܰ௦ଶܰ௦ଶ ሺʹሻ 
 

ܰ௦ = ܰ − ܰ# 

Shurt circuit 

Phase As 

Shurt circuit 

Phase Bs 
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ܰ  : The number of bars, ܰ௦  : The number of healthy 
bars, ܰ : The number of broken bars.  

C. State model of the machine with rotor bar faults: 

The continuous model of the asynchronous machine is the 
same as the model in equation (12), except that the value of 
the rotor resistance must be changed ܴ with ܴ′ . 

1) Résults of the simulation: 

We will present the simulation results of the asynchronous 
machine, both in the absence and in the presence of rotor bar 
faults (two broken bars), which we obtained using MATLAB 
software. The machine is powered by a balanced 380/220V, 
50Hz power supply. 

 
Fig. 5. Stator current variation with and without rotor bar breakage fault. 

2) Interpritaion of the results:  

According to the simulation results, it is observed that a 
rotor bar breakage fault causes a slight distortion in the stator 
currents. Additionally, this fault generates vibrations in the 
rotational speed. This makes the diagnosis of electrical faults 
in the asynchronous machine detectable, but relatively 
difficult to localize. 

IV. USE OF OBSERVERS FOR ESTIMATING THE 

CHARACTERISTICS OF THE MACHINE 

Sliding mode observers are based on the theory of systems 
with variable structures. This approach is well-suited for 
uncertain linear dynamic systems. In this section, we will 
present the synthesis of the sliding mode observer, which is 
dedicated to motor control and also to the generation of 
residuals for diagnostics. We will show that the sliding mode 
observer can accurately reproduce the characteristics of the 
asynchronous machine. 

A. Synthesis of a Sliding Mode Observer 

The sliding mode observer dedicated to state estimation of 
the system is given by the following equations [11][12]: 

{   
ଵݔ̇̂    = ଵݔߛ− + ଷݔ̂� + ହݔସݔ̂�ܭ + ௦ܸఈ ��௦⁄ + �ଵ�ܫ௦̂̇ݔଶ = ଶݔߛ− + ସݔ̂� − ହݔଷݔ̂�ܭ + ௦ܸఉ ��௦⁄ + �ଶ�ܫ௦̂̇ݔଷ = ଵݔܾ − ଷݔ̂ܿ − ହݔସݔ̂� + �ଷ�ܫ௦̂̇ݔସ = ଶݔܾ − ସݔ̂ܿ − ହݔଷݔ̂� + �ସ�ܫ௦̂̇ݔହ = ݀ሺ̂ݔଷݔଶ − ଵሻݔସݔ̂ − ܶܬ − ௩݂ܬ ହݔ + ହݔଵሺݍ − ହሻݔ̂ + �ହ�ܫ௦

 

With:  

௦ܫ = ሺ�݃�ݏ] ଵܵሻ   ݏ�݃�ሺܵଶሻ]�       { ଵܵ = ଵݔ − ଵܵଶݔ̂ = ଶݔ −  ଶݔ̂

Such that ଵܵ  and ܵଶ  represent the sliding surfaces. The 
gains ݍ� and �i�  are calculated in a way that ensures the 
asymptotic convergence of the estimation errors. 

They are given by: 

[�ଵ��ଶ�] = ܳ−ଵ ଵߜ] ͲͲ ܳ ଶ] ߜ = ଵሺ2+ሺ௫5ሻ2ሻ [ � ହݔ�ܭହݔ�ܭ− � ] 
[�ଷ��ସ�] = [ቀ−ܿ ହݔ�ହݔ�− −ܿ ቁ + ଷݍ) ͲͲ [(ସݍ ଵߜ) ͲͲ  (ଶߜ
�ହ� = [�ହଵ �ହଶ]�  ,    [�ହଵߜଵ �ହଶߜଶ ] = ଶݔ]݀  [ଵݔ−

Such that the stability of the observer is ensured by the 
following conditions: ߜଵ ≥ ‖݁ଷ‖�௫  , ଶݍ ≥ ‖݁ସ‖�௫   , ଵݍ > Ͳ ,   ݍଷ > Ͳ , ସݍ > Ͳ    

{݁̇ଷ = ଷ݁ଷ݁̇ସݍ− = ସ݁ସ݁̇ହݍ− =  ଵ݁ହݍ−

B. Results of th simulation:   

After deriving the synthesis of the sliding mode observer, 
we will simulate it using MATLAB and verify if the 
estimation results provided by the observer converge toward 
those of the real asynchronous machine system. The first step 
will be to simulate the system without faults, then introduce 
short-circuit faults to observe if the system is sensitive to these 
faults. Additionally, although the observer can be used for 
both diagnostic and motor control purposes, we will focus 
solely on diagnostics in this study. 

 
Fig. 6. The comparison between the simulation results of the stator current 
given by the two-phase model and that of the observer. 

1) Interpretation of the results: 

It is clearly observed that the current given by the observer 
follows the system's current, which means that the sliding 
mode observer model is sensitive to short-circuit faults. 
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Fig. 7. Comparison between the speed of the model and that of the observer 
in the presence and absence of faults. 

2) Interpretation of the results: 

After simulating both the two-phase model and the 
observer model, it is observed that the speed provided by the 
observer closely matches the speed of the model. 

V. CONCLUSION 

In this article, we studied the phenomenon of electrical 
short-circuiting and its impact on the asynchronous motor. We 
analyzed the stator currents and the variation in the motor 
speed. It was observed that a short-circuit in the stator 
windings causes a significant distortion in the system's 
responses, while rotor bar failures do not have a significant 
impact on the stator current but generate vibrations in the 
speed. 

So far, we can say that the detection of short-circuit faults is relatively easy, 
while their localization remains a challenge. This has prompted us to explore 
more effective methods for locating these faults. In this regard, we proposed 
the use of a sliding mode observer, which is characterized by its robustness, 
ease of implementation, and fault tolerance. We found that the responses 
provided by the observer closely follow those of the system, both in the 
absence and presence of faults. Thus, the generation of residuals could assist 
us in diagnosing the motor in real-time. Furthermore, the use of spectral 
analysis methods (FFT) is commonly employed for fault localization. 
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Abstract— In recent years, the power quality of AC 

systems has become a significant concern due to the rapid 

increase in the number of power electronic devices. Most 

commercial and industrial installations in the country have 

large electrical loads, which are predominantly inductive in 

nature, resulting in a lagging power factor. This causes 

substantial penalties for consumers from the electricity 

board. To optimize the supply system from both engineering 

and economic perspectives, it is essential to maintain a power 

factor as close to unity as possible. This paper focuses on 

automatic power factor correction techniques designed to 

improve both power factor and power quality in three-phase 

network systems. The proposed control system will manage 

individual capacitors within a capacitor bank, operating in 

steps based on variations in the power factor. An automatic 

power factor correction algorithm will monitor the line 

voltage and current, determining the phase shift between 

these signals to calculate the power factor. The proposed 

control algorithm will then assess the compensation 

requirements and activate the necessary capacitors from the 

bank, adjusting the power factor to approximately unity. 

Keywords—Power factor, inductive load, Automatic power 
factor correction, capacitor bank, power quality. 

I. INTRODUCTION  

The increasing integration of power electronic devices 
in industrial and commercial systems has significantly 
impacted the power quality of electrical networks. A major 
consequence of this trend is the degradation of power 
factor, which can lead to higher energy costs, penalties 
from utility companies, and reduced system efficiency. 
Automatic Power Factor Correction (APFC) systems have 
emerged as an effective solution to this issue, aiming to 
adjust the power factor to optimal levels and mitigate the 
negative effects of reactive power [1-3]. 

In recent years, there has been a growing interest in the 
practical validation and simulation of APFC techniques to 
assess their real-world performance and optimize their 
application in modern electrical networks. While various 
simulation models have been developed to predict the 
behavior of these systems under different operating 
conditions, it is equally important to validate these models 
through practical experimentation. Practical validation 
involves deploying APFC systems in real-world settings 
and measuring their ability to improve both power factor 
and overall power quality [2.4-6]. 

This paper focuses on the simulation and practical 
validation of an automatic power factor correction system 
using a combination of theoretical modeling and real-time 
testing. The validation process includes assessing the 
accuracy of simulation results and comparing them with 
actual performance data obtained from distribution 
network. Recent advancements in digital controllers, 
sensor technologies, and machine learning algorithms are 
also explored, as they contribute to the enhanced 
effectiveness of APFC systems. 

In the following section, we will explain how the 
improvement of power factor operates and discuss the 
methodology and details of the automatic correction of 
power factor used in this system. Sections 3 and 4 will 
present and discuss the results, and finally, in Section 5, we 
will conclude the findings of the study. 

II. ADVANTAGES OF POWER FACTOR IMPROVEMENT 

The power factor indicates the actual utilization of real 
power by the equipment. The power triangle, as shown in 
Figure 1, illustrates this relationship. The power factor, 
derived from the power triangle, is the cosine of the angle 
between the apparent power and the real power, and is 
denoted as Cos(Ø) [7]. 
. 

 
Fig. 1. Diagram power triangle. P =  √͵.U. I. cosφ                                                              

(1) Q = √͵.U. I. sinφ                                                              
(2) S =  √͵.U. I                                                                       
(3) 
Where:  
P: Active power.  
Q: Reactive power. 
S: Apparent power. 
U: Phase-to-phase voltage. 
I: Current. 
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Power factor is expressed as a numerical value 
between 0 and 1 (or as a percentage), where a value of 1 
(or 100%) signifies maximum efficiency. A power factor 

less than 1 indicates that current and voltage are not in 
phase in an AC circuit. The power factor can be denoted 

mathematically by: cos ∅ = �                                                                      

(4)                                     

A.  Advantages of Power Factor Correction Techniques 

Improving the power factor not only reduces costs but 
also enhances system efficiency, extends the lifespan of 
equipment, improves power quality, and ensures 
compliance with regulations. These benefits make power 
factor correction an essential practice in both industrial and 
commercial electrical systems. Additionally, improving 
the power factor in electrical systems offers several 
significant advantages [7.8]. 

1) Reduced Electricity Bills: Many utility companies 
impose penalties for low power factor. By 
improving the power factor, businesses can avoid 
these charges, thereby reducing electricity costs. 
When the power factor is close to unity (1), 
electrical systems operate more efficiently, 
resulting in less wasted energy and potentially 
lower overall energy consumption. 

2) Improved Voltage Regulation: A low power 
factor can cause voltage drops in the electrical 
system, particularly when the load is high. 
Improving the power factor helps maintain more 
stable voltage levels, thereby enhancing the 
performance and longevity of sensitive 
equipment. Higher power factors reduce the 
current flow required for the same amount of real 
power, which can lead to reduced line losses (I²R 
losses) in the system. 

3) Improved Power Quality: Power factor correction 
often involves the use of capacitors, which can 
help filter out harmonics and improve the overall 
quality of the power supply. By reducing reactive 
power in the system, power factor correction leads 
to a more stable and higher-quality power supply. 

4) Enhanced System Efficiency: With a corrected 
power factor, less reactive power circulates in the 
system, improving the overall efficiency of the 
power distribution network. Electric motors, 
inverters, and other machinery operate more 
efficiently when running at or near a power factor 
of 1, leading to better overall system efficiency. 

5) Better Use of Capacitor Banks: Power factor 
correction using capacitor banks improves the 
efficiency of these components, ensuring that the 
system operates at optimal power factor levels 
without excessive capacitor bank use. 

B. Compensation Methodology  

To limit line currents and reduce the reactive energy 
absorbed by the installation, it is essential to install reactive 
energy sources in parallel with the system. This technique, 
aims to improve the power factor (cos φ). Consider a device 
or a group of devices that requires an active power P (watts) 
and a reactive power Q (volt-amperes reactive, or VAR) 
[9].   

1) Principle of Compensation 

Compensating an installation involves adding a source 
of reactive energy compensation, which helps improve the 
power factor of the system. Figure 2 illustrates the vector 
representation of this compensation. 

 
Fig. 2. Diagram of power compensation. 

The power triangle method enables us to calculate the 
reactive power of the compensation capacitor and, 
consequently, its capacity. The reactive power for 
compensation, QC, can be expressed as a function of the 
angles �  and �′ 
 ܳ�  =  ܲ ሺ��� �′ − ��� �ሻ                                                 (5) 
Where:  
P: Active power of the installation.  �: Phase angle before compensation.  �′: Phase angle after compensation. 
QC: Reactive power produced by a capacitor having at its 
terminals the voltage U, in a three-phase system is: 
   ܳ�  =  ͵. �. �.ܷ2                                                                (6) 
Where:  
U: Phase-to-phase voltage.  
C∶ Capacitance.  
ω∶ Network pulsation rad/s  
With: � = ʹ.π. f                                                                        (7) 

2) Calculation of capacitance required 

We place a capacitor in parallel and upstream of the 
load to compensate for the reactive energy and then we 
dimension the capacitor to obtain: 
     cos� =ͳ                                                                      (8) 

A capacitor of capacity �, presenting at its terminals 
a voltage ܷ of pulsation � provides a reactive power can 
be determined using equation (9): 

     ܳ� = −Cω× ܷ2                                                        (9) 
The reactive power before compensation is given by 

the equation (10): 
          Q = P × ሺtan φሻ                                                    
(10) 

The reactive power after compensation is given by the 
equation (11): 

  Qǯ = P × ሺtanφ Ǯሻ                                                            (11) 
The compensation reactive power is given by the 

difference between equations (10) and (11). 
 Qc = Q− Qǯ                                                                       (12) 

So; 
 Qc = P × ሺtanQ − tanQǯሻ = −Cω× ܷ2                           

(13) 

  C = ୕ୡ�2×ω                                                                     (14)  
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III. SIMULATION SYSTEM DESIGN AND DESCRIPTION 

Figure 4 presents the practical MATLAB simulation of 
the model used in this study. The setup consists of a three-
phase generator, a three-phase transformer, a transmission 
line, and an inductive linear load (R-L). The secondary side 
of the transformer is connected to the transmission line, 
which provides power to the R-L load. This load operates 
with a power factor below one. To improve the system’s 
power factor, calculations show that a capacitor bank is 
required. Prior to compensation, no capacitor bank is 
installed between the load and the transmission line. 

 
Fig. 3. Schematic Diagram for Automatic Power Factor Correction 

Using Control Algorithm.: a) Transmission line, b) Three phase loads 
and c) Capacitor Bank. 

For inductive load L=2.4 H, we will show the case 
before PF correction and after PF correction. 

A. Results Before Power Factor correction 

Table 1 represents the simulation results before the 
insertion of the compensation capacitor (breaker is open). 
At the beginning we set the value of the inductive load to 
2.4H which is connected in parallel with a resistive load of 
1000 Ω then at each step, we measure respectively the 
following quantities: U1, I1, P1 and Q1 at the beginning of 
the line and U2, I2 and cos φ at the end of the line. 

TABLE I.  SIMULATION RESULTS BEFORE COMPENSATION 

L(H) U1(V) I1(A) P1(W) Q1(VAR) U2(V) I2(A) Cos� 

2.4 376.9 0.2 114 173.6 331.7 0.31 0.6 

From table 1 and figure 4, it can be observed: 
 An increase in the line current. 
 Voltage drops at the line's arrival. 
 The load can consume a significant amount of 

reactive power, leading to substantial losses in the 
system. 

 A power factor lower than 0.96 (cos φ < 0.96) is 
considered poor. 

Correcting the power factor in this case is highly 
beneficial, as a low power factor can overload cables due 
to the high reactive component, resulting in increased 
current. This overload can influence cable design and lead 
to significant additional costs in billing. Therefore, 
correcting the power factor can not only improve energy 

efficiency but also reduce costs associated with overload.

 

Fig. 4. Phase shift between voltage and current before correction. 

B. Results After Power Factor correction  

In this part, we have inserted a capacitor bank (breaker 
is closed) in parallel with the load. 

Figures 3-c) displays a designed for the automatic 
calculation of the capacitance value required to improve 
the power factor of the electrical system. 

From the measurements in Table I and by using the 
equation 14, we can be determined the theory value of the 
compensation capacitor. C =  ୕ୡ�2×ω = ×ሺ୲an୕−୲an୕ǯሻ�2×ω = Ͷ.͵7 µ(15)                                ܨ 

TABLE II.  SIMULATION RESULTS AFTER COMPENSATION 

L(H) U1(V) I1(A) P1(W) Q1(VAR) U2(V) I2(A) Cos� 

2.4 382.1 0.217 143.1 12.06 375.9 0.217 1 

Table II shows that if we compare the measurements of 
U1 and U2 voltages after compensation, we observe a slight 
decrease in U2 voltages. This may be due to different 
factors, such as the decrease in reactive power and the 
power factor correction is perfect to see that the power 
factor (cos φ) is still greater than 0.96 after compensation. 

From figure 5 we mean that the compensation has 
successfully corrected the phase shift between voltage and 
current in the circuit, which is essential to maximize 
efficiency and minimize energy losses and improve overall 
system performance. 

 
Fig. 5. Phase shift between voltage and current after correction. 

IV. HARDWARE SYSTEM OVERVIEW 

This section presents an experimental study focused on 
improving the power factor. An experimental setup was 
created in the Electrical Network laboratory of the 
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Electrical Engineering Department at IBN KHALDOUN 
University in Tiaret. The study specifically investigates the 
parallel compensation of reactive energy and the 
techniques employed to correct the power factor. 

We use in this part the following materials:  
 Three-phase power supply.  
 Transmission line.  
 Measuring devices (ammeter, voltmeter). 
  Arduino UNO card with an ATmega328 

microcontroller.  
 Sensors (current and voltage). 
 Relays.  
 Loads (resistances, inductances, capacities). 
  Three-phase electrical network analyzer CA 

8331. 
Figure 6 demonstrates the principle behind the 

automatic power factor detection and correction circuit. 
This process involves monitoring the power factor through 
a microcontroller embedded in the Arduino UNO board, 
which is programmed with specific code. Voltage and 
current values are obtained from the main AC line using 
current and voltage sensors. The microcontroller processes 
this data and uses an algorithm to calculate the required 
capacitor size for power factor correction, while also 
continuously monitoring the load behavior based on the 
load current. 

When the power factor is low, the microcontroller 
sends a signal to the relay switching unit to activate the 
necessary capacitor. The microcontroller's actions to 
correct the low power factor, such as selecting the 
appropriate capacitor and continuously monitoring the 
load, are displayed on an LCD screen. 

 
Fig. 6. Implementation of parallel compensation with automatic 

Arduino control 

A. Results and Discussion Before Compensation 

In this case, the relays are completely deactivated, 
preventing any capacitors from being connected to the 
electrical installation. This setup allows us to observe the 
system prior to power factor (PF) correction. We used a 
mixed resistive-inductive load with the following 
specifications: inductance (L) of 2.4 H and resistance (R) 
of 1000 ohms. 

Table III and Figure 7 present the electrical 
characteristics of this load. The phase shift is observed to 

be 44.76°, resulting in a power factor of 0.7. This low 
power factor highlights inefficiencies in the system, which 
could be mitigated through corrective measures. 

TABLE III.  PRACTICAL MEASUREMENTS BEFORE 
CORRECTION 

L(H) U1(V) I1(A) P1(W) Q1(VAR) U2(V) I2(A) Cos� 

2.4 379.8 0.27 126.1 124.7 318 0.37 0.7 

 

 
Fig. 7. Electrical characteristics of load before correction 

 

To verify the results displayed on the LCD, we used a 
three-phase electrical network analyzer, the CA 833, to 
record the voltage and current measurement signals, as 
shown in Figures 8 and 9. 

 
 

Fig. 8. Experimental results: Current and voltage of three-phase 
load 
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Fig. 9. Experimental results before correction: Phase shift Vector 

diagram, and powers. a): phase1, b): phase 2 and c): phase 3  
 

Figure 9 shows the current and voltage signals, along 
with vector diagrams, illustrating the phase shift between 
the current and voltage. The load induces phase shifts of 
36.58°, 33.9°, and 39.28° for each phase, resulting in power 
factors of 0.802, 0.830, and 0.774, respectively. These low 
power factors indicate the consumption of reactive power 
in each phase. Since the power factor is considerably less 
than unity, it is essential to add compensation capacitors to 
correct this issue. 

B. Results and Discussion After Compensation 

In the test conducted after compensation and automatic 
power factor correction, the relays are controlled 
automatically by the Arduino, which calculates the 
required correction value. The Arduino then activates the 
appropriate relay to close the circuit, connecting the 
capacitor bank to the electrical network. These capacitors 
are specifically designed to improve the system's power 
factor and reduce the amount of non-productive reactive 
energy circulating within the network. 

From the measurements in table 3 and by using 
equation (14), we can determine the theoretical value of the 
compensation capacitor. C =  ୕ୡ�2×ω = ×ሺ୲an୕−୲an୕ǯሻ�2×ω = Ͷ.Ͳͷ µ(16)                       ܨ 

The addition of capacitors has resulted in significant 
improvements to the electrical system, as shown in Table 
IV and Figure 10. A notable reduction in current indicates 
a decreased demand for reactive energy and enhanced 
efficiency. Active power has also increased, reflecting 
more effective energy use. The reduction in reactive power 
highlights the capacitors' effectiveness in improving the 
power factor. Furthermore, the power factor has improved 
significantly. This improvement leads to lower energy 
losses and greater system efficiency. Overall, these 
changes demonstrate the effectiveness of using capacitors 
for reactive energy compensation, making the system more 
cost-effective and reliable. 

TABLE IV.  PRACTICAL MEASUREMENTS AFTER CORRECTION 

L(H) U1(V) I1(A) P1(W) Q1(VAR) U2(V) I2(A) Cos� 

2.4 379.1 0.251 164.7 5.7 379.3 0.25 1 

 

 

Fig. 10. Electrical characteristics of load after correction 

To verify the results displayed on the LCD, we used a 
three-phase electrical network analyzer, the CA 833, to 
capture the voltage and current measurement signals, as 
shown in Figures 11 and 12. 

 

Fig. 11. Experimental results after correction: Current and voltage 
of three-phase load 

 

Fig. 12. Experimental results after correction: Phase shift Vector 
diagram, and powers. a): phase1 and b): phase 2  

C. Comparative study 

Table 4 summarizes the results before and after power 
factor correction. Initially, the measured power factor 
caused cable overloading due to the high current from the 
reactive component, leading to significant additional costs. 
However, after implementing the correction device, a 
noticeable improvement was observed: the current 
decreased, and the power factor improved, effectively 
eliminating these extra expenses. This improvement occurs 
automatically and adaptively, highlighting the 
effectiveness of the power factor correction system in 
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optimizing electrical performance and reducing operational 
costs. 

TABLE V.  RECAPS THE RESULTS OBTAINED BEFORE AND 
AFTER CORRECTION  

Load Voltage 

U(V) 

Current 

I (A) 

Active 

power 

 P(W) 

Reactive 

power 

Q(Var) 

Cos� 

Before compensation 
 

Simulation 

 

 
376.9 

 
0.2 

 
114 

 
173.6 

 
0.602 

 

practical 

 
379.8 

 
0.27 

 
126.1 

 
124.7 

 
0.7 

After compensation 
 

 simulation 
 

382.1 
 

0.21 
 

164.1 
 

12.06 
 

1 

 

practical 

 
379.1 

 
0.25 

 
164.7 

 
5.7 

 
1 

V. CONCLUSION  

In this study, both simulation and practical 
implementation of automatic power factor correction using 
Arduino have been successfully demonstrated. The 
simulation provided a solid theoretical foundation, 
highlighting the significant impact of power factor 
correction on system efficiency and energy consumption. 
Through the practical setup, the Arduino-based control 
system effectively monitored and adjusted the power factor 
by automatically activating the appropriate capacitors. The 
results showed a notable improvement in the power factor, 
reduced reactive energy consumption, and enhanced 
overall system efficiency. This approach not only 
demonstrated the feasibility of using Arduino for real-time 
power factor correction but also emphasized its cost-
effectiveness and adaptability for various electrical 
systems. The integration of automation through the 
Arduino platform offers a reliable solution for optimizing 

energy use, reducing operational costs, and improving the 
sustainability of electrical networks. 
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Abstract— Fractional adaptive control is a novel approach 

that combines the advantages of classical adaptive control and 

fractional order concepts to improve the performance and 

robustness of dynamic systems. This paper provides an in-depth 

exploration of this method, highlighting its theoretical 

foundations and practical advantages. A review of recent works in 

this area is presented, highlighting the applications of fractional 

adaptive controllers in complex environments. Based on a 

rigorous methodology, the paper proposes a case study applied to 

a typical dynamic system, demonstrating the effectiveness of this 

approach in terms of stability and accuracy. The results obtained 

show that fractional adaptive control outperforms traditional 

methods, especially in situations where uncertainties and 

disturbances are significant. Finally, future research perspectives 

in this area are discussed, paving the way for new industrial 

applications. 

Keywords— Adaptive command, fractional controller, 

parameter optimization, genetic algorithm, dynamic systems 

stability 

I. INTRODUCTION  

The control of dynamic systems is a central area of 
research in automation, particularly when it comes to 
managing complex systems subject to uncertainties. In this 
context, adaptive control techniques have demonstrated their 
effectiveness by allowing the system to automatically adjust 
to parameter variations or unforeseen disturbances. However, 
classical adaptive control approaches sometimes have 
limitations, particularly in terms of robustness and 
performance in environments where dynamic phenomena are 
poorly modeled. 

At the same time, fractional order systems, characterized 
by non-integer derivatives and integrals, provide a theoretical 
framework capable of modeling real dynamics with high 
accuracy. These approaches allow capturing intermediate 
behaviors between strictly integer models, thus providing 
increased flexibility in system control. Fractional controllers, 
such as fractional PIDs (PIȜDȝ), introduce two additional 
degrees of freedom that improve robustness and performance 
accuracy, especially in complex environments. 

Many recent works have highlighted the advantages of 
fractional approaches in the field of control. For example, 
Monje et al. (2010) demonstrated the effectiveness of 
fractional PIDs in industrial systems subject to disturbances 
and uncertainties, obtaining better stability compared to 

classical PIDs. Furthermore, Chen et al. (2018) explored the 
use of genetic algorithms to optimize the parameters of 
fractional controllers, showing their rapid adaptation and 
robustness in dynamic environments. Ahmed et al. (2020) 
applied these concepts in the field of robotics, significantly 
improving trajectory tracking for robots operating in 
unstructured environments. Finally, Li et al. (2019) 
demonstrated that the integration of stochastic optimization 
techniques, such as particle swarm algorithms (PSO), allows 
the design of efficient adaptive fractional controllers suitable 
for large-scale systems. 

Despite these advances, many challenges remain in the 
practical application of fractional adaptive control. These 
challenges include real-time optimization of fractional 
parameters, management of computational costs, and 
implementation in complex industrial environments. The aim 
of this paper is therefore to present an in-depth analysis of 
fractional adaptive control, highlighting its theoretical basis, 
advantages, and potential applications. A case study will also 
be introduced to illustrate the effectiveness of this method 
compared to traditional approaches. 

 

II. STATE OF THE ART 

1. Advances in Adaptive Control 

µResearch in adaptive control has overcome the 
limitations of fixed-parameter controllers by introducing 
methods that can dynamically adjust parameters based on 
system conditions. Notable approaches include: 

Adaptive Reference Model Control (MRC): Used to 
maintain the output of a system close to that of an ideal 
reference model. 

Robust Adaptive Control: Designed to handle large 
uncertainties while ensuring stable performance. 

However, these conventional approaches show limitations in 
complex systems where nonlinear dynamics or large 
disturbances are present.  

2. Introduction of fractional concepts 

Fractional order systems, integrating non-integer 
derivativesܦ∝, have opened new perspectives in the control of 
dynamic systems. They allow the modeling of complex 
behaviors with memory effects, absent in classical 
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approaches. Fractional PID controllers, have demonstrated 
their effectiveness in the robust control of dynamic systems 
through the addition of fractional orders Ȝ and ȝ which allow 
a more precise and adaptable response.  

4. Methodology and Modeling 

4.1. DC Motor Modeling 

                   �� = �ܮ ����௧ + ���� +  (1)                         ��ܭ

ܬ                      ���௧ + �ܤ =  ௧��                                     (2)ܭ

 

      4.2. Internal  Model   

 The internal model is a simplified approximation of the 
engine dynamics, used to facilitate error estimation and 
parameter adaptation. Its transfer function is given by 
 
 

                             �ሺݏሻ = �௦+ଵ

K: static gain of the internal model, estimated in steady state � : time constant, calculated from the dynamic parameters 
This classic internal model is used to calculate the error 
between the actual output of the engine (y(t)) and that 
predicted by the internal model (y^(t)). 
 
     4.3. Fractional PID Controller 
The motor is controlled using a fractional PID ሺ��ఒܦఓሻ  , 
whose transfer function is given by: 
 

ሻݏሺܥ                                  = �ܭ + �௦λ +  ఓ                 (4)ݏ�ܭ

, �ܭ      , �ܭ  .proportional, integral and derivative gains :�ܭ
Ȝ, ȝ Fractional orders for integration and differentiation  
(Ȝ<0, ȝ<0) 
The order is calculated based on the error: 
 
                              ݁ሺݐሻ = ሻݐሺݎ − �̂ሺݐሻ                              (5) 
                                  
Where r(t) is the instruction and �̂ሺݐሻ  the output of the 
internal model. 
 
     4.4. Parameter Adaptation 
 
To optimize performance, the fractional PID parameters ሺܭ� , , �ܭ   (Ȝ, ȝ ,�ܭ
are dynamically adjusted using a genetic algorithm. This 
algorithm follows the following steps: 
1-Initialization: An initial population of potential solutions is 
randomly generated. 
2-Evaluation: Each solution is evaluated according to a cost 
function based on the cumulative squared error (ISE): 
 

ܬ                                 = ∫ ݁ଶ� ሺݐሻ݀(6)                                              ݐ 
 

3-Selection and Crossover: The best solutions are 
combined to produce a new generation. 

4-Mutation: Small perturbations are introduced to further 
explore the solution space. 

5-Convergence: The process is repeated until the optimal 
parameters are obtained. 

4.5. Integration of Adaptive Control 

The overall architecture of the system is organized as 
follows: 

Calculating the error: The difference between the motor 
output y(t)  and that of the internal model  �̂ሺݐሻ  is used 
to adapt the parameters  

Control: The fractional PID generates the command u(t) to 
keep the system stable and precise, even in the face of 
disturbances or parameter variations. 

5. Results and Discussions 

5.1. Determination of Controller Parameters 

The controller parameters were optimized using a genetic 
algorithm. The cost function used for this optimization is 
based on the cumulative squared error (ISA) 

 

ܬ                            = ∫ ݁ଶ� ሺݐሻ݀(6)                                    ݐ  

Where y(t) is the instruction and �̂ሺݐሻ  the output of the 
internal model. 
Parameters obtained for the classic PID: 
�ܭ         = ͳ,5 ; = �ܭ  Ͳ.ͺ; ܭ� = Ͳ.ͳ         
Parameters obtained for fractional PID: 
�ܭ         = ͳ, ; = �ܭ  Ͳ.ͻ; ܭ� = Ͳ.;  ɉ = Ͳ.ͺ; Ɋ = Ͳ.    
These settings ensure optimal performance for each 
controller under the simulated conditions. 
 
5.2. Step Response 
The performance of the optimized controllers was evaluated 
in response to a step-type input. The results show that: 

 Adaptive fractional PID reduces the rise time to 0.3 
s, compared to 0.5 s for conventional PID. 

 The steady-state error is eliminated with fractional 
PID, while a slight deviation remains with classical 
PID. 

 Overshoot is better controlled with fractional PID, 
providing a more stable response. 

  

 
               Figure (1) Classic PID vs Fractional PID 

 

The R,B meter parameters are modified at t=5s (increase 
of R and B) 
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          Classic PID vs Fractional PID with changing motor 
parameters 

Expected results: 

Graph 1: Initial parameters 

Fractional PID offers a faster response, with controlled 
overshoot and increased accuracy compared to classical 
PID. 

5.2 Discussion 

The results obtained highlight the notable differences 
between the performances of the classical PID and the 
fractional PID in the two simulated scenarios: 

1- Initial parameters 

 The fractional PID showed a faster and more accurate 
response, with minimal overshoot and rapid 
stabilization. This demonstrates its ability to better 
manage the dynamics of the initial system, thanks to 
its more flexible structure and its ability to model 
complex behaviors. 

   2-After changing the motor parameters (increasing 
resistance R and friction B), the fractional PID 
continued to adapt effectively, maintaining a stable 
response with minimal disturbance. 

     The classical PID, however, showed increased 
oscillations and a prolonged settling time. This 
illustrates its limitations in the face of large dynamic 
variations. 

6. Conclusion 

This work allowed to compare the performances of the 
classical PID and fractional PID controllers in the context of 
the control of a direct current motor, both with initial 
parameters and after a modification of the dynamics of the 
motor 

Main contributions: 

Better performance of fractional PID: The fractional 
controller has demonstrated its superiority in terms of speed, 

precision and robustness, even in the face of dynamic 
disturbances or noise. 

Limitations of classical PIB: Although effective under 
stable conditions, classical PID shows weaknesses when faced 
with parametric variations or uncertainties. 

Perspectives: 

Extend this study to include a fractional internal model, 
which could further improve the control accuracy and 
adaptability. 

Apply these methods to more complex systems to validate 
their effectiveness in real environments. 
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Abstract—Permanent Magnet Synchronous Motors (PMSM)
are popular in motion control applications due to their long
lifespan, efficient energy use, and low maintenance needs. How-
ever, the performance of PMSM can be affected by changes in
parameters and load conditions. To address this, vector control
techniques are used, allowing PMSM to operate similarly to
separately excited DC motors in demanding applications. This
paper examines speed control challenges in PMSM by using
both PI control and backstepping control based on the Lyapunov
theorem. The PI controller achieves good results for speed
regulation. To improve response time and resilience to uncertain-
ties and disturbances, backstepping control is introduced. This
method ensures precise speed control, completely eliminating
speed errors, and offers robust management of the PMSM with
fast response and strong resistance to disturbances across various
conditions.

Index Terms—PMSM, Vector control, PI control, Backstepping
control, Lyapunov theorem.

I. INTRODUCTION

Given the high efficiency, elevated power density, and

broad speed range of Permanent Magnet Synchronous Motors

(PMSMs), they have become highly attractive for various

applications, including renewable energy systems and electric

vehicles [1]. PMSMs offer a unique advantage of reduced

power losses due to the absence of rotor windings, making

them suitable for high-performance applications where effi-

ciency and precise control are paramount. However, PMSMs

exhibit nonlinear and highly coupled dynamics, posing signif-

icant challenges in designing an effective control strategy [2].

To address these challenges, advanced control strategies such

as Field-Oriented Control (FOC) and Direct Torque Control

(DTC) have been implemented, allowing precise control over

the torque and flux components by transforming the stator

currents into a rotating reference frame using Park’s transfor-

mation [3].

In particular, FOC enables a decoupled control of torque

and flux through the use of d and q axis current components.

The torque-producing current, aligned with the q-axis, and the

flux-producing current, aligned with the d-axis, allow PMSMs

to emulate the control structure of a DC motor. This setup,

often realized through Proportional-Integral (PI) controllers,

is widely adopted due to its simplicity. Nonetheless, PI con-

trollers may not be sufficient to address dynamic disturbances

and parametric uncertainties in PMSM applications with vary-

ing load conditions .

As a result, researchers have extensively explored nonlinear

control techniques to enhance the robustness and performance

of PMSM systems. Techniques such as Model Predictive

Control (MPC) [4], Sliding Mode Control (SMC) [5], and

Backstepping Control [6] have been proposed to improve the

dynamic response and fault tolerance of PMSMs. Among

these, the backstepping control strategy has gained attention

due to its recursive design methodology, which is particularly

suited for nonlinear systems like PMSMs [7]. Backstepping

control enables precise tracking of speed and position by

systematically addressing each state in the PMSM’s dynamic

model [8]. However, for backstepping control to perform

effectively, an accurate understanding of machine parameters

and operating conditions is essential.

To further enhance system robustness under model un-

certainties and external disturbances, adaptive backstepping

control methods have been developed. These methods allow

real-time adaptation to variations in machine parameters, thus

improving stability and performance across diverse operational

conditions [9]. Recent studies have shown that adaptive back-

stepping control strategies can achieve faster response times

and increased robustness, especially in scenarios where load

changes are frequent [10]. Furthermore, intelligent control
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methods, such as neural networks and fuzzy logic, have

been integrated with adaptive control to provide additional

robustness and adaptability to unforeseen variations in PMSM

dynamics [11], [12].

The remainder of this paper is structured as follows: Section

2 discusses an advanced speed control strategy for PMSMs

using vector-based algorithms and backstepping control to

achieve high-performance speed regulation. Section 3 presents

the simulation parameters, conditions, and results. Finally,

Section 4 provides a comprehensive summary and conclusions.

II. CONTROL OF THE SPEED PRODUCED BY PMSM

To achieve an optimal speed output from the Permanent

Magnet Synchronous Motor (PMSM), it is essential to em-

ploy suitable optimization control techniques for regulating

the rotor’s speed. In this context, we introduce two control

techniques:

A. Vector control based on PI controller

This approach is among the strategies employed to enhance

the control quality of the mechanical power generated by

the Permanent Magnet Synchronous Motor (PMSM). In this

method, the stator current vector is decomposed into two com-

ponents one governing flux control and the other influencing

torque, aligning its dynamics with that of the separately excited

DC machine [13]. The model of the PMSM is represented by

the following equations:










Vd = (Rs + Ldp)id − wLqiq

Vq = (Rs + Lqp)iq + wLdid + wϕf

j d
dt
w = Ce − Cr − fw

(1)

With:
w = p · wr

Ce =
3

2
p (Ld − Lq) id · iq + ϕf · iq

(2)

The essence of vector control for the Permanent Magnet

Synchronous Motor (PMSM) involves aligning the rotor flux

along the d-axis. This strategy aims to maintain a constant

alignment of the d-axis with the magnet’s flux vector. The

reference for the current, id is kept at zero. Within this

control scheme, nonlinear decoupling is employed to close

the Park current regulation loop using Proportional-Integral

(PI) controllers [14].

id = 0 ⇒ iq = is (3)

The system of equations for the Permanent Magnet Syn-

chronous Motor (PMSM) is expressed as:










Vd = −ωLqiq

Vq = (Rs + Lqp)iq + ω ϕf

Ce =
3
2pϕf iq

(4)

Since the flux (ϕf ) is held constant, the torque is directly

proportional to the current component iq .

B. Backstepping Controller

In this section, we have presented the application of back-

stepping control in the PMSM motor. This approach is de-

signed to maintain the same general structure as vector control,

while ensuring regulation and limitation of currents.

Fig. 1. Block diagram of backstepping control of PMSM

The model is written in the following form:





did
dt
diq
dt
dw
dt
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Can be rewritten in the following form:











did
dt

= −Rs

Ld
id +

Lq

Ld
wriq +

1
Ld

vd
diq
dt

= −Rs

Lq
iq −

Lq

Ld
wrid −

ϕf

Lq
wr +

1
Lq

vq
dw
dt

= 3
2
Pϕf

J
iq −

P (Lq−Ld)
J

idiq −
f
J
w −

cr
J

(5)

The fundamental idea behind backstepping control is

to make the closed-loop system of cascaded first-order

subsystems stable in the sense of Lyapunov, providing it

with robust qualities and asymptotic global stability. Using

these variables iq, id the voltage vq, vd commands are then

calculated to ensure speed control of the PMSM and the

overall stability of the system.

1) First Step - Calculation of the Vdref Control Law

Given that the direct current is a controlled quantity, its

desired value and regulation error are defined by:

idref = 0

e1 = idref − id
(6)

From equations (5) and (6), the dynamic equations of the error

are:

ė1 = i̇dref − i̇d

e1 = i∗dref +
Rs

Ld

id −
Lq

Ld

wriq −
1

Ld

vd
(7)

303 FT/Boumerdes/NCASEE-24-Conference



Since the objective requires the error e1 to converge to zero

and also demands that the current be regulated and limited, we

use the Lyapunov function V1, which represents in a sense, the

energy of the error

V1 =
1

2
e21 (8)

The derivative of the function, written from equations (6) and

(7), is as follows:

V̇1 = e1ė1

V̇1 = e1

(

i̇dref +
Rs

Ld

id −
Lq

Ld

wriq −
1

Ld

vd

)

(9)

To ensure that the derivative of the criterion is always neg-

ative, the derivative of V1 must take the form V̇1 = −K1e
2
1

introduced by the backstepping method, where

V̇1 = e1

(

i̇dref +
Rs

Ld

id −
Lq

Ld

wriq −
1

Ld

vd

)

= −k1e
2
1 (10)

This equation allows us to define the voltage command Vd

for the subsystem to ensure Lyapunov stability and force the

current id to follow its reference idref = 0. We obtain the

reference voltage Vdref :

vdref = Ld

(

k1e1 +
Rs

Ld

id −
Lq

Ld

wriq

)

(11)

2) Second Step - Calculation of the Virtual Current Control

Law iqref = 0
Since the rotor speed is the primary modulating variable,

we define its trajectory specified by a reference value and

regulation error:

e2 = wref − w

e·2 = wref − w·

e·2 = w·

ref −

(

Pϕf

J
+

P (Ld − Lq)

J
id

)

iq −
f

J
w −

cr

J
(12)

Our objective requires the error e2 to converge to zero, which

is achieved by choosing iq as the virtual control in equation

(12). The Lyapunov function

V2 = V1 +
1

2
e22

V2 =
1

2

(

e21 + e22
)

(13)

By choosing V̇2 semi negative definite such that:

V2̇ = −k1e
2
1 − k2e

2
2 ≤ 0

We obtain:

k2e2 + ẇref −

(

Pϕf

J
+

P (Ld − Lq)

J
id

)

iq +
f

J
w +

cr

J
= 0

(14)

Considering that idref = 0, this leads to defining the iqref = 0
command necessary to determine the voltage Vqref .

iqref =

(

k2e2 + w′

ref +
f

J
w +

cr

J

)(

J

Pϕf

)

(15)

3) Third Step - Calculation of the Final Control Law Vqref

This step aims to determine the reference voltage, with

the new regulation objective being the current considered as

the virtual control of this step. We define a new regulation

error as follows:

e3 = iqref − iq

ė3 = i̇qref − iq

ė3 = i̇qref −

(

−Rs

Lq

iq −
Ld

Lq

wrid −
ϕf

Lq

wr +
1

Lq

vq

)

(16)

Since the objective requires this error to also converge to zero

and demands that the current be regulated and limited, we use

the extension of the Lyapunov function as follows:

V3 = V1 + V2 +
1

2
e23

V3 =
1

2

(

e21 + e22 + e23
)

(17)

The derivative of the function is written as follows:

V̇3 = V̇1 + V̇2 + e3ė3 (18)

V̇3 = V̇1 + V̇2 + e3

(

i̇qref −

(

Rs

Lq

iq −
Ld

Lq

wrid −
ϕf

Lq

wr +
1

Lq

vq

))

(19)

By choosing V̇3 semi negative definite such that:

V̇3 = −k1e
2
1 − k2e

2
2 − k3e

2
3 ≤ 0 (20)

We obtain:

V̇3 = −k1e
2
1 − k2e

2
2 − k3e

2
3 = −k1e

2
1 − k2e

2
2 + e3ė3

e3ė3 = −k3e3e3

ė3 = −k3e3

(21)

We obtain:

iqref −

(

−Rs

Lq

iq −
Ld

Lq

wrid −
ϕf

Lq

wr +
1

Lq

vq

)

= −k3e3

(22)

We deduce the final control law V̇qref :

Varef :

vqref = Lq

(

i̇qref +
Rs

Lq

iq −
Ld

Lq

wrid −
ϕf

Lq

wr + k3e3

)

(23)

III. COMPARATIVE ANALYSIS OF THE PROPOSED

CONTROLS

To evaluate the two control techniques applied to our

system in this document, we will conduct a comparative study

between these methods. This comparison involves a series of

tests:
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Fig. 2. Speed response, (a) Backstepping Controller, (b) Vector control based
on PI controller

Fig. 3. Current d response, (a) Backstepping Controller, (b) Vector control
based on PI controller

A. The initial test is conducted with a constant resisting

torque of zero

B. The second test fig.5 , incorporating two criteria, includes

monitoring the mechanical speed for the reversal of the

direction of rotation and applying a resisting torque equal

to 5N.m at t=0.2s

C. The final test fig.6, defining overspeed control, introduces

the application of a resisting torque equal to 5N.m at t=0.2s

The simulation results presented the Figures 1, 2,

3, and 4 clearly indicate that both control schemes

exhibit commendable performances. The measured speed

closely follows its new reference, with low tracking

Fig. 4. Current q response, (a) Backstepping Controller, (b) Vector control
based on PI controller

Fig. 5. Electromagnetic torque, (a) Backstepping Controller, (b) Vector control
based on PI controller

Fig. 6. Mechanical speed for reversal of direction of rotation, (a) Backstepping
Controller, (b) Vector control based on PI controller

Fig. 7. Overspeed control, (a) Backstepping Controller, (b) Vector control
based on PI controller

errors and acceptable exceedances. The response times,

which characterize the transient regime and the change of

instructions, are notably swift. Furthermore, a significant

enhancement is observed in the results achieved by the

backstepping controller when compared to vector control:

1) The backstepping controller demonstrates zero overshoot

in the transient regime, contrasting with vector control where

an overshoot is noticeable.

2) Regarding the responses of dq-axes current and

electromagnetic torque, there is no significant difference

between the two control methods.

The responses obtained in Fig.5 and 6 for both control

types reveal the superior efficiency of the backstepping

controller system in handling variations in resistive torque

compared to vector control. It is noteworthy that:

1) Upon the application of the load (Cr=5Nm at t=0.2

s), a decrease in speed is evident in the vector control.

2) The backstepping controller exhibits no overshoot

during the transient phase, in contrast to vector control where

overshooting is evident.

IV. CONCLUSION

In this study, we conducted a comparative analysis of

two control methods applied to the Permanent Magnet Syn-

chronous Machine to evaluate their efficiency and performance

under varying parametric and external conditions. The in-

vestigation focused on three key criteria: without resisting

torque (Cr=0N.m), with resisting torque (Cr=5N.m), and with

a change in speed. The results indicate that the backstepping

controller system proves to be the most efficient and effective
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in controlling our system compared to vector control, demon-

strating superior performance in the presence and absence of

parametric and external variations.
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Abstract— To address the issue of applying permanent magnet 

synchronous motors (PMSM) without sensors in certain 

environments, and accounting for the uncertainty in load torque, 

we propose a sensorless model reference adaptive system control 

for PMSM based on the backstepping method. firstly, we shed the 

light on non-linear backstepping control, offering a 

comprehensive perspective on its impact on the stability and 

robust performance of PMSMs. employing Lyapunov functions, 

Secondly, the rotor speed and position are extracted by the MRAS, 

enhances system reliability, improves control performance, and 

reduces costs. Finally, the simulation is executed using 

MATLAB/Simulink. The results show the sensorless control 

algorithm demonstrates proficient capability in accurately 

estimating both rotor speed. the system has promising for 

applications demanding reliable and adaptive sensorless control in 

the face of varying loads. 

Keywords— backstepping control, Lyapunov functions, MRAS, 

permanent magnet synchronous motor. 

I. INTRODUCTION  

      Permanent magnet synchronous motors (PMSMs) have 
established widespread attention and research because of their 
compact structure, high torque-to-current ratio, high power 
density, good fault tolerance, and high work efficiency [1]-[2]. 
Currently, PMSMs find extensive applications in various 
sectors, including new energy power generation systems, 
electric vehicles, aerospace engines, and intelligent robots. 
    The common control methods of PMSM drive systems are 
field-oriented control (FOC) [3], and direct torque control 
(DTC) [4]-[5], and direct flux control (DFC) technique [6]. 
Compared to the FOC and the DFC, the DTC offers better 

torque response and is considered a more appropriate control 
algorithm for PMSM [7]. But the traditional Direct Torque 
Control (DTC) faces challenges, notably variable switching 
frequencies, fluctuations in torque, flux, and current, particula-
rly at low speeds. These issues could be addressed by employ-
ing modern control technology. Therefore, scholars persist in 
exploring advanced and effective control strategies to enhance 
the performance of (PMSM) drive systems, such as sliding 
mode control (SMC) [8], backstepping control, adaptive control 
[9], linearization control [10]. predictive control [11]. and 
intelligent control [12], which improve the performance of 
motor control manifests across various facets. Among these 
control methods, backstepping presents promisingly alternative 
methods for controlling nonlinear systems by combining the 
choice of the Lyapunov function with the control laws which 
allows the overall stability of the system [13].  Various speed 
observers are employed in Permanent Magnet Synchronous 
Motors (PMSM) for accurate and efficient speed estimation. 
One commonly utilized method is the Extended Kalman Filter 
(EKF), which leverages a state-space representation to estimate 
the rotor speed and position. Another approach involves the 
Model Reference Adaptive System (MRAS), which adapts the 
system parameters to closely match the actual motor behavior 
for accurate speed estimation. Additionally, Sliding Mode 
Observers (SMOs) are applied to mitigate the effects of 
uncertainties and disturbances in PMSM systems. Each of these 
speed observers has its advantages and is chosen based on 
specific application requirements, system constraints, and the 
desired balance between accuracy and computational 
complexity. Among those model reference adaptive observer is 
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widely used because of its simple mathematical model, strong 
robustness.  
       In this paper, a sensorless control approach for Permanent 
Magnet Synchronous Motors (PMSM) is proposed, combining 
the Model Reference Adaptive System (MRAS) with the 
backstepping method. The integration of MRAS allows the 
system to adapt and estimate the rotor position and speed 
without the need for direct sensors, addressing the challenges 
associated with sensor costs and complexities. The 
backstepping method is employed to design a controller that 
enhances the overall stability and performance of the sensorless 
control system. Through a series of simulations and 
experiments, the effectiveness of the sensorless MRAS control 
strategy is demonstrated, showcasing improved dynamic 
performance and accurate observation of rotor parameters. This 
approach holds promise for applications where sensor 
installation is impractical or cost-prohibitive, offering a viable 
solution for achieving precise control in Permanent Magnet 
Synchronous Motors. 
  The structure of this paper is outlined as follows. In the second 
section, we present the mathematical model of the (PMSM). 
The third section focuses on the construction of the 
backstepping controller. In fourth section, is devoted to the 
design of sensor-less control utilizing the Model Reference 
Adaptive System (MRAS) method. The results of the 
simulations demonstrate that the control scheme exhibits 
superior dynamic performance and achieves higher observation 
accuracy in fifth section, which is followed by conclusion in 
sixth section. 
 

II. DRIVE MODEL: 

    The backstepping strategy is applied to a (PMSM) powered 
by a two-level voltage source inverter (2L-VSI). This section 
provides a mathematical model for both the power converter 
and the electrical machine. 

A. Power Converter: 

     In applications involving medium and low power rate drives, 
the 2L-VSI power converter is the most widely used.  The 
converter produces the voltage that feeds the machine's stator. 
Eight voltage vectors, six active vectors, and two zero vectors 
are produced by the 2L-VSI  
    The power converters voltage vector in a stationary αβ-frame 
is:                     ݒ௦ ఈ,ఉ ௗݒ =  . ଶଷ (ܵ + �ܵ + �ଶܵ ሻ                     (1) 

 
where  ݒௗ  is the dc-link voltage, S = [ܵ  ܵ  ܵ ]  are the 

switching state of the converter, and  � = ݁2�య   
    Next, in a synchronous d-q frame oriented with the rotor 
angle of the PMSM  �  is, the power converter voltage is 
= ௦ݒ  ௦ ఈ,ఉݒ . ݁−ఏೝ                                                                    (2) 

B. PMSM Model: 

     The mathematical model of the (PMSM) in the rotating  

(d-q) reference frame can be expressed as: 

 
 [ ௦ܷௗ௦ܷ] = [�ௗ ͲͲ �] [௦̇ܫ௦ௗ̇ܫ] + [ ܴ௦ −���ௗ� ܴ௦ ] [௦ܫ௦ௗܫ] + [ Ͳ� �] (3) 

Where ௦ܷௗ  and ௦ܷ  are the stator input voltage, ܴ௦  is stator 
resistance, ܫ௦ௗ ��݀ ܫ௦     are the stator currents, � is flux 
linkages, �ௗ  and  �  are the stator inductances, respectively. 
Additionally,� is the rotor electrical angular speed, calculated 
as ሺ� = p ∗ �   ሻ, where  � is pole pairs, and ��   is the rotor 
mechanical angular speed. 
     
    The PMSM's dynamical model can be written as follows: 
 ௗ�   ௗ௧ = ଵ ሺܶ݁ − ��   − ܶሻ                                                 (4) 

 

   Where B is the friction factor, ܬ  is the inertia of PMSM ܶ   is  
the load torque, ܶ  is  the electromagnetic torque, which can be 
derived as. ܶ݁ = ଷ ଶ ௦� [�ܫ + (�ௗ − �)�ௗ]                                           (5)   

           
  In particular, for a surface-mounted PMSM where �ௗ equals �, the electromagnetic torque can be rewritten as: 
 ܶ݁ = ଷ ��ଶ ௦ܫ                                                                         (6) 

III.  DESIGN OF BACKSTEPPING CONTROLLER 

 
     The fundamental idea of the backstepping approach is the 
use of the so-called “virtual control” quantities to break down a 
complex non-linear control design problem into simpler and 
smaller ones [13]. The Backstepping Controller for a 
Permanent Magnet Synchronous Motor (PMSM) involves a 
systematic process aimed at achieving stable and efficient 
control of the motor's dynamics. 

A. Step1: Stator current reference determination ܫ௦: 
According to the reference rotor angular speed �∗, define the 

error signal    ݁ଵ = �∗  −  �  , The dynamic response of the 
speed error is [14] . ̇ࢋ = �∗̇ + �̇ =   �∗̇ − ��ࢌ� + �� �+ ���                         (7) 

In order to satisfy the tracking performance criteria, the 
initial Lyapunov function linked to the speed errors is 
expressed as (8). This is accomplished by employing equation 
(7). 

{ ଵܸ = ͳʹ ݁ଵଶܸ̇ଵ = ݁ଵ݁ଵ̇                                                                                ሺ8ሻ 
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The dynamics of the Lyapunov function are expressed as 
follows: �̇ = ̇∗�  ሺࢋ − ��ࢌ� + �� �+ ��� ሻ                                (9)                                         

Equation (8) can be expressed such as:  ܸ̇ଵ = −�ଵ݁ଵଶ                                                                   (10) 

Where �ଵ must be positive parameter, in array to 
guarantee a stable tracking, so ݁̇ଵ = �∗̇ + �̇  = −�ଵ݁ଵ                                                 (11) 

   Equation (11) allow the generation of current reference to 
ensure the satisfaction of the Lyapunov stability condition. 
The current reference is represented as follows: �௦∗ =  ሺ �∗̇ + � � + �� + �ଵ݁ଵሻ ଶଷ��                             (12) 

    The virtual control in equation (12) is selected to fulfil the 
objective of stator current regulation and is regarded as a 
reference for the next step. 

B. Step2: Stator voltages reference determination : 
the current errors as follows: {     ݁ଶ = ∗௦ܫ − ௦        ݁ଷܫ = ∗௦ௗܫ − ௦ௗܫ                                             ሺͳ͵ሻ                                                                      
    Then, accounting to (11), (12) will take the following form: 

{   ݁ଶ =  ሺ �∗̇ + ܬ� � + ܶܬ + �ଵ݁ଵሻ ��͵ܬʹ − I௦   ݁ଷ = I௦ௗ∗ − I௦ௗ              ሺͳͶሻ 
Then: {݁̇ଶ = ̇∗௦ܫ − ௦̇݁̇ଷܫ = ̇∗௦ௗܫ − ௦ௗ̇ܫ                                                                    ሺͳͷሻ 

  Following the substitutes of (3) in (15), The dynamics of 
current errors can be expressed as follow: 

{݁̇ଶ = ̇∗௦ܫ + ሺ�� ௦ܫ + ௦ௗܫ �� + �� � − � ሻ݁̇ଷ = ��� ௦ௗܫ − ௦ܫ �� − ���                (16) 

The Lyapunov function for the second subsystem is chosen as: 

ଶܸ = భ2+22+య2ଶ                                                              (17) 

{ܸ̇ଶ = ݁ଵ݁ଵ̇ + ݁ଶ݁ଶ̇ + ݁ଷ݁ଷ̇                                         ܸ̇ଶ = −�ଵ݁ଵଶ−�ଶ݁ଶଶ−�ଷ݁ଷଶ + ଵ݂݁ଶ + ଶ݂݁ଷ            (18) 

 :݁�ℎ݁ݓ

{ ଵ݂ = �ଶ݁ଶ + ̇∗௦ܫ + ሺ�� ௦ܫ + ௦ௗܫ �� + �� � − � ሻଵ݂ = �ଷ݁ଷ + ��� ௦ௗܫ − ௦ܫ �� − ���    (19)          

The dynamic Lyapunov function V2 could exhibit 
negative definiteness if   ଵ݂ and ଶ݂  are chosen to be equal to 
zero. 

{  
  kଶeଶ + Isq∗̇ + ቆRs�q Isq + pω Isd + pφf�q ω − ௦ܷ�q ቇ = Ͳ �ଷ݁ଷ + ܴ௦�ௗ ௦ௗܫ − �� I௦ − ௦ܷௗ�ௗ   = Ͳ                                     ሺʹͲሻ 

The stator voltages control can be deduced as follows: 

{ ௦ܷ = ��ଶ݁ଶ + �ܫ௦∗̇ + ܴ௦� + ��� ܫ௦ௗ + ���   ௦ܷௗ = ܴ௦ܫ௦ௗ − ���ௗ + �ଷ݁ଷ�ௗ ሺʹͳሻ 
  The structural block diagram representing the sensorless 
MRAS of PMSM based on the backstepping method is depicted 
in   Figure 1. The control mode with ܫ௦∗ = 0 is implemented on 
the permanent magnet synchronous motor and the control 
parameter is specifically chosen as follows: k1= 1400, k2== 
1450 and k3== 120. 

 

Fig. 1. Block diagram of PMSM control system. 

IV. MODEL REFERENCE ADAPTIVE SYSTEM (MRAS): 

Model Reference Adaptive System (MRAS) is a widely 
utilized methodology in control system design, particularly in 
the field of adaptive control. The primary goal of MRAS is to 
make a dynamic system behave like a specified reference 
model, even in the presence of uncertainties or varying 
operating conditions. It achieves this by continuously 
adjusting the parameters of the system based on the error 
between the actual system output and the output of the 
reference model. 

 The equation for estimating speed is formulated as follows: 

309 FT/Boumerdes/NCASEE-24-Conference



 �̂ = ∫ �[ሺܫ௦ௗܫ௦̂௧  – ௦ௗ̂ܫ௦ܫ  -
��  ( ௦ܫ − �݀[௦̂ሻሻܫ + ��[ሺܫ௦ௗܫ௦̂ ௦ௗܫ௦ܫ− �� ሺܫ௦ − [௦̂ሻሻܫ + �̂ሺͲሻ                                         (22) 

 
And the equation for estimating position is expressed as: �̂ = ∫ �̂ ݀� ௧                                                         (23) 

Where  �  and �� are the proportional and integral 
coefficients.  
   Figure 2 illustrates a comprehensive Simulink model of the 
MRAS. 
 

Fig. 2. Block diagram of MRAS 

V. SIMULATION RESULTS AND DISCUSSION: 

     Simulation is carried out on a PMSM in the Matlab/Simulink 
environment. This simulation evaluates the sensorless of the 
backstepping control using MRAS. The nominal parameters of 
the PMSM used are presented in table I 

TABLE I.  PMSM NOMINAL PARAMETERS USED IN NUMERICAL 
SIMULATION. 

        Parameters  Values 

Stator inductance Ld, Lq (H) 0.0076 

Stator resistance Rs (�ሻ 2.3 

Friction coefficient B (N.m.s) 0.000169 

Moment of inertia J (kg. �) 0.0032 

 Flux linkages �ࢌ ሺ��ሻ 0.4 

Number of pole pairs p 4 

  

      In the simulation, the reference speed signals are set to 
628rad/s and 418 rad/s. The results of the simulation under no 
load conditions are presented in figures 3 (a, b, c, d and e). It is 
obvious that the Model Reference Adaptive System exhibits 
global convergence, ensuring minimal overshoot in speed 

changes. Moreover, the speed error between the estimated and 
actual values remains within an acceptable range. The torque ܶ, and ܫ௦  current can quickly converge to the stable values and 
the d-axis current is maintained at zero with small oscillations. 
In addition, Three-phases ܫ ܫ , and ܫ  stator currents can be 
small with no-load. 

 

(a). Reference, actual and estimated rotor speed 

(b). The error between actual and estimated value of speed. 

 

(c). electromagnetic and load torque. 
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(d).   (d-q) axes current response 

 

 

(e). Three-phases ia, ib and ic stator currents. 

Fig. 3. System performance with Speed change from 628rad/s to 418 rad/s 
without load torque 

    To assess the robustness of the proposed sensorless control 
algorithm, During the operation of the motor 628 (rad/s) for a 
duration of 1 seconds, the load torque is given to 17N.m Before 
was 10 (N.m). The simulation results are presented in Figures 
4 (a, b, c, d and e). It is evident that after addition of the the 
load. The motor speed exhibits some oscillation after the load 
is applied. However, the error between the estimated value of 
the MRAS and the value actual of remains within an acceptable 
range. The proposed control effectively manages the motor 
speed, swiftly bringing it back to the designated reference 
value. Figure 4(b) depicts the speed error between the estimated 
and actual values confirming the algorithm's fast response and 
robust performance. Therefore, the MRAS control algorithm 
proposed based on the backstepping method demonstrates 
effective estimation of the rotor speed in a permanent magnet 
synchronous motor. 

 

 
(a). Reference, actual and estimated rotor speed 

 
 

 
(b). The error between actual and estimated value of speed. 

 
(c). electromagnetic and load torque. 

 
.                                 (d). (d-q) axes current response 
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(e). Three-phases ia, ib and ic stator currents. 

Fig. 4. System performance with load torque charge from 10(N.m) to 
17(N.m) 

 

VI. CONCLUSION: 

In this paper, a MRAS control of PMSM based on backstepping 
is proposed. Firstly, the comprehensive evaluation of the 
control is performance reveals its efficacy in accurately 
estimating the rotor speed of the permanent magnet 
synchronous motor. The combination of MRAS and 
backstepping proves to be a potent strategy, ensuring precise 
control and estimation in sensorless operation. The algorithm's 
ability to maintain rotor speed within acceptable ranges 
underscores its practical utility.  Then the proposed control 
demonstrates exceptional robustness, particularly in the 
presence of varying loads and uncertainties. The control 
strategy effectively mitigates the impact of load torque 
uncertainties, contributing to stable and reliable motor 
operation. Finally, its notable features include a rapid speed 
response and enhanced robustness, making it a promising 
solution for applications demanding reliable and adaptive 
sensorless control in the face of varying loads. 
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Abstract— This paper introduces a novel nonlinear super 

twisting sliding mode control (ST-SMC) strategy for grid-

forming converters operating within a droop control 

framework. As a second-order system, the three-phase voltage 

source inverter with an LC filter presents challenges for 

traditional sliding mode control due to potential chattering. The 

ST-SMC technique mitigates these challenges by incorporating 

robust feedback linearization principles. A graphical method 

based on Lyapunov's direct method is employed to design the 

switching gain, ensuring effective disturbance rejection. The 

study demonstrates that the implementation of ST-SMC 

significantly enhances the frequency response of the power-

frequency (P-f) loop, leading to faster dynamics. Additionally, 

the proposed control method improves both the transient and 

steady-state performance of the grid-forming converter. 

Keywords—Grid-forming, voltage source inverter, supper 

twisting sliding mode control (ST-SMC), LC filter. 

I. INTRODUCTION  

With the increasing integration of inverter-based 
generation, ensuring converter stability is crucial for 
maintaining overall grid stability [1]. Grid-forming (GFM) 
converters have gained significant traction in industry 
applications due to their ability to regulate voltage and 
frequency, mimicking the behavior of traditional synchronous 
generators in power networks [2]. The primary approaches to 
GFM converter control can be categorized into four main 
types [3]: (a) virtual synchronous machines (VSM), (b) Type 
A droop control, (c) Type B droop control, and (d) virtual 
oscillator control. Among these methods, droop control is 
well-established, with Type A droop control being particularly 
prevalent in microgrid applications [4]. 

Droop control strategies are further divided into single-
loop and multi-loop configurations, based on their internal 
control mechanisms [5]. This study utilizes Type A droop 
control with conventional droop characteristics [6], where 
active and reactive power inputs determine the system’s 
angular frequency and voltage magnitude outputs, 
respectively, as depicted in Figure 1. In contrast to single-loop 
systems, multi-loop droop control incorporates a dedicated 
current control element, typically implemented with a PI 
regulator. While this addition enhances current regulation, it 
can reduce the stability margin of the power-frequency (P-f) 

droop loop [5,7], particularly in weak grids experiencing 
significant frequency fluctuations. 

To address these challenges, advanced techniques such as 
nonlinear model predictive control have been introduced to 
enhance the frequency response of droop-based GFM 
converters [8]. Furthermore, various sophisticated control 
strategies [9-12] aim to improve dynamic performance and 
stability across a wide range of operating conditions. 
However, these methods often face limitations due to 
constraints in selecting controller gains while preserving 
system stability. 

Sliding mode control (SMC) provides greater adaptability 
compared to traditional methods. Motivated by this 
advantage, the study focuses on developing and analyzing a 
nonlinear super twisting sliding mode control (ST-SMC) 
approach to enhance the dynamic and frequency response of 
droop-based grid-forming converters (GFMs) equipped with 
LC filters. Higher-order designs are favored over lower-order 
variants due to their ability to minimize switching frequency 
effects and facilitate state feedback control. 

This research addresses several the design of the proposed 
ST-SMC methodology which is tailored grid-forming 
converter (GFM) equipped with LC filter. 

 

The study begins by establishing a mathematical model for 
grid-connected converters with LC filter. It then delves into 
ST-SMC theory, detailing the design of voltage and current 
controllers using this technique. A thorough control system 
model is subsequently derived, followed by Lyapunov 
stability analysis to define appropriate control law. Finally, 
various contingency scenarios are simulated to evaluate the 
performance advantages of the ST-SMC controller over its 
conventional counterpart. The paper is organized as follows: 
Section 2 presents the mathematical model of the three-phase 
Grid forming inverter system. Section 3 details the 
development of the proposed ST-SMC control strategy in the 
natural reference frame. Section 4 provides simulation results 
obtained using MATLAB® and Simulink®, demonstrating 
the effectiveness of the proposed control method. Finally, 
Section 5 concludes the paper with a summary of the key 
findings and contributions. 
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II. MATHEMATICAL MODEL OF GRID-FORMING INVERTER 

A. Inverter model 

A three-phase voltage source inverter (VSI) is employed, 
comprising six bidirectional switches, each consisting of an 
Insulated Gate Bipolar Transistor (IGBT) and an anti-parallel 
diode. This inverter is interfaced with the three-phase grid 
through an LC filter, as illustrated in Fig. 1. The voltage vector 
produced by the inverter can be expressed as a function of the 
DC-link voltage and the switching states, as detailed in 
equation [13]:  

        ( )2 /3 4 /32

3

j j

i dc a b cv V S e S e S  = + +  
               (1) 

where
dcV  is the DC supply voltage,

aS ,
bS and 

cS  are the 

switching states of the inverter. 

B. Three phase grid-forming voltage source inverter 

The dynamic behavior of the grid-forming inverter (Fig.1) 
is described by a mathematical model expressed in the natural 
frame. This model, essential for controller design, is given by 
the following equations: 
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Where: 

• 
opv  is the abc components of the filter output 

voltage.  

• 
ipi  is the abc components of the inverter and filter 

output currents, respectively.  

• C is the filter capacitance.  

• L1 is the inverter-side filter inductances, with r1 as 

its equivalent resistance.  

III. CONTROLLER DESIGN 

This section delves into the design and implementation of 
the ST-SMC strategy. The goal is to compel the output voltage 
to track a reference signal in the presence of measured and 
unknown disturbances. The desired reference signal is 
expressed as: 

                       * sin( )op pv E t = +                         (3) 

Where șa = 0°, șb = 120° and șc = 240°, E is the peak 
voltage and ω is the nominal angular frequency. 

 Let the sliding function and its derivative be defined as 
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The core component of Sliding Mode Control (SMC) is 
the sliding manifold, which dictates the system's dynamic 
behavior. 
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Fig. 1. Three-phase grid-forming inverter with the suggested ST-SMC 
controller. 

 The proposed sliding manifold and its derivative are 
defined as follows: 
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The derivative from equation (5) can be further expanded to:               

1 1

* * 1 1 1
( ) d

p

op

op d op d op cp ip ip

di k
S

C dt L C L C C
v k v k i v v i= + + + + − −  (6) 

The global control law Up is defined as the sum of a 
continuous control known as the equivalent control ueq and the 
switching control term usw as follows: 

                                     p eqp swpU u u= +                                (7) 
 

The switching term guarantees the convergence of the system 
dynamics to the sliding surface, while the equivalent term is 
responsible for sustaining the system's motion on this surface, 

using the condition 0pS =  The latter is derived as: 

    
* *

1 1 1 1( )
op

eqp op d op d op cp d ip

di
u CL v CL k v L k i v L k i

dt
= + + + + −   (8) 

In accordance with ST-SMC, the switching control term (usw) 
is designed to implement the super-twisting algorithm. This 
term comprises two distinct components: 
 

                                    1 2swp p pu u u= +                              (9)    

where : 
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In this context, the parameter λ is a positive constant typically 
ranging from 0 to 1. The signum function, denoted by sign, is 
defined as follows: 
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Additionally, the convergence to the sliding surface can be 
ensured by selecting appropriate values for the parameters k1 
and k2, as suggested in reference [16]. 
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For linearly dependent systems, the super-twisting control 
equation can be simplified further by introducing the 
constants Ș and δ. In such cases, the switching control term, 
usw, can be expressed as: 

                ( ) ( )swp p p pu S sign S sign S


 = +               (13) 

    
From Equation (10) and, the final control law can finally be 
derived as follows: 
 

       
*1 1

1 1

2 2

( 1)p cp op cp d p swp

L L
U v v CL v CL k u

L L
= + − + + −            (14) 

 

The control law derived in Equation (13) is subsequently 
applied to the inverter using Space Vector Modulation 
(SVM). This strategy minimizes the error between the actual 
and reference grid currents, ensuring stable system operation. 
    The parameters of the controller were determined through 
a trial-and-error optimization process, and their values are 
listed in Table I. 

For the effective design of the proposed ST-SMC, the 
following Lyapunov function is considered: 
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Next, to meet the Lyapunov stability criteria, which requires �̇ ≤ 0, we consider: 
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Substituting Equation (14) into Equation (16) gives: 
 

               * ( ) * ( )
p p pp pV SS sign S S sign S = +              (17) 

 

Since Sp*sign (Sp) > 0, α > 0 and β > 0, then selecting α and β 

large enough would dictate �̇  < 0. Equation (12) can be used 
to select the minimum values of α and β. Thereafter, these 
values can easily be tuned for the optimum performance 
which makes the closed-loop system stable. 
 

IV. SIMULATION RESULTS AND DISCUSSION 

Numerical simulations using MATLAB®/Simulink® 
environment are carried out to confirm the performance of the 
suggested controller. System parameters are listed in Table I. 

The simulation results of active power P and reactive 
power Q are presented in Fig. 2. the active and reactive power 
requested by the load amounts to 1500W and 300 VAR 
respectively. At t= 0.06 s a higher load is connected resulting 
in a total of 5.7 kW of active power and a 1.8 kVAR. It can be 
seen that the ST-SMC and droop controllers are successful at 
delivering the requested power. 

 

 

TABLE I.  SYSTEM PARAMETARS 

Parameter Value 

DC link voltage, Vdc 700 V 

Filter inductance L1 2.5 mH 

Filter capacitance C  50 μF 

 Nominal angular frequency ω 2*π*50 rad/s 

Peak nominal voltage E 230√2 

SVM switching frequency
SVMf  15 kHz 

Sampling time (Fixed-step) 30 μs 

Gains kd, α, β 3e3, 13, 5e9 

 

Fig. 2. Simulation results of (a) Active power and (b) Reactive power 
delivered to the load. 

 
Fig. 3. Three phase voltage at point of common coupling. 

 
Fig. 4. Three phase output current. 

The simulated responses of the output voltage and current are 
plotted in Fig. 3 and Fig 4 respectively. The phase-a output 
THD% is found to be 0.84% while the voltage is 1.04%. Fig. 
7 displays the obtained simulation results when the filter 
inductance and capacitance L1 and C are varied within the 

 

Fig. 5. FFT window and THDv% of phase a voltage at PCC. 
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Fig. 6. FFT window and THDi% of phase a load current. 

specified range.the tests were conducted during high load 
operation. It can be noticed that these variations have minimal 
impact on the output voltage THDv%. These results are very 
promising and demonstrate that the suggested ST-SMC 
controller exhibits low sensitivity to changes in these 
parameters. 

 
Fig. 7. Phase a output voltage THDv% results with grid filter parameters 
varaitions (C and L1).  

 

Fig. 8. Simulation results for the phase-a output voltage and current during 
non-linear load scinario. 

A non-linear load scenario was investigated, the output 
voltage and current are displayed in Fig. 8, The phase-a output 

voltage voa THDv%  during non-linear load test scenario is 

found 1.58%. 

V. CONCLUSION 

This paper presents a novel super twisting sliding mode 
control ST-SMC strategy for three-phase grid-forming 
inverters. The primary objective of this control approach is to 
mitigate harmonic distortion and simplify the controller 
design while eliminating the chattering phenomena. A 
detailed mathematical model of the inverter system is 
developed, followed by the formulation of the ST-SMC 
controller. The proposed controller ensures asymptotic 
stability and enables the injection of sinusoidal currents into 
the load. The effectiveness of the proposed control strategy is 
validated through MATLAB®/Simulink® simulations. 
Simulation results demonstrate the robustness, dynamic 
performance, and steady-state characteristics of the ST-SMC 
controller, leading to a significant reduction in high-frequency 
harmonics and the achievement of active and reactive power 
injection operation. 
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Abstract—This In this study, we examine the stability of 

stick-slip and bit-bounce phenomena encountered in rotary 

drilling operations using a fully coupled two-degrees-of-freedom 

model. The effects of varying operating conditions on the 

stability of the coupled axial-torsional system are assessed by 

analyzing the decay rate of the system's response, with the 

Hilbert transform employed to extract the signal envelope. 

Numerical simulations further illustrate how these operating 

conditions influence drilling stability. 

Keywords—Torsional vibration, axial vibration, coupled 

models, vibration stability 

I. INTRODUCTION  

The phenomenon of self-excited vibrations in drill strings 
has been a longstanding research subject, primarily aimed at 
mitigating adverse effects such as early fatigue of drill pipes 
and premature failure of drill bits. Drill strings predominantly 
exhibit axial, torsional, and lateral vibrations. In extreme 
cases, these vibrations manifest as axial bit-bounce, with the 
drill bit intermittently losing contact with the bottom; lateral 
whirl motions, causing the drill bit to deviate from its central 
axis; and torsional stick-slip motions, resulting in the abrupt 
halting of the drill string’s rotational motion. This research 
seeks to understand and control these vibration modes to 
enhance the operational efficiency and longevity of drilling 
equipment.  

Understanding the stability boundaries of drilling systems 
is crucial for designing effective control strategies to mitigate 
equipment damage and reduce well costs. Several studies have 
explored the complex dynamics of axial-torsional vibrations 
in rotary drilling. Richard et al [1] used the RGD model to 
analyze self-excited vibrations caused by time delay and 
feedback, linking instability to phenomena such as bit-bounce 
and stick-slip. Subsequent research refined this model, 
incorporating axial dissipation, compliance, and damping to 
improve stability predictions. Germay et al [2] highlighted the 
influence of axial dynamics on mean torque, while [3] 
demonstrated that axial vibrations exacerbate torsional 
instability. Advanced models, such as those by [4], 
incorporated high degrees of freedom to study chaotic 
behavior and stability variations with system parameters. 
Other works, including those by [5-7], expanded upon these 
findings by integrating bit-rock interaction nonlinearities, 
state-dependent delays, and bifurcation analyses, revealing 
key factors affecting stability. Studies Zheng et al [8-10],  

emphasized the roles of drill string length, penetration rate, 
and rock properties in shaping stability boundaries. Despite 
these advancements, challenges remain in predicting stability 
ranges for coupled systems, as highlighted by Jakob et al., due 
to the inherent complexity of distributed axial-torsional 
dynamics. 

Here we will use a Hilbert transform to study the stability 
of the system without need to linearize it. Based directly on 
the system response including the nonlinear interactions, we 
will establish a law to detect the damping or the increasing 
oscillation of both the axial and torsional responses over a 
range of operating parameters. The Hilbert transform is a 
popular approach in signal analysis for determining 
instantaneous properties of a time series, particularly the 
envelope amplitude which is the complex Hilbert transform's 
amplitude and instantaneous frequency, referring to the rate at 
which the instantaneous phase angle changes over time. These 
qualities can be used to detect the dynamic characteristics of 
both linear and nonlinear systems [11, 12]. 

This study focuses on the stability analysis of coupled 
axial-torsional vibrations in a drilling system, employing a 
novel approach based on the decay rate percentage of the 
system's dynamic response. By utilizing the Hilbert 
Transform, we effectively extract the envelope of oscillatory 
signals, enabling a precise evaluation of stability under 
various operating conditions. This method captures the 
influence of system nonlinearities, providing a comprehensive 
understanding of how these nonlinear interactions impact 
stability across a wide range of parameters. The findings offer 
valuable insights for optimizing drilling performance and 
mitigating instability-related issues. 

II. DRILL-STRING SYSTEM MODELING 

A. The Model 

Here, a two-degree-of-freedom system is presented, where 
U(t) and Φ(t) denote the axial and angular displacements of 
the drill string, respectively: 

                       a a

t t

MU C U K U Wob

I C K Tob  
   

   
                   (1) 

Where I is the moment of inertia, M is the drill string mass, 
Ca and Ct is the axial and torsional drill pipe damping 
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respectively, Ka and Kt is the axial and torsional drill pipe 
stiffness respectively. 

 
Fig. 1. A diagram of the drill-string model.  

B. Bit Rock Interaction Model  

A variety of torque and weight-on-bit functions have been 
proposed in the literature to investigate stick-slip vibrations in 
models that couple torsional and axial dynamics [1, 13-14]. In 
this study, the model presented in [1] is employed for further 
analysis.  

2 2

( ) ( ) ( ( ))

1
( ( ) ( ) ( ( )) sgn( ) ( ))

2

Wob a d t H H d t al

Tob a d t H H d t a l H U

   

   

 



 

(2) 

In which, ξ is cutter inclination coefficient, σ is the 
contact pressure, γ is the geometry parameter of drill bit, a is 
the radius of bit, µ is the friction coefficient and l is the wear 
flat length. 

Here, the depth of cut d(t) is defined as in [15]: 

                        0( ) sin( )
b

d t d n                                    (3) 

Where d0 is the initial depth of cut and nb is a constant. 

III. STABILITY ANALYSIS  

A. Hilbert Transforms  

The Hilbert transform (HT) differs from other integral 
transforms like Fourier and Laplace in that it does not include 
domain transformation. The algorithm assigns a 
corresponding imaginary portion to a real part or vice versa by 
shifting each component signal by one-quarter of a period. 
The HT pair can determine a signal's amplitude and frequency 
in real-time [16]. 

The HT of the function x(t) is defined by an integral 
transform: 

                 
1 ( )

[ ( )] ( )
x

H x t x t d
t

 


 
              (4) 

The aforementioned mathematical integral expression 
provides little information about the HT's knowledge and 
application. Nevertheless, the physical significance of the HT 
enables us to obtain a far deeper understanding of the 
transition. On a physical level the HT is comparable to a 

specific form of linear filter, wherein every single amplitudes 
of the spectral components are maintained intact, only their 
phases are altered by π/2. 

 
Fig. 2. x(t ) the initial signal, ̃ݔሺ�ሻ the HT pair projection, A(t )the 

envelope.  

B. Decay Rate 

Consider the signal : 

                      0 0( ) sin( )t
y t A e t

                           (5) 

where A0 is the starting amplitude, ω0 is the sinusoid 
frequency, and γ is the damping coefficient that quantifies 
energy dissipation. The signal's envelope follows an 
exponential decay determined by the damping rate. This free 
decay, y(t), is a well-known oscillatory function with an 
amplitude that gradually diminishes to zero over time. The 
time-dependent amplitude, or envelope, is expressed as  

                            0( ) t
A t A e

                                    

(6) 

This envelope illustrates how the amplitude of the 
oscillations varies with time. Whenever the signal is 
oscillating with diminishing amplitude, the envelope will 
gradually decrease over time. 

To detect the decreasing amplitude, the natural logarithm 
(log) is applied to linearize the expression. If the envelope 
decreases significantly, its logarithm will display a linear trend 
over time, described by: 

                      0log( ( )) log( )A t A t                          (7) 

where γ represents the decay rate: 
 Negative slope indicates envelope decay (damped 

oscillation).  

 A zero or positive slope denotes the signal's amplitude 
is not decreasing (the signal may be constant or 
increasing). 

IV. RESULTS AND DISCUSSION  

In this study, a MATLAB code was developed to compute 
the analytic signal of the axial and angular responses of the 
system using the Hilbert Transform (HT). Stability maps were 
constructed by analyzing the decay rate percentage of the 
responses. For the axial stability map, the decay rate was 
calculated over a range of axial damping parameters (Ca) 
while maintaining a fixed torsional damping value. 
Conversely, the torsional stability map was generated by 
varying the torsional damping (Ct) parameter while keeping 
the axial damping constant. As illustrated in “fig. 3” and “fig. 
4”. 
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Fig. 3. Stability map of the torsional response with Ca=10^6 

 
Fig. 4. Stability map of the axial response with Ct=1.  

 

The axial stability map reveals pronounced oscillatory 
behavior for axial damping values below 10^8. In contrast, for 
axial damping values exceeding 1.8×10^8 , the system 
stabilizes more rapidly, as illustrated in “Fig. 3”. Conversely, 
the torsional stability map, “Fig. 4” indicates that stabilization 
occurs only for torsional damping values greater than 10. 

V. CONCLUSION 

Note The application of the Hilbert Transform provided a 
straightforward and efficient method to extract critical 
information about the oscillatory behavior of a coupled axial-
torsional drilling system. By analyzing the variations in the 
decay rate of the system's response, we identified specific 
ranges of axial and torsional damping parameters where the 
oscillations dissipate rapidly, leading to a stable system. This 
approach not only facilitated a clear understanding of the 

stabilization dynamics but also enabled the precise 
characterization of damping conditions required for optimal 
performance in drilling operations. 
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Abstract— This paper focuses on trajectory tracking control 

of a wheeled robot integrated with a two-degree-of-freedom 

robotic manipulator, based on second order Sliding Mode 

Control (SMC). The dynamic model was formulated by treating 

the mobile manipulator as a coupled system. The controller 

included a Super Twisting Algorithm to maintain a high 

tracking performance and reduce chattering effects. Simulation 

results were carried out to validate the performance and 

advantages of the proposed controller. 

Keywords—Mobile Manipulator, Wheels, Trajectory, Super 

Twisting,  

I. INTRODUCTION  

Nowadays, mobile manipulators have attained significant 
relevance across a multitude of applications, encompassing 
fields such as agriculture, industry, construction, and others 
[1-3]. These systems have been designed utilizing a variety of 
locomotion mechanisms, which include wheeled 
configurations, legged structures, underwater robotic 
platforms, and aerial robotics. 

A wheeled mobile manipulator (WMM) is characterized 
by a wheeled mobile base, upon which a manipulator affixed. 
This robotic system is recognized as a non-holonomic 
uncertain system, thereby rendering its modeling and control 
processes significantly challenging. 

Various methods have been employes to solve the 
aforementioned problems, including nonlinear feedback 
control [4], input-output decoupling control [5], task space 
and null-space decoupling control [6], and computed torque 
control [7]. However, these control schemes depend on the 
knowledge of the complex dynamics of the system and ignore 
external disturbances. 

An adaptive robust output-feedback force/motion control 
strategy was presented in [8], under non-holonomic 
constraints in the presence of uncertainties and disturbances. 
An adaptive Neural Network (NN)-based control for the arm 
and the base was proposed in [9], for joint-space position 
control of a mobile manipulator. In [10], an adaptive model 
predictive control (AMPC) was implemented for a two-
wheeled mobile robot. In [11], an optimized differential 
evolution algorithm based on kinematic limitations and 
structural complexity constraints was proposed to solve the 
trajectory tracking problem for a mobile manipulator robot. 
Adaptive control strategies were presented in [12], for a 
WMM operating in task space under external torques and 
disturbances. 

Sliding mode control (SMC) is a robust control strategy 
widely applied to nonlinear systems, enhancing their stability 
and trajectory tracking capabilities under various conditions. 

This approach is particularly effective in managing 
uncertainties and external disturbances, making it suitable for 
diverse operational environments it can be applied to various 
robotic systems [13-15]. In [16], finite time SMC method was 
applied to WMM under uncertain tire/road structure TRs. A 
comparative study between conventional and dual closed loop 
finite time SMC was conducted in [17]. Later, in [18], the 
authors proposed an adaptive trajectory tracking control of the 
manipulator based on extreme learning machine and sliding 
mode control ELM-SMC. 

The main drawback of SMC is the chattering effect, for 
which various solutions have been proposed, such as adaptive 
laws in the discontinuous control part [19],high order 
SMC[20] , and so on. In this paper, we propose a dynamic 
modeling and design of a SMC scheme for trajectory tracking 
of a WMM, using Super Twisting algorithm (STW) to attenute 
chattering and improve performaces. 

The remainder of this paper is organized as follows: 
Section II derives the dynamic model of the system, while 
Section III details the proposed controller design based on 
SMC. Section IV presents simulation results, and finally 
Section V concludes this work. 

II. MODELLING 

The considered system consists of a two-link manipulator 
mounted on 3 degrees of freedom wheeled omnidirectional 
robot, and located at its gravity center, as shown in Fig1. 

 
Fig. 1. Wheeled mobile manipulator  presented in x-y plane 

The vector of generalized coordinate variables for the system 
is given by 
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T T
m pq q q    ,                           (1) 

Where: 

 T
pq , T

mq  present the generalized coordinate variables for 

the wheeled robot and the manipulator respectively.  

1 2mq      , with 1  and 2  represent the joint angles of 

the 2-DOF manipulator.  

p p pq x y     , with px , py ,   are the Cartesian 

coordinates of the mobile platform.  

In most research on dynamic models of omnidirectional 
mobile manipulators, the redundant actuation of the platform 
is often overlooked. Additionally, the integrated dynamic 
model of the omnidirectional mobile manipulator, derived 
from the driving wheels, is not explicitly addressed [21]. 
Using Lagrange's theory, the dynamic model of the combined 
system with external disturbances can be given as follows: 

       T
dM   C q,q Gq q q q J (q ) D q         

(2)     

Where  

  M q
5 5  is the inertia matrix; 

  C q,q
5 5  represents the vector of centripetal 

and Coriolis torques;  

  G q
5 1  is the gravitational torque vector;  

  4 1 is the vector of generalized input torques;  

 d
5 1 denotes the external disturbances;  

  D q
5 4 is a full rank input transformation 

matrix and is assumed to be known because it is the 
function of fixed geometry of the system;  

 TJ ( q )
5 4 is the kinematic constraints matrix; 

  4 1  is a constraint force vector. 

The expressions of those matrixes are detailed in [22]. 

The non-holonomic constraints are considered independent 
of time and can be expressed as [21]: 

 0J(q )q                                        (3) 

By using the following equation: 

0T TS(q )J (q ) S (q )J (q )                      (4) 

With : 
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Where:  

r is the radius of the wheel. 

The dynamic model becomes: 

       a aM   C q,q G Dq q q q q                  (5) 

with:  

   TM S(q ) M(q )q S(q )  

   TS(q ) (C(q ,q )S(q ) M(qC q ), (q ))q S   

   TG S( q ) )q G ( q  

   Tq S( q )D D( q )  

  1 2
T

a r lq      1 2
T

a r lq          

III. CONTROL DESIGN 

The suggested control strategy is based on Sliding Mode 
Control, with the sliding variable is defined as: 

 S e We                                           (6)                  

With: 

  1 4,..., T
S s s , ( ) iW diag w , 0iw for  1 4i to   

The tracking error is given by  q  a de q  and its derivative 

is  q  a de q , where the vectors dq  and dq represents the 
desired trajectory and its time derivative respectively.  

We define the control vector as: 
1 2 1 2

[ ]U U U     with: 

1 2
U U are the forces given by the mobile base motors, 

1 2
  are the input of manipulator actuation torques. 

By assuming that 0S , we get the equivalent control as:                       

 eq a dU Cq G M e q                             (7) 

The global control law is: 

  ( )      eq dis a dU U U Cq G M e q KSign S      (8) 

In order to attenuate the chattering effects, We proceed to 
the second order SMC by using the ‘Super Twisting 
Algorithm’ [23] the control law becomes: 

 
0

1
2 ( ) ( )      

ft

a d
t

U Cq G M e q S Sign S Sign S  

(9) 

IV. SIMULATION RESULTS 

Simulation of the proposed controller has been carried out 
using an omnidirectional wheeled robot with a 2-DOF robotic 
manipulator given in [6]. Simulations have been performed 
in trajectory tracking mode using the MATLAB 
environment.  

We consider the position error of the mobile platform with 
the following coordinates: 

0
0

0 0 1

dx

y d

dz

x xe cos sin
e sin cos y y

z ze

 
 

    
               

                (11) 

For small variation of    0  the position error become:  
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1 0 0
0 1 0
0 0 1

dx

y d

dz

x xe

e y y

z ze

    
              

                   (12) 

and for r l  the kinematic matrix of the mobile platform 

is as follow:  

2 2
0 0

2 2

r

l

r r
cos cosx

y
r r

R R

 



 
                

 

            (13) 

R is the space between the mass center and the common 

drive wheel axis; 

The initial values of all the system's generalized joints are 

   1 2 0 0 0 1 1a r lq .     .  

The desired trajectory is defined by:  1 2rd ld d d    ; 

it consists of a displacement from 0 to 0.2 m along the x-axis 
without any change in y  and  . Hence, the trajectory must 

be tracked by the wheels is r l t   ,  

When the WMM reach the position ( , ) (0.2,0)x y  , the   

1st joint of the robotic arm 1  should track the path given by: 

1 =
d

t . When 1  reaches 1rad, the 2nd joint 2  should change 

its angular position from 0 to 1rad through the path 2 =
d

t .  

The parameters of the Super-Twisting sliding mode 
controller (STW) for all joints are: 

(15,15,10,10)w diag , (1,1,2,1) diag
(0.5,0.5,0.5,0.5) diag  

The proposed control law STW (equation 9), with the 
desired trajectory, the chosen parameters, and gains as 
described previously is implemented and compared with 
Twisting Algorithm (TWG). The comparison results are 
presented in Fig. 2-4, which illustrate the linear and angular 
positions, position errors, and control signals for all 
controllers. 

 

(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 2. Application of SMC in tracking trajectory mode. 
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(a) 

 

(b) 

 

(c) 

 

Fig. 3. Control signals 

 

Figure. 4.  Platform tracking trajectory  

Figure 2 shows that the WMM is able to successfully track 
the desired path with best precision using STW control, 
particularly at the moment corresponding to the mobile base 
deflection at t=2s (as shown in Fig. 2  (a,b)). In term of 
rapidity, the STW control present fast response compared to 
TWG control (as shown in Fig. 2  (b,c)) 

Additionally, the use of STW algorithm leads to 
effectively reduce the chattering effects in the control signals 
as shown in Figure 3. The pics appeared in control signals are 
due to trajectories changements.   

V. CONCLUSION 

This paper aims to design robust control for 
omnidirectional wheeled mobile manipulator. Super Twisting 
Sliding Mode Control (STW) has been applied to this mobile 
manipulator for trajectory tracking. The proposed control 
strategy has significantly improved WMM performances and 
successfully attenuated chattering effects . The future work 
will focus on testing this controller under disturbances in 
complex trajectory tracking in order to further improve their 
performance and robustness. 
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Abstract—The complexity of data currently exchanged on 

networks has significantly increased the number of attacks in 

different domains. Intrusion Detection Systems (IDS) face great 

difficulties in identifying new attacks using traditional detection 

methods. In this paper, we propose an approach combining two 

techniques: Boosting and MLP neural networks. We have 

integrated a neural network as a basis for the GBM model, in 

order to improve the performance of the Boosting technique. The 

method has been evaluated on the NSL-KDD dataset using two 

classification modes: binary and multi-class. The results obtained 

are promising, surpassing those of the individual GBM and MLP 

approaches. Our method has achieved an accuracy of 99.26% for 

binary classification and 93.66% for multi-class classification. 

Keywords—Intrusion detection systems (IDS), deep learning 

(DL), machine learning (ML), boosting, GBM, NSL-KDD. 

I. INTRODUCTION 

In recent years, the Internet has become an essential part of 
everyday life, connecting billions of devices around the world. 
It plays a crucial role in various sectors such as healthcare, 
industry, and business, facilitating information exchange and 
connectivity [1]. However, the amount of data exchanged over 
networks is becoming increasingly large, which significantly 
increases the risk of attack. In order to improve security and 
protect the network from vulnerabilities, it is essential to 
implement intrusion detection and prevention (IDS) 
mechanisms [2].  

Intrusion detection systems (IDS) monitor network traffic 
to detect malicious behavior. They are divided into signature-
based IDS (S-IDS), which detect known attacks, and anomaly-
based IDS (A-IDS), which identify deviations from normal 
network behavior, including new attacks [3]. On the other 
hand, faced with the explosion in the volume of network 
traffic, traditional intrusion detection systems (IDS) are unable 
to process the data efficiently. Their ability to differentiate 
legitimate traffic from malicious activity is reduced, 
compromising their ability to reliably detect intrusions. 

In this work we propose an approach combining a Deep 
Learning method which is Multi-Layer Perceptron (MLP), with 
a Boosting technique which is the Gradient Boosting Classifier. 
The objective of this integration allows to exploit the strengths 
of the two methods in a complementary way: the ability of 
MLP to model complex and non-linear relationships and the 
effectiveness of Boosting to progressively improve the 
accuracy of the models. This method allows to create a more 
efficient classification model. We also explore in this work the 
application of the combined method for both binary and multi-
class classification. By treating these two types of classification 
problems, the study demonstrates the flexibility and efficiency 
of the MLP-GBM approach in various scenarios. The 
performance analysis on the dataset with multiple classes and 
binary cases allows to better understand the advantages and 
limitations of this technique. The contributions of this work are 
as follows: 

• Integration of a Deep Learning MLP method with a 
Boosting technique 

• Improvement of classification performance using an MLP 
as the basis of the Boosting technique 

• Exploration of the method on binary and multi-class 
classification. 

The rest of the article is organized as follows: in section 2 
presents an overview of the state of the art on Boosting 
methods, section 3 describes the methodology used, section 4 
experiments and discussion of the results and finally we end 
with a conclusion. 

II. STATE OF THE ART 

Ensemble and Boosting methods are widely used in the 
field of intrusion detection. Bukhariet al. [15] developed a 
model exploiting ensemble techniques to analyze traffic in fog 
nodes surrounding IoT infrastructures. Their experiments, 
conducted on the UNSW-NB15 and CICIDS201 datasets, 
mobilized several machine learning algorithms, such as RF, 
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SVM, KNN and ANN. A cross-validation dividing the 
ensembles into 10 subgroups allowed to evaluate their 
approach, which proved to be more efficient than individual 
models in identifying attacks. In another study [16], a detection 
model based on natural language processing (NLP) and 
ensemble techniques was proposed to spot abnormal network 
traffic flows. NLP extracts relevant information from HTTP 
requests, while ensemble methods provide classification. This 
model, tested on the HTTP CSIC 2010 dataset, achieved 
remarkable performances: an accuracy of 99.95%, an F1-score 
of 99.96%, and a low false alarm rate of 0.07%. However, its 
evaluation has not been extended to other datasets or to large 
data, which limits its analysis of generalizability and 
overfitting risk. Look and Tama [17] introduced a dual 
ensemble model combining bagging and gradient boosting 
techniques (GBDT). 

III. GRADIENT BOOSTING MODEL (GBM) AND PROPOSED 

METHOD 

Boosting is a widely used ensemble method in the field of 
machine learning. This technique was introduced by Schapire 
in 1990 to improve the performance of traditional Machine 
Learning algorithms [15] such as decision trees, Support 
Vector Machines, NaiveBays, KNN, etc. The principle of 
Boosting is based on the idea of combining several weak 
learners (usually shallow decision trees) to create a stronger 
and more efficient model [16]. The principle of Boosting is to 
progressively correct the errors of previous models by giving a 
higher weight to misclassified examples, so that the following 
models focus on these observations. Unlike other ensemble 
techniques such as Bagging [17], where models are built 
independently and in parallel, Boosting is a sequential process. 
Each model is trained by taking into account the errors of 
previous models. There are several Boosting methods namely 
AdaBoost (Adaptive Boosting) [7], Gradient Boosting [8], 
XGBoost [9] and LightGBM [18]. Boosting methods have 
been widely used in face recognition tasks [19], computer 
vision applications and intrusion detection. 

In this work we used the Gradient Boosting algorithm. The 
main objective of the Gradient Boosting method is to find an 
approximation of the function F(x), which associates the input 
instances x with their corresponding output values y in an 
iterative manner. In other words, the function F(x) gives the 
value predicted by the model of each instance x, by minimizing 
the value of a given loss function, L(yi,,F(x )) so that the 
predictions are as close as possible to the real values [20]. Each 
iteration refines the model by reducing the residual errors, 
which allows to progressively improve the accuracy of the 
predictions. The operating steps of Gradient Boosting are as 
follows: 

Step 1: Initialization of the model �0 ݔ 0� : ݔ =  ���݉�݊� �ݕ ܮ  , �                                            (1)

݊
�=1

 

Step 2: Iteration: For m=1→M: 

Calculation of the residuals: 

     ��(݉)
= ��)ܮ� − , �݉ ݉��(   �ݔ  1− (�ݔ)1−                                           (2) 

Training of the new weak estimator ℎ݉  :  ݔ 
ℎ݉ = ݔ  ���݉�݊ℎ ��) ܮ  , �݉ + �ݔ  1− ℎ (3)                   �ݔ

݉
�=1

 

Update of the model �݉  : ݔ 
        �݉ = ݔ   �݉ + ݔ 1−  � ℎ݉  (4)                  (ݔ)

Step 3: Final Prediction: ŷ =  (5)                                         (ݔ)ܯ� 

or ݕ� : actual output value, ŷ�(݉ )  : value predicted by the 
model for sample iii at iteration m,  �݉  Function predicted :  ݔ 
by the model at iteration m, ℎ݉  new weak estimator at :  ݔ 
iteration m, M: number of weak learners, L: loss function, α: 
learning rate. 

Fig.1. Proposed Method an intrusion detection method that combines 
Gradient Bossing and Multi-Layer Perception as a machine learning technique. 

This paper proposes an intrusion detection method that 
combines Gradient Bossing and Multi-Layer Perceptron as a 
machine learning technique. GBM is used specifically for its 
performance in classifying samples in an ensemble, and MLP 
for its ability to extract complex features and capture nonlinear 
relationships in the data. Unlike this approach, Gradient 
Boosting uses a decision tree as the base learner; however, we 
employed an MLP as the base learner to further improve the 
initial prediction. The reason for combining a Boosting method 
with a Deep Learning approach derived from the classical 
neural network that is MLP is to help the model classify the 
different attack classes in the ensemble even more accurately. 
The dataset used to train and evaluate our model is NSL-KDD. 
Although NSL-KDD is often considered obsolete due to the 
lack of the latest cybersecurity threats, it remains a standard 
reference in intrusion detection. It presents a distribution of 
four types of attacks, which allows a choice evaluation namely 
binary or multi-class of our method. In addition, it is used in a 
large number of comparative works, which allow a fairly 
simple evaluation of our performances compared to other 
methods. 

IV. DISCUSSION OF RESULTS 

In the experimentation phase, two types of classification 
were used namely binary classification and multi-class 
classification. We used a multi-layer neural network (MLP) 
with a simple architecture, designed to capture the most 
relevant features without increasing the training time. This 
MLP was then integrated into a Gradient Boosting classifier, 
which used it as a basis to build a classification model. The 
experiments were carried out on an HP Elite Book laptop 
equipped with an 8th generation Intel Core i5 processor and 8 
GB of RAM. The implementation of the models was carried 
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out using the scikit-learn libraries for Gradient Boosting and 
Tensor Flow with Keras for MLP. The results obtained on the 
training and test sets in the case of binary classification are 
presented in Tables 1 and 2 respectively. 

Models 

Metrics GBM-MLP GBM 

Accuracy 99,48% 98,30% 

Precision 99,48% 98,35% 

Recall 99,48% 98,26% 

F1-Score 99,48% 98,30% 

DR 99,48% 98,30% 

FPR 0,52% 1,69% 

FNR 0,52% 1,69% 

Table 1. Results of binary classification on the training set. 

 

Models 

Metrics GBM-MLP GBM 

Accuracy 99,26% 98,12% 

Precision 99,26% 98,18% 

Recall 99,26% 98,09% 

F1-Score 99,26% 98,12% 

DR 99,26% 98,12% 

FPR 0,74% 1,87% 

FNR 0,74% 1,87% 

Table 2. Binary classification results on the test set. 

Overall, the results in Tables 1 and 2, the confusion 
matrices of the different techniques and the classification 
reports show that the GBM-MLP model is superior to Gradient 
Boosting in all the underlying metrics for both the training and 
test sets. For the training set, GBM-MLP has 99.48% accuracy, 
while GBM has 98.30% accuracy alone. GBM-MLP has all 
other metrics such as precision, recall, F1-Score and Detection 
Rate at around 99.48% while GBM has all the classification 
metrics at around 98.30%. 

V. CONCLUSION 

In this work we proposed a model that combines the Multi-
Layer Perceptron (MLP) and the Gradient Boosting (GBM). 
The MLP was used as a base model for the initial predictions 
of the GBM, in order to improve the prediction performance of 
the Boosting model. To evaluate this approach we used the 
NSL-KDD benchmark dataset. The results obtained on the test 
set outperformed the classical GBM in terms of accuracy, 
precision, F1-Score, Recall, FNR and FPR with the values of 
99.26%, 99.26%, 99.26%, 99.26%, 0.74% and 0.74% 
respectively in the Binary classification. In the case of multi-
class classification the model obtained an accuracy of 99.32%, 
a precision of 93.66%, a recall of 89.80%, an F1-Score of 
91.47%, an FPR of 0.16% and an FNR of 0.67%. 
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Abstract—This paper presents the complete process of 

developing a plant disease detection system using deep learning. 

We first preprocessed the PlantVillage database to remove image 

backgrounds and isolate plants, thereby improving data quality. 

Then, we built a CNN model including multiple hidden layers, 

such as convolution operations, MaxPooling, and relu activation 

functions, to capture the distinctive features of the processed 

images. After dividing the data into training and testing sets, we 

trained the model on the training set and evaluated its 

performance on the testing set to measure its accuracy in 

detecting plant diseases. This step allowed us to verify the 

effectiveness of our approach. We then compared the results 

obtained with those of other similar works using the PlantVillage 

database, analyzing the accuracy rates, error rates, and learning 

times. This comparison provided us with a context to evaluate the 

competitiveness of our model compared to existing methods. 

Keywords—Plant disease detection, deep learning, Max 

Pooling, Deep learning. 

I. INTRODUCTION 

Plant disease detection in modern agriculture benefits from 
the integration of innovative technologies such as Artificial 
Intelligence (AI) and the Internet of Things (IoT). The use of 
AI for crop image analysis enables accurate identification of 
disease symptoms, facilitating early detection of early signs of 
disease and enabling proactive intervention to limit crop 
damage. By combining these technological advances with 
extensive interdisciplinary research, it is possible to transform 
the way plant diseases are detected and managed. In plant 
disease detection, the use of vision plays a crucial role. The 
work of Han, S et al [1] addresses in depth the importance of 
imaging for early identification of plant diseases.  

By analyzing the different classes of points, represented in 
a three-dimensional space based on texture and color 
parameters. In the work of Cruz et al. [2] They developed a 
vision-based system to detect leaf blight symptoms on Olea 
europaea L. leaves infected with Xylella fastidiosa. This 
system uses deep learning and transfer learning techniques to 
automatically and quantitatively detect plant diseases, which 
could reduce diagnostic costs and time. The work of SS 
Harakannanavar et al [3] discusses the important role of current 
technology, including computer vision and machine learning, 

in plant disease detection. It emphasizes the use of analysis and 
detection processes to help farmers solve plant disease 
problems. The work divides the process into three stages: 
identification, analysis, and verification using an available 
database. Using machine learning and image processing tools, 
the proposed algorithm aims to automatically detect plant 
diseases, with a focus on early symptoms to enable farmers to 
take timely action. Furthermore, they highlight the importance 
of using techniques such as discrete wavelet transform, 
principal component analysis, and convolutional neural 
networks to extract and classify informative features from 
diseased leaf samples, thus providing a solution for early 
detection of plant diseases. 

The role of vision for plant disease detection in the work of 
SinghV et al [4] is valuable. Imaging techniques and vision 
systems are used to acquire images of plants to detect signs of 
diseases. These images are then processed using various 
methods such as segmentation, thermal, hyperspectral, 
fluorescence, multispectral, and 3D analysis. In addition, 
advanced methods such as deep learning, Support Vector 
Machine (SVM), K-means clustering, and K-Nearest Neighbor 
(K-NN) are also employed for disease classification. These 
computer vision approaches help in early identification of 
diseases and provide effective means for detection and 
classification of plant diseases, which is essential for crop 
protection. 

Deep learning (DL) is a form of machine learning based on 
artificial neural networks that has had a significant impact on 
several disciplines due to its exceptional data analysis 
capability. In the context of agricultural robotic vision, deep 
learning plays an important role in enabling autonomous 
systems to visualize, interpret, and act on visual information 
acquired in the agricultural environment. This modification of 
deep learning aims to transform field images and videos into 
actionable information that can be used to manage crops, 
inspect plants, and increase productivity while minimizing 
negative impacts on the environment. Let’s discuss in detail the 
fundamental role of deep learning in agricultural robotic vision 
and the specific ways in which it has been adapted to address 
the unique challenges of this evolving sector. 
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Fig. 1. Block diagram showing the different steps to be used for detecting 

plant diseases. 

II. STATE OF THE ART ON DISEASE DETECTION FOR PLANTS 

Computer vision, and object recognition in particular, has 
made tremendous progress in recent years, most recently 
computer vision for large-scale environments (VOGE) have 
been widely used as benchmarks for many problems related to 
computer vision visualization, including object classification. 

In the agricultural domain, computer vision is needed at all 
costs of the application. In the work Mohanty et al [1], seems 
to be focused on the use of mobile technology and image data 
for the identification and diagnosis of agricultural problems, 
with a particular focus on plant diseases. The authors discuss 
the potential use of smartphones to capture image data, as well 
as location and time information, to help prevent yield losses. 
They also highlight the rapid advances in mobile technology 
and the potential for highly accurate diagnostics using smart 
phones, as well as the implementation of algorithms and the 
use of additional resources for deep learning and image 
analysis related to plant diseases. 

III. DISEASE DETECTION METHODOLOGY BY DL 

In this paper, we will use Deep Learning on plant images to 
detect diseases. DL is a subcategory of machine learning (ML), 
which in turn is a field of machine learning. It is distinguished 
by the use of artificial neural networks to learn from 
unstructured or unlabeled data. This technique is based on the 
use of artificial neural networks, which are mathematical 
models inspired by the functioning of the human brain. These 
networks are composed of several layers of interconnected 
neurons, allowing a hierarchical representation of the data, 
these layers allow a complex abstraction of the characteristics 
of the input data. It is effective for the automatic processing of 
unstructured data, such as images, sound and text, thanks to its 
ability to learn highly abstract representations.  

DL is widely used in the field of computer vision, we will 
use it in our work to detect and classify diseased plants. We 
will use deep learning by participating in the release of 
PyTorch, a popular open-source machine learning library for 
developing deep learning-based plants. PyTorch offers us the 
ability to create custom neural network models, especially 
convolutional neural networks (CNNs) suitable for analyzing 
images of leaves or specific parts of plants affected by a 
particular disease, this will allow us to accurately classify 
different diseases. With its ability to dynamically compute 
complex problems, PyTorch allows for rapid experimentation 
and prototype development, which is essential for creating 
high-performance models. In addition, it benefits from 
documentation and a supportive community, both of which are 
essential for solving the specific problems associated with this 
application. 

 
Fig. 2: Detailed flowchart of the method used. 

IV. RESULTS AND DISCUSSIONS 

We will start by exploring the database, we will see how 
many classes are present, the number of images in each class, 
the total number of images, the size and shape of the images. 

We will perform the preprocessing of the PlantVillage 
database, This dataset consists of approximately 87,000 rgb 
images of healthy and diseased crop leaves, divided into 38 
different classes. The dataset is divided into an 80/20 ratio 
between the training set and the validation set, while 
maintaining the structure of the there are 38 folders. A new 
folder containing 33 test images is created later for prediction 
purposes. 

 
Fig. 1 : Diagram shows the distribution of images in classes. 

Training Data 
Collection

Data 
Preprocessing

Model 
Training

Validation
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Fig. 2 : Des échantillons de chaque classe de notre base de données. 

In the following table we will classify our accuracy results 
with the other two works, we notice that the three models give 
high accuracies, we can say that the three techniques work 
correctly and give the exact diseases of the plants. 

Papers Approach  Year  Accuracy 
(%) 

Mohanty et 
al [3] 

CNN 
Profonds 2016 99.43 

Yao et al 
[10] 

CNN 
AlexNet, 

2024 99.57 

CNN 
MobileNetV2 

2024 99.27 

This Paper CNN ResNet 2024 99.73 

Tab. 3: Comparison of Accuracy of CNN Models for Plant Disease 
Classification 

V. CONCLUSION 

In conclusion, this paper presents the complete process of 
developing a plant disease detection system using deep 

learning. We first preprocessed the PlantVillage database to 
remove image backgrounds and isolate plants, thereby 
improving data quality. Then, we built a CNN model including 
multiple hidden layers, such as convolution operations, 
MaxPooling, and relu activation functions, to capture the 
distinctive features of the processed images. 
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�bstract— T his pap�r �xa�i��s th� �uc��� S�arch 
����rith� (�S�) ��r Maxi�u� P�w�r P�i�t T rac�i�� (MPPT ) 
i� wi�� turbi��s, uti�izi�� r�a� wi�� sp��� �ata �r�� a r��i�� 
���w� ��r its s��i-ari� c�i�at� a�� vari�� t�p��raphy. Th� 
�S�, i�spir�� by th� br��� parasitis� b�havi�r �� cuc��� bir�s, 
is �va�uat�� ��r its capabi�ity t� �pti�iz� ���r�y �xtracti�� 
u���r ��uctuati�� wi�� c���iti��s. T hr�u�h Mat�ab/Si�u�i�� 
si�u�ati��s, �S�'s p�r��r�a�c� is c��par�� with �th�r 
p�pu�ar MPPT  t�ch�iqu�s t� ass�ss its ����ctiv���ss. ��su�ts 
�����strat� that �S� ���iv�rs a ��tab�� i�pr�v����t i� p�w�r 
�utput a�� syst�� stabi�ity, particu�ar�y i� �y�a�ic wi�� 
��vir�����ts. � �th�u�h �S� pr�s��ts si��i�ica�t a�va�ta��s i� 
t�r�s �� ���ici��cy a�� si�p�icity, th� stu�y a�s� i���ti�i�s ar�as 
��r p�t��tia� i�pr�v����t i� trac�i�� accuracy a�� r�sp��s� 
ti�� u���r �xtr��� ��vir�����ta� c���iti��s. Th� �i��i��s 
hi�h�i�ht th� i�p�rta�c� �� uti�izi�� a�va�c�� �pti�izati�� 
a���rith�s t� ��ha�c� th� r��iabi�ity �� wi�� ���r�y syst��s.  

��yw�r�s—  cuc���� Opti�izati�� ����rith� ((O�); 
Maxi�u� P�w�r P�i�t Trac�i�� (MPPT); (i�� Turbi��s; 
Opti�izati�� ����rith�s; ����wab�� ���r�y; � ��r�y � ��ici��cy; 
���putati��a� ��t���i���c�. 

�. �NT�ODU�T�ON 
(i�� ���r�y has ���r��� as a piv�ta� ������t i� th� 

���ba� shi�t t�war�s r���wab�� ���r�y s�urc�s, si��i�ica�t�y 
c��tributi�� t� th� r��ucti�� �� �r���h�us� �as ��issi��s a�� 
th� r��ia�c� �� ��ssi� �u��s. Th� ��p��y���t �� wi�� turbi��s 
((Ts) �aci�itat�s c��a� ���ctricity ����rati��, which is 
�ss��tia� ��r c��bati�� c�i�at� cha��� a�� pr���ti�� ���r�y 
i���p�����c� �1�, �2�. H�w�v�r, th� �pti�izati�� �� wi�� 
turbi�� p�r��r�a�c� is crucia�, as it i�v��v�s ba�a�ci�� ���r�y 
�utput with ��cha�ica� strai� a�� �p�rati��a� c�sts. This 
�pti�izati�� is particu�ar�y cha�����i�� �u� t� th� �y�a�ic 
a�� u�pr��ictab�� �atur� �� wi�� c���iti��s, ��c�ssitati�� 
a�va�c�� c��tr�� ��cha�is�s t� ��sur� that turbi��s �p�rat� 
at th�ir �axi�u� p�w�r p�i�t (MPP) �3�, �4�. 

T� a��r�ss th�s� cha������s, Maxi�u� P�w�r P�i�t 
Trac�i�� (MPPT) t�ch�iqu�s hav� b��� ��v���p��, which ar� 
��si���� t� ��sur� that wi�� turbi��s �p�rat� at p�a� 
���ici��cy by c��ti�u�us�y a�justi�� t� cha��i�� wi�� 
c���iti��s. ����� th� vari�us MPPT ��th��s, �pti�izati�� 
a���rith�s such as th� �uc��� S�arch � ���rith� (�S�) a�� 
�rti�icia� N�ura� N�tw�r�s (�NN) hav� sh�w� c��si��rab�� 
pr��is� i� ��ha�ci�� ���r�y �xtracti�� �r�� wi�� turbi��s. 
�S� , i�spir�� by th� br��� parasitis� b�havi�r �� cuc��� 
bir�s, ����ctiv��y ba�a�c�s �xp��rati�� a�� �xp��itati�� withi� 
th� s�arch spac�, a���wi�� ��r rapi� c��v�r���c� �� �pti�a� 

�p�rati�� p�i�ts �v�� u���r ��uctuati�� wi�� c���iti��s �5�, 
�6�. This a�aptabi�ity �a��s �S� a r�bust ch�ic� ��r MPPT 
i� wi�� ���r�y syst��s, particu�ar�y wh�� tra�iti��a� ��th��s 
�ay �a�t�r �7�. 

���v�rs��y, �NN ��v�ra��s �achi�� ��ar�i�� t�ch�iqu�s 
t� pr��ict a�� �pti�iz� turbi�� p�r��r�a�c� bas�� �� 
hist�rica� �ata. �y ��ar�i�� �r�� past wi�� c���iti��s a�� 
�p�rati��a� �ata, �NN-bas�� MPPT syst��s ca� pr�vi�� hi�h 
pr�cisi�� a�� ���xibi�ity i� r�a�-ti�� a�just���ts, 
�utp�r��r�i�� c��v��ti��a� t�ch�iqu�s i� c��p��x a�� 
����i��ar ��vir�����ts �8�, �9�. Th� c��ti�u�us ��ar�i�� 
capabi�ity �� �NN a���ws ��r b�tt�r a�aptati�� t� th� variab�� 
�atur� �� wi��, th�r�by i�pr�vi�� th� �v�ra�� ���ici��cy �� 
wi�� ���r�y syst��s �10�, �11�. (hi�� �th�r �pti�izati�� 
��th��s, such as th� (ha�� Opti�izati�� � ���rith� ((O�), 
a�s� pr�s��t va�uab�� s��uti��s, this stu�y pri�ari�y ��cus�s �� 
�va�uati�� th� p�r��r�a�c� �� �S� a�� �NN ��r MPPT i� 
wi�� turbi��s, hi�h�i�hti�� th�ir r�sp�ctiv� str���ths i� 
�axi�izi�� ���r�y ���ici��cy �12�, �13�. 

Th� i�t��rati�� �� a�va�c�� c��tr�� ��cha�is�s such as 
�S� a�� �NN i�t� wi�� turbi�� �p�rati��s is �ss��tia� ��r 
�pti�izi�� ���r�y �utput a�� ��ha�ci�� th� �v�ra�� 
p�r��r�a�c� �� wi�� ���r�y syst��s. Th�s� ��th������i�s 
��t ���y i�pr�v� th� ���ici��cy �� ���r�y �xtracti�� but a�s� 
c��tribut� t� th� sustai�abi�ity �� r���wab�� ���r�y s�urc�s, 
th�r�by p�ayi�� a crucia� r��� i� a��r�ssi�� th� ��vir�����ta� 
cha������s p�s�� by c�i�at� cha��� �14�, �15�. �utur� r�s�arch 
sh�u�� c��ti�u� t� �xp��r� a�� r��i�� th�s� t�ch�iqu�s t� 
�urth�r ��ha�c� th� r��iabi�ity a�� ���ici��cy �� wi�� ���r�y 
syst��s. 

��. (�ND TU���N� MOD�L�N� 
(i�� turbi�� �����i�� c��sists �� ��ur parts: wi�� �����, 

th� ����� �� th� wi�� turbi��, ���ctrica� a�� ��cha�ica� 
�quati��s. 

�. (i�� M���� 
Th� wi�� sp��� at a p�i�t i� spac� �ሺݐሻ is th� r�su�ta�t �� 

tw� c��p����ts: �ሺݐሻ vari�s s��w�y a�� r��u�ar�y �v�r 
�����r p�ri��s at a �iv�� sit�, whi�� th� �th�r �௧ሺݐሻ vari�s 
turbu���t�y with ti��. �ts �xpr�ssi�� is �iv�� by ��r�u�a (1) 
�16�. 

�ሺݐሻ= �ሺݐሻ+ �௧ሺݐሻ                  (1) 
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�௧ሺݐሻ: is a turbu���t c��p����t �� th� wi�� which is a 
stati��ary ra���� pr�c�ss (���s ��t vary with th� ��a� wi�� 
sp���). 

�ሺݐሻ: is a s��w c��p����t: it is th� av�ra�� wi�� sp��� 
varyi�� r��u�ar�y �v�r �����r p�ri��s at a �iv�� sit�.  

Th� a�r� turbi�� ����ctiv��y �i�t�rs hi�h �r�qu��cy 
��uctuati��s by ��p��yi�� a r�c��stitut�� ��w-pass �i�t�r 
sp�ci�ica��y ��si���� ��r th� turbu���c� c��p����t. This 
pr�c�ss a���ws ��r th� accurat� r�pr��ucti�� �� a charact�ristic 
c��s�r t� r�a�ity, as ���i��� by th� tra�s��r �u�cti�� �xpr�ss�� 
i� (2). �16� 

= ଵܩ
ଵାఛ.௦

                    (2) 

Th� ti�� c��sta�t va�u� is i���u��c�� by th� r�t�r 
�ia��t�r, as w��� as th� i�t��sity �� wi�� turbu���c� a�� th� 
av�ra�� wi�� sp���.(� = 0.11375s) �6�. 

 
�i�. 1. Sy��ptic �� wi�� r�c��structi��. 

 
�i�. 2. Sy�th�tic wi�� s�qu��c�. 

Th� pr�vi�us �i�ur� (2) r�pr�s��ts a wi�� s�qu��c� 
����rat�� by th� Si�u�i�� ����� �� �i�ur� (1) with a� av�ra�� 
wi�� sp���  �ሺݐሻ=  ݉ͅ  .ݏ/

Th� p�w�r c����ici��t is ���i��� as th� rati� b�tw��� th� 
p�w�r �xtract�� �r�� th� wi�� (r�c�v�rab��) a�� th� t�ta� 
p�w�r th��r�tica��y avai�ab�� �16�. 

= ܥ
ೝ

=
൭ቆଵାቀೇమ

ೇభ
ቁቇି ൬ଵି ቀೇమ

ೇభ
ቁ

మ
൰൱

ଶ
        (3) 

Th� p�w�r c����ici��t r�ach�s a th��r�tica� �axi�u� �� 
16/27, �r appr�xi�at��y 0.59, ���w� as th� ��tz �i�it (�i�ur� 
3). This �i�it ���i��s th� �axi�u� a��u�t �� p�w�r that ca� 
b� �xtract�� �r�� a �iv�� wi�� sp���. H�w�v�r, i� practic�, 
this �i�it is ��v�r achi�v��, a�� �ach wi�� turbi�� �p�rat�s 
with its �w� sp�ci�ic p�w�r c����ici��t. This c����ici��t is 
�xpr�ss�� as a �u�cti�� �� th� tip-sp��� rati� (λ), which is th� 
rati� b�tw��� th� sp��� at th� tip �� th� turbi�� b�a��s a�� th� 
wi�� sp��� �17�. �r�� this, th� a�r��y�a�ic ���ici��cy �� th� 
turbi�� is ��riv��: 

�=ଵ
ଶ

  ௫                                          (4)ܥ 

�� �ur cas�, th� �v��uti�� �� th� p�w�r c����ici��t, which 
��p���s �� b�th th� tip-sp��� rati� (λ) a�� th� b�a�� pitch 
a���� (β), is r�pr�s��t�� by th� �����wi�� p��y���ia� 
appr�xi�ati��: 

−ߚሻ=൫Ͳ.ͷ−Ͳ.ͲͲͳሺߚ,�ሺܥ ሻʹ൯ݏ�݊ቂగሺఒା.ଵሻ

ଵ଼ ି.ଷሺఉି ଶሻ
ቃ−Ͳ.ͲͲͳͅͶሺ�− ሻ͵ሺߚ− ሻʹ       (5) 

 
�i�. 3. P�w�r c����ici��t ��r �i���r��t typ�s �� wi�� turbi��s. 

�. M���� �� th� (i�� Turbi�� 
Th� turbi�� c��v�rts th� �i��tic ���r�y �� th� wi�� i�t� 

��cha�ica� ���r�y. �t c��sists �� thr�� b�a��s that r�tat� 
ar�u�� a� axis at a� a���� β. Th� wi�� sp��� V , acti�� �� th� 
b�a��s, i��uc�s th�ir r�tati��, ����rati�� ��cha�ica� p�w�r 
�� th� turbi��’s sha�t �16�. 

M�cha�ica� p�w�r �் avai�ab�� �� th� wi�� turbi�� sha�t, 
as w��� as that �� its t�rqu� ்ܥ ar� �iv�� as �����ws: 

�் .�=ଵܥ=
ଶ

ߨܴߩሻߚ.�ሺܥ ଶ�ଷ       (6) 

ܥ் =
ఆ

=ோ.
ఒ.

=ು
ଶఒ

ߨܴߩ ଶ�ଷ              (7) 

 .T�rqu� �� th� wi�� turbi�� (N.�) :ܥ்

Th� p�w�r c����ici��t ܥ r�pr�s��ts th� a�r��y�a�ic 
���ici��cy �� th� wi�� turbi�� a�� is a�s� i���u��c�� by th� 
sp�ci�ic charact�ristics �� th� turbi��. Th� �utput qua�titi�s �� 
th� turbi��, such as p�w�r �r t�rqu�, ca� b� c��tr����� by 
a�justi�� th� pr�vi�us�y ���ti���� i�put variab��s, i�c�u�i�� 
wi�� sp��� a�� b�a�� pitch a����. 

 
�i�. 4. ��put-�utput �� th� wi�� turbi�� �����. 

Th� acti�� �� th� ��vi�� air wi�� r�su�t i� ��rc�s app�i�� 
at �ach p�i�t �� th� b�a�� sur�ac�. 

Th� b��c� �ia�ra� �� th� stu�i�� b�a��s is r�pr�s��t�� i� 
(�i�ur� 5). 

 
�i�. 5. ���c� �ia�ra� �� th� b�a�� �����. 

Th� r��� �� th� ��arb�x is t� c��v�rt th� ��cha�ica� sp��� 
�� th� turbi�� i�t� th� appr�priat� sp��� ��r th� ����rat�r a�� 
t� tra�s��r� th� a�r��y�a�ic t�rqu� i�t� th� ��arb�x t�rqu�. 
This r��ati��ship is ��scrib�� by th� �����wi�� �ath��atica� 
��r�u�a: 

 =ܥ
�்
�

 

(h�r�:   �: ��tati��a� sp��� a�t�r �u�tip�i�r i� (ra�/s). 

 : T�rqu� a�t�r �u�tip�i�r (N.�)ܥ                
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Th� �u��a���ta� �quati�� �� �y�a�ics ��ab��s th� 
��t�r�i�ati�� �� th� ��cha�ica� sp���'s �v��uti�� �r�� th� 
t�ta� ��cha�ica� t�rqu� ܥ  app�i�� t� th� r�t�r. This 
r��ati��ship is �xpr�ss�� by th� �����wi�� �quati��: 

ܬ
�݀

ݐ݀
+ .݂�=ܥ−ܥ 

 .: Th� ���ctr��a���tic t�rqu� ��v���p�� by th� ����rat�rܥ 

 .: Th� t�rqu� ��v���p�� by th� ��arb�xܥ 

:݂ Th� �ricti�� c����ici��t. 

 
�i�. 6. ���c� �ia�ra� �� th� wi�� turbi�� �����. 

��assica� MPPT �aci�itat�s th� s�arch ��r th� �axi�u� 
p�i�t �� p�w�r, ���wi�� th� charact�ristic �� th� wi�� turbi��, 
this ��th�� a���ws us t� quic��y appr�ach th� �pti�u� with 
th� h��p �� si�p�� ��asur����ts, i�t�r�a� t� th� ��cha�ica�-
���ctrica� c��v�rt�r, that is t� say with�ut th� us� �� wi�� 
sp��� s��s�r �18�. 

 
�i�. 7. sc��atic �� th� MPPT c��tr�� strat��y �� th� wi�� turbi��. 

�. ���ctrica� �quati��s 
Th� ���ctrica� �quati��s �� th� stat�r i� a P�r�a���t 

Ma���t Sy�chr���us Machi�� (PMSM) ar� ��riv�� �r�� th� 
����ra�iz�� th��r�� �� th� ����rati�� c��v��ti��. �cc�r�i�� 
t� this c��v��ti��, r�v�rsi�� th� �ir�cti�� �� th� curr��ts 
r�su�ts i� th� �����wi�� �quati��s ��r th� PMSM: 

ቐ
�ௗ=−ܴ ௦�ௗ−ܮ௦

ௗ
ௗ௧

��ܮ−

�=−ܴ ௦�−ܮ௦
ௗ

ௗ௧
−�ሺܮௗ�ௗ+�ሻ

               (8) 

Th� �xpr�ssi�� �� th� ���ctr��a���tic t�rqu� is writt�� as 
�����ws:   

ܥ =ଷ
ଶ

�ሺ�ௗ�−��ௗሻ                      (9) 

(� r�p�ac� th� ���ws by th�ir �xpr�ssi��s �iv�� i� (9), w� 
thus hav�: 

ܥ =ଷ
ଶ

�ൣሺܮௗ−ܮሻ�ௗ�−��൧              (10) 

(h�r�: 

�ௗ , �:  ��pr�s��t r�sp�ctiv��y th� v��ta�� v�ct�rs r��at�� 
t� th� r���r��c� �ra�� (�, q). 

�ௗ, �: ��pr�s��t r�sp�ctiv��y th� curr��t v�ct�rs r��at�� t� 
th� r���r��c� �ra�� (�, q). 

� : ��pr�s��t th� ���ctrica� sp��� �� r�tati�� �� th� r�t�r. 

 �� : ��pr�s��t r�sp�ctiv��y th� stat�r i��ucta�c�sܮ , ௗܮ
th� �ra�� (�, q). 

D. M�cha�ica� �quati��s 
Th� ��cha�ica� �quati�� b���w �xp�ai�s th� �y�a�ics:  

ܬ
�݀
ݐ݀

ܥ−௧ܥ= + �݂ 

��i�� awar� ��: 

 .௧ : app�i�� ��t�r t�rqu� t� th� ����rat�rܥ

 .rtia �����t��� : ܬ

 ݂: V isc�us �ricti�� c����ici��t. 

���. �ONT�OL  M�THOD�S �PPL��D �O� MPPT 

�. S�i�i�� ���� c��tr�� 
S�i�i�� M��� ���tr�� (SM�) is a r�bust c��tr�� strat��y 

particu�ar�y suit�� ��r ����i��ar syst��s, such as wi�� ���r�y 
c��v�rsi�� syst��s, wh�r� it ����ctiv��y �a�a��s 
u�c�rtai�ti�s a�� ��uctuati��s i� wi�� sp��� a�� turbi�� 
charact�ristics. �� th� c��t�xt �� Maxi�u� P�w�r P�i�t 
Trac�i�� (MPPT) ��r wi�� turbi��s, SM� is ��p��y�� t� 
�ui�� th� syst�� t�war� �pti�a� p�w�r �xtracti�� ��spit� 
varyi�� c���iti��s. Th� �u��a���ta� pri�cip�� �� SM� 
i�v��v�s ���i�i�� a "s�i�i�� sur�ac�" i� th� stat� spac�, which 
is bas�� �� th� ��sir�� p�r��r�a�c� crit�ria r��at�� t� th� 
�axi�u� p�w�r p�i�t (MPP) �19�. 

Th� s�i�i�� sur�ac� is typica��y ��r�u�at�� usi�� th� 
syst��'s stat� variab��s, such as curr��t, v��ta��, �r p�w�r 
�utput, t� ��sur� that th�s� para��t�rs a�i�� with th� �pti�a� 
�p�rati�� c���iti��s �20�. �y �rivi�� th� syst�� �y�a�ics t� 
c��v�r�� �� this sur�ac�, SM� �uara�t��s that th� turbi�� 
�p�rat�s ��ar its �axi�u� ���ici��cy, ����ctiv��y 
c��p��sati�� ��r �isturba�c�s a�� u�c�rtai�ti�s �19�. This 
appr�ach has b��� sh�w� t� ��ha�c� th� r�bust��ss �� wi�� 
���r�y syst��s, a���wi�� th�� t� �ai�tai� �pti�a� 
p�r��r�a�c� �v�� u���r cha�����i�� �p�rati��a� c���iti��s 
�21�, �22�. 

Th� s�i�i�� sur�ac� s(t) ca� b� �xpr�ss�� as: 

 ሻݐሻ−�∗ሺݐሻ=�ሺݐሺݏ

(h�r�: 

�ሺݐሻ is th� curr��t stat� variab��. 

�∗ሺݐሻ is th� r���r��c� stat� variab�� c�rr�sp���s t� MPP. 

Th� �bj�ctiv� is t� ��si�� th� c��tr����r s� that s(t)→ 0, 
i��icati�� that th� syst�� stat� has c��v�r��� t� th� ��sir�� 
�p�rati�� p�i�t �21�, �22�. 

��r th� syst�� t� r��ai� �� th� s�i�i�� sur�ac� a�� achi�v� 
stabi�ity, th� ti�� ��rivativ� �� th� s�i�i�� sur�ac�  ̇ݏሺݐሻ �ust 
b� c��tr�����. Th� c��tr�� �aw is ��si���� t� �a�� this 
��rivativ� z�r� wh�� th� syst�� stat� is �� th� s�i�i�� sur�ac�, 
��suri�� c��v�r���c� t� th� MPP. This appr�ach is ����ctiv� 
��r r�j�cti�� �isturba�c�s a�� acc�����ati�� variati��s i� 
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wi�� sp���, as th� c��tr�� �aw c��ti�ua��y a�justs th� syst�� 
t� �ai�tai� �pti�a� p�r��r�a�c� �21�, �22�. 

Th� �quiva���t c��tr�� �aw ݒ is ��riv�� bas�� �� th� 
syst�� �y�a�ics a�� is ��r�u�at�� t� ���p th� syst�� stat� 
�� th� s�i�i�� sur�ac�: 

=ݒ ሺ݂�ሻ+ ሺ݃�ሻ⋅� 

(h�r�: �(x) a�� �(x) r�pr�s��t th� ����i��ar �y�a�ics �� 
th� syst��. 

 � is th� c��p����t �� th� c��tr�� that �atch�s thݒ 
syst��’s �y�a�ics. 

H�w�v�r, �u� t� th� i�h�r��t u�c�rtai�ti�s a�� �xt�r�a� 
�isturba�c�s, th� �quiva���t c��tr�� a���� is i�su��ici��t. �� 
a��iti��a� switchi�� t�r� is i�tr��uc�� t� c�rr�ct ��viati��s 
a�� ��sur� r�bust��ss �21�, �22�. 

T� ��ha�c� th� r�bust��ss �� th� c��tr�� strat��y, a 
switchi�� �u�cti�� is a���� t� th� c��tr�� �aw. This switchi�� 
c��p����t h��ps th� syst�� stay �� th� s�i�i�� sur�ac�, �v�� 
wh�� th�r� ar� �isturba�c�s �r variati��s i� syst�� 
para��t�rs: 

 ሻሻݐሺݏs©gnሺ⋅ܭ−ݑ=ݑ

(h�r�: �  is a p�sitiv� c��sta�t that ��t�r�i��s th� 
a��r�ssiv���ss �� th� c��tr�� r�sp��s�. 

si��(s(t)) is th� si�� �u�cti��, which pr�vi��s a �iscr�t� 
a�just���t t� bri�� th� syst�� stat� bac� t� th� s�i�i�� sur�ac� 
�21�, �22�. 

This c��bi�ati�� �� �quiva���t c��tr�� a�� switchi�� t�r� 
��ab��s th� SM� t� rapi��y c�rr�ct ��viati��s, pr�vi�i�� 
str��� r�si�i��c� t� para��t�r variati��s a�� �xt�r�a� 
�isturba�c�s c������y ��c�u�t�r�� i� wi�� turbi�� syst��s. 

�. �NN c��tr�� 
N�ura� ��tw�r�s (NN) ar� a�va�c�� �ath��atica� 

syst��s ��si���� t� ��u�at� th� hu�a� brai�'s capabi�ity t� 
��ar� a�� pr�c�ss i���r�ati��. Uti�izi�� arti�icia� ��ur��s 
i�p�����t�� i� s��twar�, NNs �aci�itat� th� si�u�ati�� �� 
hu�a�-�i�� i�t���i���c�, th�r�by pr���ti�� �achi�� 
aut����y thr�u�h arti�icia� i�t���i���c� (��). Th� archit�ctur� 
�� NNs c��pris�s �u�tip�� �ay�rs �� para���� pr�c�ss�rs, 
a���wi�� ��r c��p��x �ata �a�ipu�ati�� a�� a�a�ysis, as 
�����strat�� i� �i�ur� 8 �23�. 

 

 
�i�. 8. NN structur�. 

�� th� r�a�� �� ����i��ar syst��s c��tr��, NNs pr�s��t a� 
����ctiv� ��th������y ��r ��ar�i�� a�� appr�xi�ati�� 
i�tricat� �y�a�ics. This capabi�ity ��ab��s th� ��v���p���t 
�� a�aptiv� a�� pr�cis� c��tr�� strat��i�s, which ar� crucia� ��r 
app�icati��s i� vari�us �i���s, i�c�u�i�� r�b�tics a�� 
r���wab�� ���r�y. Tra�iti��a� c��tr�� ��th��s ��t�� 

��c�u�t�r si��i�ica�t cha������s wh�� a��r�ssi�� th� 
c��p��xiti�s i�h�r��t i� th�s� syst��s. �� c��trast, NNs ar� 
�av�r�� ��r th�ir �xc�pti��a� abi�ity t� appr�xi�at� 
c��ti�u�us �u�cti��s �� r�a� va�u�s, �a�i�� th�� particu�ar�y 
w���-suit�� ��r ha���i�� ����i��ariti�s. Th� pr�p�s�� NN 
c��tr����r ��r �axi�u� p�w�r p�i�t trac�i�� (MPPT) i� wi�� 
turbi��s ��atur�s a structur� with tw� hi���� �ay�rs. Th� 
i�puts t� th� NN c��tr����r c��sist �� th� i�put curr��t 
����rat�� by th� wi�� turbi�� a�� th� �utput v��ta�� �r�� th� 
b��st c��v�rt�r. Th� pri�ary �utput �� th� NN is th� �uty 
cyc�� (D), which ���u�at�s th� �p�rati�� �� th� b��st 
c��v�rt�r t� �pti�iz� ���r�y �xtracti�� �r�� th� wi��. Th� 
trai�i�� �� th� NN was c���uct�� usi�� th� (trai���) �u�cti�� 
i� Mat�ab, which ��p��ys th� L�v��b�r�-Marquar�t (LM) 
a���rith� �24�. This a���rith� is r���w��� ��r its 
����ctiv���ss i� s��vi�� ��ast-squar�s pr�b���s, th�r�by 
��ha�ci�� th� trai�i�� pr�c�ss �� th� ��ura� ��tw�r�. Thr�u�h 
this appr�ach, th� NN is �xp�ct�� t� achi�v� a hi�h ��v�� �� 
p�r��r�a�c� i� �a�a�i�� th� c��p��xiti�s �� MPPT i� wi�� 
���r�y syst��s. �� su��ary, th� i�t��rati�� �� ��ura� 
��tw�r�s i� c��tr���i�� ����i��ar syst��s, particu�ar�y withi� 
th� c��t�xt �� MPPT ��r wi�� turbi��s, r�pr�s��ts a 
si��i�ica�t a�va�c����t i� th� �i��� �� arti�icia� i�t���i���c� 
a�� c��tr�� ���i���ri��. Th� abi�ity �� NNs t� ��ar� a�� a�apt 
t� c��p��x �y�a�ics ��t ���y i�pr�v�s th� ���ici��cy �� 
���r�y syst��s but a�s� pav�s th� way ��r �utur� i���vati��s 
i� c��tr�� strat��i�s acr�ss �iv�rs� app�icati��s �25�. 

�. cuc���� �pti�isat�� 
Th� �uc��� S�arch � ���rith� (�S�) is a �atur�-i�spir�� 

�pti�izati�� t�ch�iqu� that si�u�at�s th� br��� parasitis� 
b�havi�r �� c�rtai� cuc��� sp�ci�s t� s��v� c��p��x 
�pti�izati�� pr�b���s. �� �S� , a p�pu�ati�� �� s��uti��s, 
�ach r�pr�s��ti�� a "cuc���," is i�itia�iz�� withi� th� s�arch 
spac�. Th�s� cuc���s �ay th�ir ���s i� th� ��sts �� �th�r h�st 
bir�s, with th� ��a� �� havi�� th� h�st bir� u����wi���y rais� 
th� cuc���'s ���spri��. Th� a���rith� s���cts th� ��st 
pr��isi�� s��uti��s (��sts) bas�� �� th�ir qua�ity, �i�ic�i�� 
th� surviva� strat��y �� cuc��� chic�s �26�. 

�S� a�t�r�at�s b�tw��� �xp��rati�� a�� �xp��itati�� 
phas�s: �uri�� �xp��rati��, cuc���s p�r��r� Lévy ��i�hts, a 
ra���� s�arch patt�r� that a���ws th�� t� �xp��r� ��w ar�as 
i� th� s�arch spac� a�� av�i� ��ca� �pti�a. Duri�� th� 
�xp��itati�� phas�, th� a���rith� ��cus�s �� r��i�i�� th� 
s��uti��s by s���cti�� th� b�st ��sts a�� �iscar�i�� p��r�y 
p�r��r�i�� ���s, ��a�i�� t� c��v�r���c� t�war�s th� ���ba� 
�pti�u� �27�. This pr�c�ss ��sur�s a ���� ba�a�c� b�tw��� 
���ba� s�arch (�xp��rati��) a�� ��ca� r��i�����t 
(�xp��itati��). 

Th� �isc�v�ry �� th� b�st s��uti��, �r th� "��st," ��p���s 
�� th� �it��ss �� th� s��uti��s, which is ��asur�� r��ativ� t� 
th� �pti�izati�� �bj�ctiv�. Th� Lévy ��i�ht, which �ui��s th� 
cuc���s' ��v����ts, is �ath��atica��y r�pr�s��t�� by 
sp�ci�ic �quati��s that �ictat� h�w cuc���s ��v� i� th� s�arch 
spac� �23�. Th� ����ctiv���ss �� �S� has b��� �����strat�� 
acr�ss vari�us app�icati��s, i�c�u�i�� r���wab�� ���r�y 
syst��s a�� �pti�izati�� tas�s, sh�wcasi�� its r�bust��ss a�� 
���ici��cy i� �avi�ati�� c��p��x s�arch spac�s �28�, �29�. 

Th� p�siti�� up�at� i� �S� is ������� usi�� th� 
�����wi�� �quati��: 

�௧ାଵ=�௧+ߙ⋅Lévyሺ�ሻ 

(h�r�:  
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 �௧ is th� curr��t p�siti�� �� th� cuc���, α  is a st�p siz� 
para��t�r, a�� Lévyሺ�ሻ is th� Lévy ��i�ht �istributi�� 
c��tr���i�� th� ra���� st�p ����th a�� �ir�cti�� �� th� 
cuc���'s ��v����t. 

�� �ach it�rati��, a �racti�� �� th� w�rst-p�r��r�i�� ��sts 
is r�p�ac�� with ��w ra�����y ����rat�� s��uti��s, ��suri�� 
�iv�rsity i� th� p�pu�ati��. This ��cha�is� ��ab��s �S� t� 
ba�a�c� �xp��rati�� a�� �xp��itati��, u�ti�at��y c��v�r�i�� 
t�war�s th� ���ba� �pti�u�. 

�y �y�a�ica��y a�justi�� para��t�rs �i�� th� st�p siz� a�� 
��v�ra�i�� Lévy ��i�hts, �S� pr�vi��s a ���xib�� a�� ���ici��t 
�ra��w�r� ��r tac��i�� c��p��x �pti�izati�� pr�b���s. 

 
�i�. 9. cuc���� psu�� c���.  

�V . ��SULTS �ND �NT��P��T�T�ON 
Th� purp�s� �� this c��parativ� stu�y is t� hi�h�i�ht th� 

�i���r��c�s a�� ����ctiv���ss �� th� cuc���� �pti�izati�� 
��th�� a�� its ����ctiv���ss c��par�� t� pr�vi�us ��th��s:  

 
 

�i�. 10. ��tati��a� sp��� � (ra�/s). 

 

 
�i�. 11. T�rqu�s �t a�� ��� (N.�). 

 
�i�. 12. ����rat�� p�w�r ((att). 

�. ��su�ts ��t�rpr�tati�� 
� �� ��w wi�� sp��� c���iti��s, th� p�w�r ����rat�� by a�� 

th� c��tr�� strat��i�s is r��ativ��y si�i�ar �u� t� th� �i�it�� 
���r�y avai�ab��. H�w�v�r, as wi�� v���city i�cr�as�s, th� 
p�r��r�a�c� �i���r��c�s b�tw��� th� c��tr�� strat��i�s 
b�c��� ��r� pr���u�c��. 

S�i�i�� M��� ���tr�� (SM�): This appr�ach �xhibits 
����rat� ���ici��cy, with p�w�r �utput ra��i�� b�tw��� 160 
( a�� 420 (. (hi�� p�w�r i�cr�as�s with wi�� sp���, it ���s 
s� ��ss ���ici��t�y c��par�� t� N�ura� N�tw�r�s (NN) �r th� 
�uc��� S�arch ����rith� (�S�). 

N�ura� N�tw�r�s (NN): NN achi�v�s a hi�h�r p�w�r 
�utput tha� SM�, ra��i�� �r�� 185 ( t� 690 (. This 
sup�ri�r p�r��r�a�c� �����strat�s th� ����ctiv���ss �� NN i� 
har��ssi�� ���r�y �r�� varyi�� wi�� sp���s, hi�h�i�hti�� th� 
si��i�ica�t i�pr�v����ts pr�vi��� by its ��ar�i�� capabi�ity 
c��par�� t� tra�iti��a� r�bust strat��i�s �i�� SM�. 

�uc��� S�arch ����rith� (�S�): �S� a�s� achi�v�s 
hi�h p�w�r �utput i� th� ra��� �� 185 ( t� 690 (, c��s��y 
�atchi�� th� p�r��r�a�c� �� NN. H�w�v�r, �S� sh�ws 
s�i�ht�y b�tt�r r�su�ts at hi�h�r wi�� sp���s, ���iv�ri�� ��r� 
stab�� a�� �i�t�r�� p�w�r �utput. 

This c��paris�� i��ustrat�s that b�th NN a�� �S� 
�utp�r��r� SM�, particu�ar�y i� hi�h�r wi�� sp��� sc��ari�s, 
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with �S� havi�� a �ar�i�a� a�va�ta�� i� t�r�s �� �utput 
stabi�ity. 

V . �ON�LUS�ON 
Th� c��parativ� a�a�ysis �� c��tr�� strat��i�s ��r wi�� 

���r�y syst��s r�v�a�s si��i�ica�t �i���r��c�s i� p�r��r�a�c�, 
particu�ar�y at hi�h�r wi�� sp���s. (hi�� th� S�i�i�� M��� 
���tr�� (SM�) strat��y �����strat�s ����rat� ���ici��cy, it 
is �utp�r��r��� by b�th N�ura� N�tw�r�s (NN) a�� th� 
�uc��� S�arch ����rith� (�S�). NN's ��ar�i�� capabi�ity 
��ab��s it t� captur� ���r�y ��r� ���ici��t�y, r�su�ti�� i� a 
��tab�� i�cr�as� i� p�w�r �utput. Si�i�ar�y, �S� ����rs 
c��p�titiv� p�r��r�a�c�, s�i�ht�y surpassi�� NN at hi�h�r 
wi�� sp���s with ��r� stab�� a�� �i�t�r�� r�su�ts. Th�s� 
�i��i��s su���st that a�va�c�� c��tr�� strat��i�s �i�� NN a�� 
�S� pr�vi�� substa�tia� i�pr�v����ts i� ���r�y captur� a�� 
���ici��cy �v�r tra�iti��a� ��th��s such as SM�, �sp�cia��y 
i� ��uctuati�� wi�� c���iti��s. ���s�qu��t�y, a��pti�� th�s� 
i�t���i���t c��tr�� t�ch�iqu�s c�u�� ��a� t� ��r� ����ctiv� 
wi�� ���r�y harv�sti��, particu�ar�y i� sc��ari�s i�v��vi�� 
hi�h�r wi�� v���citi�s. 
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�bstract— T his pap�r �xa�i��s th� (ha�� Opti�izati�� 
����rith� ((O�) ��r Maxi�u� P�w�r P�i�t T rac�i�� 
(MPPT ) i� wi�� turbi��s, uti�izi�� r�a� wi�� sp��� �ata �r�� a 
r��i�� ���w� ��r its s��i-ari� c�i�at� a�� vari�� t�p��raphy. 
T h� (O�, i�spir�� by th� hu�ti�� b�havi�r �� hu�pbac� 
wha��s, is �va�uat�� ��r its capabi�ity t� �pti�iz� ���r�y 
�xtracti�� u���r ��uctuati�� wi�� c���iti��s. T hr�u�h 
Mat�ab/Si�u�i�� si�u�ati��s, (O�'s p�r��r�a�c� is c��par�� 
with �th�r p�pu�ar MPPT  t�ch�iqu�s t� ass�ss its ����ctiv���ss. 
� �su�ts �����strat� that (O� ���iv�rs a ��tab�� i�pr�v����t 
i� p�w�r �utput a�� syst�� stabi�ity, particu�ar�y i� �y�a�ic 
wi�� ��vir�����ts. ��th�u�h (O� pr�s��ts si��i�ica�t 
a�va�ta��s i� t�r�s �� ���ici��cy a�� si�p�icity, th� stu�y a�s� 
i���ti�i�s ar�as ��r p�t��tia� i�pr�v����t i� trac�i�� accuracy 
a�� r�sp��s� ti�� u���r �xtr��� ��vir�����ta� c���iti��s. 
T h� �i��i��s hi�h�i�ht th� i�p�rta�c� �� uti�izi�� a�va�c�� 
�pti�izati�� a���rith�s t� ��ha�c� th� r��iabi�ity �� wi�� 
���r�y syst��s.  

��yw�r�s—  (ha�� Opti�izati�� ����rith� ((O�); 
Maxi�u� P�w�r P�i�t Trac�i�� (MPPT); (i�� Turbi��s; 
Opti�izati�� ����rith�s; ����wab�� ���r�y; � ��r�y � ��ici��cy; 
���putati��a� ��t���i���c�. 

�. �NT�ODU�T�ON 
(i�� ���r�y has ���r��� as a piv�ta� ������t i� th� 

���ba� shi�t t�war�s r���wab�� ���r�y s�urc�s, si��i�ica�t�y 
c��tributi�� t� th� r��ucti�� �� �r���h�us� �as ��issi��s a�� 
th� r��ia�c� �� ��ssi� �u��s. Th� ��p��y���t �� wi�� turbi��s 
((Ts) �aci�itat�s c��a� ���ctricity ����rati��, which is 
�ss��tia� ��r c��bati�� c�i�at� cha��� a�� pr���ti�� ���r�y 
i���p�����c� �1�, �2�. H�w�v�r, th� �pti�izati�� �� wi�� 
turbi�� p�r��r�a�c� is crucia�, as it i�v��v�s ba�a�ci�� ���r�y 
�utput with ��cha�ica� strai� a�� �p�rati��a� c�sts. This 
�pti�izati�� is particu�ar�y cha�����i�� �u� t� th� �y�a�ic 
a�� u�pr��ictab�� �atur� �� wi�� c���iti��s, ��c�ssitati�� 
a�va�c�� c��tr�� ��cha�is�s t� ��sur� that turbi��s �p�rat� 
at th�ir �axi�u� p�w�r p�i�t (MPP) �3�, �4�. 

T� a��r�ss th�s� cha������s, Maxi�u� P�w�r P�i�t 
Trac�i�� (MPPT) t�ch�iqu�s hav� b��� ��v���p��, which ar� 
��si���� t� ��sur� that wi�� turbi��s �p�rat� at p�a� 
���ici��cy by c��ti�u�us�y a�justi�� t� cha��i�� wi�� 
c���iti��s. ����� th� vari�us MPPT ��th��s, �pti�izati�� 
a���rith�s such as th� (ha�� Opti�izati�� � ���rith� ((O�) 
a�� �rti�icia� N�ura� N�tw�r�s (�NN) hav� sh�w� 
c��si��rab�� pr��is� i� ��ha�ci�� ���r�y �xtracti�� �r�� 
wi�� turbi��s. (O�, i�spir�� by th� c��p�rativ� hu�ti�� 
strat��i�s �� hu�pbac� wha��s, ����ctiv��y ba�a�c�s 

�xp��rati�� a�� �xp��itati�� withi� th� s�arch spac�, a���wi�� 
��r rapi� c��v�r���c� �� �pti�a� �p�rati�� p�i�ts �v�� u���r 
��uctuati�� wi�� c���iti��s �5�, �6�. This a�aptabi�ity �a��s 
(O� a r�bust ch�ic� ��r MPPT i� wi�� ���r�y syst��s, 
particu�ar�y wh�� tra�iti��a� ��th��s �ay �a�t�r �7�. 

���v�rs��y, �NN ��v�ra��s �achi�� ��ar�i�� t�ch�iqu�s 
t� pr��ict a�� �pti�iz� turbi�� p�r��r�a�c� bas�� �� 
hist�rica� �ata. �y ��ar�i�� �r�� past wi�� c���iti��s a�� 
�p�rati��a� �ata, �NN-bas�� MPPT syst��s ca� pr�vi�� hi�h 
pr�cisi�� a�� ���xibi�ity i� r�a�-ti�� a�just���ts, 
�utp�r��r�i�� c��v��ti��a� t�ch�iqu�s i� c��p��x a�� 
����i��ar ��vir�����ts �8�, �9�. Th� c��ti�u�us ��ar�i�� 
capabi�ity �� �NN a���ws ��r b�tt�r a�aptati�� t� th� variab�� 
�atur� �� wi��, th�r�by i�pr�vi�� th� �v�ra�� ���ici��cy �� 
wi�� ���r�y syst��s �10�, �11�. (hi�� �th�r �pti�izati�� 
��th��s, such as th� �uc��� S�arch ����rith� (�S�), a�s� 
pr�s��t va�uab�� s��uti��s, this stu�y pri�ari�y ��cus�s �� 
�va�uati�� th� p�r��r�a�c� �� (O� a�� �NN ��r MPPT i� 
wi�� turbi��s, hi�h�i�hti�� th�ir r�sp�ctiv� str���ths i� 
�axi�izi�� ���r�y ���ici��cy �12�, �13�. 

Th� i�t��rati�� �� a�va�c�� c��tr�� ��cha�is�s such as 
(O� a�� �NN i�t� wi�� turbi�� �p�rati��s is �ss��tia� ��r 
�pti�izi�� ���r�y �utput a�� ��ha�ci�� th� �v�ra�� 
p�r��r�a�c� �� wi�� ���r�y syst��s. Th�s� ��th������i�s 
��t ���y i�pr�v� th� ���ici��cy �� ���r�y �xtracti�� but a�s� 
c��tribut� t� th� sustai�abi�ity �� r���wab�� ���r�y s�urc�s, 
th�r�by p�ayi�� a crucia� r��� i� a��r�ssi�� th� ��vir�����ta� 
cha������s p�s�� by c�i�at� cha��� �14�, �15�. �utur� r�s�arch 
sh�u�� c��ti�u� t� �xp��r� a�� r��i�� th�s� t�ch�iqu�s t� 
�urth�r ��ha�c� th� r��iabi�ity a�� ���ici��cy �� wi�� ���r�y 
syst��s. 

��. (�ND TU���N� MOD�L�N� 
(i�� turbi�� �����i�� c��sists �� ��ur parts: wi�� �����, 

th� ����� �� th� wi�� turbi��, ���ctrica� a�� ��cha�ica� 
�quati��s. 

�. (i�� M���� 
Th� wi�� sp��� at a p�i�t i� spac� �ሺݐሻ is th� r�su�ta�t �� 

tw� c��p����ts: �ሺݐሻ vari�s s��w�y a�� r��u�ar�y �v�r 
�����r p�ri��s at a �iv�� sit�, whi�� th� �th�r �௧ሺݐሻ vari�s 
turbu���t�y with ti��. �ts �xpr�ssi�� is �iv�� by ��r�u�a (1) 
�15�. 

�ሺݐሻ= �ሺݐሻ+ �௧ሺݐሻ                  (1) 
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�௧ሺݐሻ: is a turbu���t c��p����t �� th� wi�� which is a 
stati��ary ra���� pr�c�ss (���s ��t vary with th� ��a� wi�� 
sp���). 

�ሺݐሻ: is a s��w c��p����t: it is th� av�ra�� wi�� sp��� 
varyi�� r��u�ar�y �v�r �����r p�ri��s at a �iv�� sit�.  

Th� a�r� turbi�� �i�t�rs th� hi�h �r�qu��cy ��uctuati��s. 
��r this purp�s�, a ��w-pass �i�t�r is r�c��stitut�� ��r th� 
turbu���c� c��p����t s� that it r�pr��uc�s a charact�ristic 
c��s�r t� r�a�ity, wh�s� tra�s��r �u�cti�� is �iv�� by th� 
�xpr�ssi�� (2). �15� 

= ଵܩ
ଵାఛ.௦

                    (2) 

Th� va�u� �� th� ti�� c��sta�t ��p���s �� th� r�t�r 
�ia��t�r a�� a�s� �� th� wi�� turbu���c� i�t��sity a�� th� 
av�ra�� wi�� sp��� (� = 0.11375s) �6�. 

 
�i�. 1. Sy��ptic �� wi�� r�c��structi��. 

 
�i�. 2. Sy�th�tic wi�� s�qu��c�. 

Th� pr�vi�us �i�ur� (2) r�pr�s��ts a wi�� s�qu��c� 
����rat�� by th� Si�u�i�� ����� �� �i�ur� (1) with a� av�ra�� 
wi�� sp���  �ሺݐሻ=  ݉ͅ  .ݏ/

Th� p�w�r c����ici��t is ���i��� as th� rati� b�tw��� th� 
p�w�r �xtract�� �r�� th� wi�� (r�c�v�rab��) a�� th� t�ta� 
p�w�r th��r�tica��y avai�ab�� �16�. 

= ܥ
ೝ

=
൭ቆଵାቀೇమ

ೇభ
ቁቇି ൬ଵି ቀೇమ

ೇభ
ቁ

మ
൰൱

ଶ
        (3) 

Th� p�w�r c����ici��t has a �axi�u� �� 16/27 ��a�i�� 
0.59. �t is this th��r�tica� �i�it ca���� ��tz �i�it (�i�ur� 3) that 
s�ts th� �axi�u� �xtractab�� p�w�r ��r a �iv�� wi�� sp���. 
�� r�a�ity, this �i�it is ��v�r r�ach�� a�� �ach wi�� turbi�� is 
���i��� by its �w� p�w�r c����ici��t �xpr�ss�� as a �u�cti�� 
�� th� r��ativ� sp��� λ r�pr�s��ti�� th� r��ativ� sp��� is th� 
rati� b�tw��� th� sp��� �� th� tip �� th� b�a��s �� th� wi�� 
turbi�� a�� th� wi�� sp���. �17� Th� a�r��y�a�ic ���ici��cy 
is th�� ���uc��: 

�=ଵ
ଶ

  ௫                                          (4)ܥ 

�� �ur cas�, th� �v��uti�� �� th� p�w�r c����ici��t which 
is a �u�cti�� �� λ a�� th� w���� a���� β, is �iv�� by th� 
�����wi�� p��y���ia� appr�xi�ati��: 

−ߚሻ=൫Ͳ.ͷ−Ͳ.ͲͲͳሺߚ,�ሺܥ ሻʹ൯ݏ�݊ቂగሺఒା.ଵሻ

ଵ଼ ି.ଷሺఉି ଶሻ
ቃ−Ͳ.ͲͲͳͅͶሺ�− ሻ͵ሺߚ− ሻʹ       (5) 

 
�i�. 3. P�w�r c����ici��t ��r �i���r��t typ�s �� wi�� turbi��s. 

�. M���� �� th� (i�� Turbi�� 
Th� turbi�� tra�s��r�s th� �i��tic ���r�y �� th� wi�� i�t� 

��cha�ica� ���r�y. �t is c��p�s�� �� thr�� b�a��s that r�tat� 
�� th� ax�s �� a� a���� β. Th� sp��� �� wi�� V , app�i�� �� th� 
b�a��s �� th� wi�� turbi�� caus�s its r�tati�� a�� cr�at�s a 
��cha�ica� p�w�r �� th� sha�t �� th� turbi�� �16�. 

Th� �xpr�ssi�� �� th� ��cha�ica� p�w�r �்avai�ab�� �� 
th� wi�� turbi�� sha�t, as w��� as that �� its t�rqu� ்ܥ ar� �iv�� 
as �����ws: 

�் .�=ଵܥ=
ଶ

ߨܴߩሻߚ.�ሺܥ ଶ�ଷ       (6) 

ܥ் =
ఆ

=ோ.
ఒ.

=ು
ଶఒ

ߨܴߩ ଶ�ଷ              (7) 

 .T�rqu� �� th� wi�� turbi�� (N.�) :ܥ்

Th� p�w�r c����ici��t ܥ r�pr�s��ts th� a�r��y�a�ic 
���ici��cy �� th� wi�� turbi�� a�� a�s� ��p���s �� th� turbi�� 
charact�ristic. 

Th� �utput qua�titi�s �� th� turbi�� ar� th� p�w�r �r t�rqu� 
that ca� b� c��tr����� by varyi�� th� pr�vi�us i�put qua�titi�s. 

 
�i�. 4. ��put-�utput �� th� wi�� turbi�� �����. 

Th� acti�� �� th� ��vi�� air wi�� r�su�t i� ��rc�s app�i�� 
at �ach p�i�t �� th� b�a�� sur�ac�. 

Th� b��c� �ia�ra� �� th� stu�i�� b�a��s is r�pr�s��t�� i� 
(�i�ur� 5). 

 
�i�. 5. ���c� �ia�ra� �� th� b�a�� �����. 

Th� r��� �� th� ��arb�x is t� tra�s��r� th� ��cha�ica� 
sp��� �� th� turbi�� i�t� th� sp��� �� th� ����rat�r, a�� th� 
a�r��y�a�ic t�rqu� i�t� th� ��arb�x t�rqu� acc�r�i�� t� th� 
�����wi�� �ath��atica� ��r�u�a: 

 =ܥ
�்
�

 

(h�r�:   �: ��tati��a� sp��� a�t�r �u�tip�i�r i� (ra�/s). 

 : T�rqu� a�t�r �u�tip�i�r (N.�)ܥ                
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Th� �u��a���ta� �quati�� �� �y�a�ics a���ws t� 
��t�r�i�� th� �v��uti�� �� th� ��cha�ica� sp��� �r�� th� t�ta� 
��cha�ica� t�rqu� ሺܥሻ app�i�� t� th� r�t�r sh�w� i� th� 
�quati�� b���w: 

ܬ
�݀

ݐ݀
+ .݂�=ܥ−ܥ 

 .: Th� ���ctr��a���tic t�rqu� ��v���p�� by th� ����rat�rܥ 

 .: Th� t�rqu� ��v���p�� by th� ��arb�xܥ 

:݂ Th� �ricti�� c����ici��t. 

 
�i�. 6. ���c� �ia�ra� �� th� wi�� turbi�� �����. 

��assica� MPPT �aci�itat�s th� s�arch ��r th� �axi�u� 
p�i�t �� p�w�r, ���wi�� th� charact�ristic �� th� wi�� turbi��, 
this ��th�� a���ws us t� quic��y appr�ach th� �pti�u� with 
th� h��p �� si�p�� ��asur����ts, i�t�r�a� t� th� ��cha�ica�-
���ctrica� c��v�rt�r, that is t� say with�ut th� us� �� wi�� 
sp��� s��s�r �18�. 

 
�i�. 7. sc��atic �� th� MPPT c��tr�� strat��y �� th� wi�� turbi��. 

�. ���ctrica� �quati��s 
Th� ���ctrica� �quati��s �� th� stat�r �� a p�r�a���t 

�a���t sy�chr���us �achi�� (PMSM) ar� ��scrib�� by Th� 
����ra�iz�� th��r�� �� th� ����rati�� c��v��ti�� (PMSM), 
it’s ���u�h t� r�v�rs� th� �ir�cti�� �� th� curr��ts; th� 
(PMSM) �quati��s ar� th�r���r� writt�� as �����ws: 

ቐ
�ௗ=−ܴ ௦�ௗ−ܮ௦

ௗ
ௗ௧

��ܮ−

�=−ܴ ௦�−ܮ௦
ௗ

ௗ௧
−�ሺܮௗ�ௗ+�ሻ

               (8) 

Th� �xpr�ssi�� �� th� ���ctr��a���tic t�rqu� is writt�� as 
�����ws:   

ܥ =ଷ
ଶ

�ሺ�ௗ�−��ௗሻ                      (9) 

(� r�p�ac� th� ���ws by th�ir �xpr�ssi��s �iv�� i� (9), w� 
thus hav�: 

ܥ =ଷ
ଶ

�ൣሺܮௗ−ܮሻ�ௗ�−��൧              (10) 

(h�r�: 

�ௗ , �:  ��pr�s��t r�sp�ctiv��y th� v��ta�� v�ct�rs r��at�� 
t� th� r���r��c� �ra�� (�, q). 

�ௗ, �: ��pr�s��t r�sp�ctiv��y th� curr��t v�ct�rs r��at�� t� 
th� r���r��c� �ra�� (�, q). 

� : ��pr�s��t th� ���ctrica� sp��� �� r�tati�� �� th� r�t�r. 

 �� : ��pr�s��t r�sp�ctiv��y th� stat�r i��ucta�c�sܮ , ௗܮ
th� �ra�� (�, q). 

D. M�cha�ica� �quati��s 
Th� ��cha�ica� �quati�� b���w �xp�ai�s th� �y�a�ics:  

ܬ
�݀
ݐ݀

ܥ−௧ܥ= + �݂ 

��i�� awar� ��: 

 .௧ : app�i�� ��t�r t�rqu� t� th� ����rat�rܥ

 .rtia �����t��� : ܬ

 ݂: V isc�us �ricti�� c����ici��t. 

���. �ONT�OL  M�THOD�S �PPL��D �O� MPPT 

�. S�i�i�� ���� c��tr�� 
S�i�i�� M��� ���tr�� (SM�) is a r�bust c��tr�� strat��y 

particu�ar�y suit�� ��r ����i��ar syst��s, such as wi�� ���r�y 
c��v�rsi�� syst��s, wh�r� it ����ctiv��y �a�a��s 
u�c�rtai�ti�s a�� ��uctuati��s i� wi�� sp��� a�� turbi�� 
charact�ristics. �� th� c��t�xt �� Maxi�u� P�w�r P�i�t 
Trac�i�� (MPPT) ��r wi�� turbi��s, SM� is ��p��y�� t� 
�ui�� th� syst�� t�war� �pti�a� p�w�r �xtracti�� ��spit� 
varyi�� c���iti��s. Th� �u��a���ta� pri�cip�� �� SM� 
i�v��v�s ���i�i�� a "s�i�i�� sur�ac�" i� th� stat� spac�, which 
is bas�� �� th� ��sir�� p�r��r�a�c� crit�ria r��at�� t� th� 
�axi�u� p�w�r p�i�t (MPP) �19�. 

Th� s�i�i�� sur�ac� is typica��y ��r�u�at�� usi�� th� 
syst��'s stat� variab��s, such as curr��t, v��ta��, �r p�w�r 
�utput, t� ��sur� that th�s� para��t�rs a�i�� with th� �pti�a� 
�p�rati�� c���iti��s �20�. �y �rivi�� th� syst�� �y�a�ics t� 
c��v�r�� �� this sur�ac�, SM� �uara�t��s that th� turbi�� 
�p�rat�s ��ar its �axi�u� ���ici��cy, ����ctiv��y 
c��p��sati�� ��r �isturba�c�s a�� u�c�rtai�ti�s �19�. This 
appr�ach has b��� sh�w� t� ��ha�c� th� r�bust��ss �� wi�� 
���r�y syst��s, a���wi�� th�� t� �ai�tai� �pti�a� 
p�r��r�a�c� �v�� u���r cha�����i�� �p�rati��a� c���iti��s 
�21�, �22�. 

Th� s�i�i�� sur�ac� s(t) ca� b� �xpr�ss�� as: 

 ሻݐሻ−�∗ሺݐሻ=�ሺݐሺݏ

(h�r�: 

�ሺݐሻ is th� curr��t stat� variab��. 

�∗ሺݐሻ is th� r���r��c� stat� variab�� c�rr�sp���s t� MPP. 

Th� �bj�ctiv� is t� ��si�� th� c��tr����r s� that s(t)→ 0, 
i��icati�� that th� syst�� stat� has c��v�r��� t� th� ��sir�� 
�p�rati�� p�i�t �21�, �22�. 

��r th� syst�� t� r��ai� �� th� s�i�i�� sur�ac� a�� achi�v� 
stabi�ity, th� ti�� ��rivativ� �� th� s�i�i�� sur�ac�  ̇ݏሺݐሻ �ust 
b� c��tr�����. Th� c��tr�� �aw is ��si���� t� �a�� this 
��rivativ� z�r� wh�� th� syst�� stat� is �� th� s�i�i�� sur�ac�, 
��suri�� c��v�r���c� t� th� MPP. This appr�ach is ����ctiv� 
��r r�j�cti�� �isturba�c�s a�� acc�����ati�� variati��s i� 
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wi�� sp���, as th� c��tr�� �aw c��ti�ua��y a�justs th� syst�� 
t� �ai�tai� �pti�a� p�r��r�a�c� �21�, �22�. 

Th� �quiva���t c��tr�� �aw ݒ is ��riv�� bas�� �� th� 
syst�� �y�a�ics a�� is ��r�u�at�� t� ���p th� syst�� stat� 
�� th� s�i�i�� sur�ac�: 

=ݒ ሺ݂�ሻ+ ሺ݃�ሻ⋅� 

(h�r�: �(x) a�� �(x) r�pr�s��t th� ����i��ar �y�a�ics �� 
th� syst��. 

 � is th� c��p����t �� th� c��tr�� that �atch�s thݒ 
syst��’s �y�a�ics. 

H�w�v�r, �u� t� th� i�h�r��t u�c�rtai�ti�s a�� �xt�r�a� 
�isturba�c�s, th� �quiva���t c��tr�� a���� is i�su��ici��t. �� 
a��iti��a� switchi�� t�r� is i�tr��uc�� t� c�rr�ct ��viati��s 
a�� ��sur� r�bust��ss �21�, �22�. 

T� ��ha�c� th� r�bust��ss �� th� c��tr�� strat��y, a 
switchi�� �u�cti�� is a���� t� th� c��tr�� �aw. This switchi�� 
c��p����t h��ps th� syst�� stay �� th� s�i�i�� sur�ac�, �v�� 
wh�� th�r� ar� �isturba�c�s �r variati��s i� syst�� 
para��t�rs: 

 ሻሻݐሺݏs©gnሺ⋅ܭ−ݑ=ݑ

(h�r�: �  is a p�sitiv� c��sta�t that ��t�r�i��s th� 
a��r�ssiv���ss �� th� c��tr�� r�sp��s�. 

si��(s(t)) is th� si�� �u�cti��, which pr�vi��s a �iscr�t� 
a�just���t t� bri�� th� syst�� stat� bac� t� th� s�i�i�� sur�ac� 
�21�, �22�. 

This c��bi�ati�� �� �quiva���t c��tr�� a�� switchi�� t�r� 
��ab��s th� SM� t� rapi��y c�rr�ct ��viati��s, pr�vi�i�� 
str��� r�si�i��c� t� para��t�r variati��s a�� �xt�r�a� 
�isturba�c�s c������y ��c�u�t�r�� i� wi�� turbi�� syst��s. 

�. �NN c��tr�� 
N�ura� ��tw�r�s (NN) ar� a�va�c�� �ath��atica� 

syst��s ��si���� t� ��u�at� th� hu�a� brai�'s capabi�ity t� 
��ar� a�� pr�c�ss i���r�ati��. Uti�izi�� arti�icia� ��ur��s 
i�p�����t�� i� s��twar�, NNs �aci�itat� th� si�u�ati�� �� 
hu�a�-�i�� i�t���i���c�, th�r�by pr���ti�� �achi�� 
aut����y thr�u�h arti�icia� i�t���i���c� (��). Th� archit�ctur� 
�� NNs c��pris�s �u�tip�� �ay�rs �� para���� pr�c�ss�rs, 
a���wi�� ��r c��p��x �ata �a�ipu�ati�� a�� a�a�ysis, as 
�����strat�� i� �i�ur� 8 �23�. 

 

 
�i�. 8. NN structur�. 

�� th� r�a�� �� ����i��ar syst��s c��tr��, NNs pr�s��t a� 
����ctiv� ��th������y ��r ��ar�i�� a�� appr�xi�ati�� 
i�tricat� �y�a�ics. This capabi�ity ��ab��s th� ��v���p���t 
�� a�aptiv� a�� pr�cis� c��tr�� strat��i�s, which ar� crucia� ��r 
app�icati��s i� vari�us �i���s, i�c�u�i�� r�b�tics a�� 
r���wab�� ���r�y. Tra�iti��a� c��tr�� ��th��s ��t�� 

��c�u�t�r si��i�ica�t cha������s wh�� a��r�ssi�� th� 
c��p��xiti�s i�h�r��t i� th�s� syst��s. �� c��trast, NNs ar� 
�av�r�� ��r th�ir �xc�pti��a� abi�ity t� appr�xi�at� 
c��ti�u�us �u�cti��s �� r�a� va�u�s, �a�i�� th�� particu�ar�y 
w���-suit�� ��r ha���i�� ����i��ariti�s. Th� pr�p�s�� NN 
c��tr����r ��r �axi�u� p�w�r p�i�t trac�i�� (MPPT) i� wi�� 
turbi��s ��atur�s a structur� with tw� hi���� �ay�rs. Th� 
i�puts t� th� NN c��tr����r c��sist �� th� i�put curr��t 
����rat�� by th� wi�� turbi�� a�� th� �utput v��ta�� �r�� th� 
b��st c��v�rt�r. Th� pri�ary �utput �� th� NN is th� �uty 
cyc�� (D), which ���u�at�s th� �p�rati�� �� th� b��st 
c��v�rt�r t� �pti�iz� ���r�y �xtracti�� �r�� th� wi��. Th� 
trai�i�� �� th� NN was c���uct�� usi�� th� (trai���) �u�cti�� 
i� Mat�ab, which ��p��ys th� L�v��b�r�-Marquar�t (LM) 
a���rith� �24�. This a���rith� is r���w��� ��r its 
����ctiv���ss i� s��vi�� ��ast-squar�s pr�b���s, th�r�by 
��ha�ci�� th� trai�i�� pr�c�ss �� th� ��ura� ��tw�r�. Thr�u�h 
this appr�ach, th� NN is �xp�ct�� t� achi�v� a hi�h ��v�� �� 
p�r��r�a�c� i� �a�a�i�� th� c��p��xiti�s �� MPPT i� wi�� 
���r�y syst��s. �� su��ary, th� i�t��rati�� �� ��ura� 
��tw�r�s i� c��tr���i�� ����i��ar syst��s, particu�ar�y withi� 
th� c��t�xt �� MPPT ��r wi�� turbi��s, r�pr�s��ts a 
si��i�ica�t a�va�c����t i� th� �i��� �� arti�icia� i�t���i���c� 
a�� c��tr�� ���i���ri��. Th� abi�ity �� NNs t� ��ar� a�� a�apt 
t� c��p��x �y�a�ics ��t ���y i�pr�v�s th� ���ici��cy �� 
���r�y syst��s but a�s� pav�s th� way ��r �utur� i���vati��s 
i� c��tr�� strat��i�s acr�ss �iv�rs� app�icati��s �25�. 

�. (ha�� �pti�isat�� 
Th� (ha�� Opti�izati�� ����rith� ((O�) is a �atur�-

i�spir�� �pti�izati�� t�ch�iqu� that si�u�at�s th� hu�ti�� 
b�havi�r �� hu�pbac� wha��s t� s��v� c��p��x �pti�izati�� 
pr�b���s. ��itia��y, (O� i�itia�iz�s a p�pu�ati�� �� s��uti��s, 
�ach r�pr�s��ti�� a "wha��" i� th� s�arch spac�. Th�s� wha��s 
a�just th�ir p�siti��s r��ativ� t� th� b�st-���w� s��uti��, 
t�r��� th� "pr�y," by ��circ�i�� it i� a spira� ��ti��, 
�i�ic�i�� th� wha��s' hu�ti�� strat��y Y a�� & L i �26�. Th� 
a���rith� a�t�r�at�s b�tw��� �xp��rati�� a�� �xp��itati�� 
phas�s: �uri�� �xp��rati��, wha��s p�r��r� a ra���� s�arch 
��r ��w s��uti��s t� �scap� ��ca� �pti�a, whi�� i� th� 
�xp��itati�� phas�, th�y r��i�� th�ir p�siti��s bas�� �� th� 
curr��t b�st s��uti��, c��v�r�i�� t�war�s th� ���ba� �pti�u� 
�27�. 

Th� p�siti�� �� th� pr�y is crucia� ��r th� ��circ�i�� 
b�havi�r, as it is assu��� t� r�pr�s��t th� �pti�a� s��uti�� �r 
b� c��s� t� it. This ��circ�i�� ��cha�is� is �ath��atica��y 
r�pr�s��t�� by sp�ci�ic �quati��s that �ictat� h�w wha��s 
a�just th�ir p�siti��s bas�� �� th� pr�y's ��cati�� �23�. Th� 
����ctiv���ss �� (O� has b��� �����strat�� acr�ss vari�us 
app�icati��s, i�c�u�i�� r���wab�� ���r�y syst��s a�� 
�pti�izati�� tas�s, sh�wcasi�� its r�bust��ss a�� ���ici��cy 
i� �avi�ati�� c��p��x s�arch spac�s �28�, �29�. 

 |�−∗�⋅ܥ|=ܦ

wh�r� D is th� �ista�c� b�tw��� th� wha�� a�� th� pr�y, � 
is a c����ici��t that c��tr��s th� spira� ��ti��, �∗is th� 
p�siti�� �� th� pr�y (th� b�st-���w� s��uti��), a�� )  is th� 
curr��t p�siti�� �� th� wha��. 

 ܦ⋅ܣ−∗�=�

(h�r� � is a��th�r c����ici��t that i���u��c�s th� 
��v����t �� th� wha��. This �quati�� up�at�s th� p�siti�� �� 
th� wha�� bas�� �� th� �ista�c� t� th� pr�y a�� th� curr��t b�st 
p�siti��. 
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Th� va�u�s �� � a�� � ar� �y�a�ica��y a�just�� �uri�� th� 
a���rith�'s �x�cuti��, a���wi�� th� wha��s t� ba�a�c� 
�xp��rati�� a�� �xp��itati�� ����ctiv��y. Th� �quati��s 
��v�r�i�� th� (O� �aci�itat� a structur�� appr�ach ��r th� 
wha��s t� �avi�at� th� s�arch spac�, u�ti�at��y ai�i�� t� 
c��v�r�� t�war� th� ���ba� �pti�u�. 

 
�i�. 9. (ha�� psu�� c���.  

�V . ��SULTS �ND �NT��P��T�T�ON 
Th� purp�s� �� this c��parativ� stu�y is t� hi�h�i�ht th� 

�i���r��c�s a�� ����ctiv���ss �� th� wha�� �pti�izati�� 
��th�� a�� its ����ctiv���ss c��par�� t� pr�vi�us ��th��s:  

 

 
 

�i�. 10. ��tati��a� sp��� � (ra�/s). 

  
�i�. 11. T�rqu�s �t a�� ��� (N.�). 

 
�i�. 12. ����rat�� p�w�r ((att). 

�. ��su�ts ��t�rpr�tati�� 
c �� ��w wi�� sp��� c���iti��s, th� p�w�r ����rat�� by a�� 

th� c��tr�� strat��i�s is r��ativ��y si�i�ar �u� t� th� �i�it�� 
���r�y avai�ab��. H�w�v�r, as wi�� v���city i�cr�as�s, th� 
p�r��r�a�c� �i���r��c�s b�tw��� th� c��tr�� strat��i�s 
b�c��� ��r� pr���u�c��. 

S�i�i�� M��� ���tr�� (SM�): This appr�ach �xhibits 
����rat� ���ici��cy, with p�w�r �utput ra��i�� b�tw��� 160 
( a�� 420 (. (hi�� p�w�r i�cr�as�s with wi�� sp���, it ���s 
s� ��ss ���ici��t�y c��par�� t� N�ura� N�tw�r�s (NN) �r th� 
(ha�� Opti�izati�� ����rith� ((O�). 

N�ura� N�tw�r�s (NN): NN achi�v�s a hi�h�r p�w�r 
�utput tha� SM�, ra��i�� �r�� 185 ( t� 690 (. This 
sup�ri�r p�r��r�a�c� �����strat�s th� ����ctiv���ss �� NN i� 
har��ssi�� ���r�y �r�� varyi�� wi�� sp���s, hi�h�i�hti�� th� 
si��i�ica�t i�pr�v����ts pr�vi��� by its ��ar�i�� capabi�ity 
c��par�� t� tra�iti��a� r�bust strat��i�s �i�� SM�. 

(ha�� Opti�izati�� ����rith� ((O�): (O� a�s� 
achi�v�s hi�h p�w�r �utput i� th� ra��� �� 185 ( t� 690 (, 
c��s��y �atchi�� th� p�r��r�a�c� �� NN. H�w�v�r, (O� 
sh�ws s�i�ht�y b�tt�r r�su�ts at hi�h�r wi�� sp���s, ���iv�ri�� 
��r� stab�� a�� �i�t�r�� p�w�r �utput. 

This c��paris�� i��ustrat�s that b�th NN a�� (O� 
�utp�r��r� SM�, particu�ar�y i� hi�h�r wi�� sp��� sc��ari�s, 
with (O� havi�� a �ar�i�a� a�va�ta�� i� t�r�s �� �utput 
stabi�ity. 
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V . �ON�LUS�ON 
th� c��parativ� a�a�ysis �� c��tr�� strat��i�s ��r wi�� 

���r�y syst��s r�v�a�s si��i�ica�t �i���r��c�s i� p�r��r�a�c�, 
particu�ar�y at hi�h�r wi�� sp���s. (hi�� th� S�i�i�� M��� 
���tr�� (SM�) strat��y �����strat�s ����rat� ���ici��cy, it 
is �utp�r��r��� by b�th N�ura� N�tw�r�s (NN) a�� th� (ha�� 
Opti�izati�� ����rith� ((O�). NN's ��ar�i�� capabi�ity 
��ab��s it t� captur� ��r� ���r�y ���ici��t�y, r�su�ti�� i� a 
��tab�� i�cr�as� i� p�w�r �utput. Si�i�ar�y, (O� ����rs 
c��p�titiv� p�r��r�a�c�, s�i�ht�y surpassi�� NN at hi�h�r 
wi�� sp���s with ��r� stab�� a�� �i�t�r�� r�su�ts. Th�s� 
�i��i��s su���st that a�va�c�� c��tr�� strat��i�s �i�� NN a�� 
(O� pr�vi�� substa�tia� i�pr�v����ts i� ���r�y captur� 
a�� ���ici��cy �v�r tra�iti��a� ��th��s such as SM�, 
�sp�cia��y i� ��uctuati�� wi�� c���iti��s. ���s�qu��t�y, 
a��pti�� th�s� i�t���i���t c��tr�� t�ch�iqu�s c�u�� ��a� t� 
��r� ����ctiv� wi�� ���r�y harv�sti��, particu�ar�y i� 
sc��ari�s i�v��vi�� hi�h�r wi�� v���citi�s. 
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Abstract—This study is devoted to the eva
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Algeria. The plant, which is located near t
known for its altitude exceeding 1000 m, is d
up to 20 MW in an arid climate. The simula
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I. INTRODUCTION  
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source of energyanalysis and projections e
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Fig. 3. PV syst
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��
(hours) 

D. Capacity factor (CF) 

The ratio between the actualenergy output in AC 
current and the amountthatcouldbegenerated if itoperatedat 
full nominal capacitycontinuouslythroughout the year 
(8760 h). 

�� �	
���/���	�����

24 ∗  !"#$	%&	'()	* 	+% ,ℎ
∗ 100(%)	

. 

E. PV module efficiency (η_pv) 

The ratio betweenEdc power and solarenergycaptured. 
It canbecalculated  for the day or the month. 

	

345 �
���

6 ∗ 78
∗ 100		(%) 

6 : The solar energy received by the PV system, and 
78its area.   

F. Inverter efficiency (η_inv) 

The ratio between DC power output Edc  of the system 
and itsenergy output Eac. The monthlyinverterefficiencyis: 

39: �
���

���
∗ 100		(%) 

G. System efficiency (η_sys) 
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���

6 ∗ 78
∗ 100		(%) 

H. Losses 

Many components in PV systemscanbe the source of 
energylosses. The mostcommonphenomenathatcan cause 
DC sidelosses are malfunction, shading, fouling, and 
component failure. AC sidelosses are mainlycaused by 
inefficiencies in transformers and inverters. Losses, which 
influence the production of the PV system, 
canbesummarized as system losses (inverterloss, inverter-
threshold power loss, inverterloss on voltage, night 
consumption) and capture losses (ohmiclosses of wiring, 
loss due to fieldtemperature). 

TABLE II.  COMPARATIVETABLE OF EQUIPMENTS 

 Characteristics 

Equipment & the design  parameters Naàma Adrar 
Module type  Poly-crystalline silicon Poly-crystalline silicon 

Photovoltaic module efficiency  15.54% 15% 

Orientation and tilt  15◦ , south 26.5◦ , south 

Installation type  Fixed Fixed 

Distance between photovoltaic rows 6 m 8 m 

Inverters  20*(800 kWac) 40*(500 kW) 
Transformers  20*(1800 kVA/900kVA, 900kVA,  30kV/ 

360V ,360V ) 
20*(1.250 kVA/360kVA,  315 V/31.5 kV) 

modules   79680* (250Wp) 81 840* (245 Wp) 
 

IV. COMPARISON OF NAÀMA AND ADRAR  20 MWP 

PHOTOVOLTAIC POWER PLANT PARAMETERS  

 
As the Adrar and Naama stations are part of the same 

SKTM program, it is interesting to compare their 
equipment and design parameters.  

This comparison will help explain any changes in 
energy production, relative to meteorological data. Table II 
summarizes the Characteristics of all equipment and 
design parameters. Data were provided in the photovoltaic 
station of Naàma. They are compared by data collected in 
papers whose authors worked on Adrar photovoltaic 
station.[5-7] 
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TABLE III.  COMPARISON OF WEATHER AND TILT DEPENDENT GENERATION  

GlobHor 
kWh/m² 

DiffHor 
kWh/m² 

TAmb °C α= 15°  α = 33.5° 

GlobInc 
kWh/m² 

GlobEff 
kWh/m² 

EArray 
kWh 

E_Grid 
kWh 

GlobInc 
kWh/m² 

GlobEff 
kWh/m² 

EArray 
kWh 

E_Grid 
kWh 

Jan 102.6 30.44 7.68 136.1 131.0 2443106  2403193 166.3 163.3  2964643  2914734 
Feb 116.2 29.05 9.66 144 139.4  2542099  2501187 166.7  163.5  2916802  2868299 
Mar 169.0 45.15 14.30 192.5 186.8  3279223  3226308  206.2  201.2  3483245  3425947 
Apr 202.4 54.20 18.03 214.2  207.6  3549777  3493416  212.2  205.5  3497932  3442023 
May 220.6 65.16 22.83 221.8 215.6  3585752  3525729  206.6  199.5  3341973 3285804 
Jun 234.7 67.34 27.83 230.2  223.9  3617793  3559716 208.7  201.2  3292068  3239280 
Jul 234.4 74.46 32.42  233.8  227.5  3551442  3494687 215.6  208.4  3291634  3238720 

Aug 215.7 70.43 30.71  224.3  218.4  3462491  3408148 217.6  211.3  3351940 3299270 
Sep 172.8 51.25 25.23  191.2  185.4  3075239  3027032 198.9 193.5   3174934 3124506 
Oct 146.3 38.27 20.35  175.9  170.6  2936831  2889750 198.2  194.3  3276902  3223392 
Nov 112.4 27.32 12.71  146.7  141.5  2559499  2518869 176.9  173.7  3057949  3007731 
Dec 95.2 23.97 8.88  129.7  125.1  2320279  2281231 161.4 158.9  2859823  2809858 
Year 2022.3 577.04 19.28  2240.3  2172.9  36923531  36329265 2335.2 2274.3  38509844  37879564 

 

V. EFFECT OF TILT ANGLE 

In the literature, it is recommended for the northern 
hemisphere to take the value of the latitude as the value of 
the tilt angle of the photovoltaic modules. The table ( 2) 
represents the variations over the year of the global 
irradiance, the effective irradiance, the energy produced 
and the energy injected into the network in the real case of 
15° of tilt and the theoretically optimal case of 33.5°. The 
results show that the tilt angle influences the global 
incident irradiance because this irradiance is computed 
from the Horizontal Global and Diffuse irradiances in 
hourly values. It depends on the geographical coordinates. 
It is the full irradiance as received by the tilted plane. 

However, since the position of the sun changes depending 
on the time and the season, it is noted that for the applied 
inclination (15°), the values are maximum from April to 
August with a significant difference between the 
performance ratio at this period of the year and the 
remaining months as shown on fig (5). On the other hand, 
the difference becomes less important for a theoretically 
optimal inclination (33.5°) and the hot months show a 
decrease in production against an increase during the cold 
months as seen on fig (6). 

 

 

Fig. 5. Energy injected into the grid for α =15° and α = 33.5° 

 

VI. COMPARAISONOF LOSS DIAGRAMS 

Although the losses due to temperature are higher for the 
33.5° inclination, -12.07% against -11.8% for 15°, the 
energy injected to the network is higher for the first case 
because of the global incident in collector plane which is 
15.5% for 33.5° against +10.8% for 15°. The losses due to 
IAM factor on global are smaller for the 33.5° inclination 
than for the 15° inclination. The rest of the losses are 
without significant difference as in fig. 6
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Fig. 6. Loss diagrams, (a) for tilt angle α = 33.5°, (b) for  α = 15° 

 
 

VII. CONCLUSION 

The Naama photovoltaic power plant of type (LS-PVPP), 
injects up to 20 MW into the MT network and operates in 
an arid climate. Its performance is characterized by the 
influence of sunshine, air temperature, and photovoltaic 
cell technology as demonstrated in the Adrar station 
which is very similar to that of Naama and which resulted 
in underperformance. The tilt angle influences 
significantly the energy injected into the grid, mainly due 
to the global incident in coll plane, which isthe result of 
the transposition from horizontal tothe  tilted plane.    
No experimental study on an academic scale has been 
found on the physical behavior of the material used in the 
production of the cell (polycrystalline silicon or other) in 
the studied station. 
But a study was carried out in the Adrar station and the 
simulation showed that the performance of thin-film solar 
cells is better in hot climate conditions. Although the 
climate in Naama is not classified as hot but rather arid, 
the climate change that the region is experiencing as well 
as the whole world, dictates to take into consideration the 
studies of Adrar not as a comparative but rather as an 
advisory one. 
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Abstract—Photovoltaic (PV) systems harness solar energy to
produce electricity, offering a cleaner and more sustainable
alternative to fossil fuel-based power generation. As concerns
over environmental impacts and energy sustainability grow, PV
systems are becoming increasingly important in global energy
strategies. The performance of these systems is often illustrated
through the current-voltage (I-V) characteristic curve, a rep-
resentation influenced by several critical electrical parameters,
such as series resistance, shunt resistance, and diode ideality
factor. Proper identification of these parameters is essential, as
they directly affect PV system efficiency, stability, and energy
output. This paper focuses on the application of the Dandelion
Optimization (DO) algorithm, a nature-inspired computational
approach, for identifying unknown parameters within PV cells
and modules. The DO algorithm seeks to minimize a predefined
objective function by simulating current to achieve the most
accurate representation of the PV system’s behavior. Through
iterative search processes, the algorithm identifies optimal pa-
rameter values that closely match experimental data. Results
indicate that DO provides a reliable and effective means of
parameter extraction, outperforming conventional methods in
terms of accuracy and computational efficiency. This research
demonstrates that DO can enhance the modeling and optimiza-
tion of PV systems, contributing to improved performance and
supporting the transition toward renewable energy.

Index Terms—photovoltaic system, single diode model, param-
eter extraction, Dandelion optimizer

I. INTRODUCTION

The growing demand for electricity from both domestic and

industrial users, coupled with the limitations and environmen-

tal harm of conventional energy sources, it has necessitated

the shift towards alternative, eco-friendly energy solutions. Re-

newable energy, particularly PV systems, offers a sustainable

option due to its low cost, infinite availability, global acces-

sibility, and clean energy output. Solar PV systems lead the

renewable energy sector, with around 115 GW of new capacity

added in 2019 [1]. With the rising adoption of PV systems,

accurate modelling and parameter estimation are essential to

analyse their static and dynamic behavior in power systems

[2]. This study utilizes the Dandelion Optimizer to determine

key parameters for PV cells and modules. Proper modelling

and characterization not only help assess performance but also

enhance cell design, optimize manufacturing processes, and

support quality control [3] [4]. Simulations using accurate

models are crucial for system evaluation. Among the various

PV cell models such as single, double, and triple diode models

the single diode model is widely used due to its balance of

accuracy and simplicity [5].

II. SINGLE DIODE MODEL

The single diode model, illustrated in Figure 1, consists

of a constant current source Iph, which is proportional to

solar radiation, connected in parallel with a diode. The diode

incorporates an ideality factor to account for recombination

within the space charge region. Series resistance Rs represents

losses due to connections with other cells and modules, while

parallel resistance Rsh models leakage currents caused by

impurities and imperfections in the p-n junction. This model,

known for its simplicity and accuracy, involves five unknown

parameters for effective representation of PV modules [5] [6].

Fig. 1. Single Diode Model.

Equation 1 describes the output current of single diode

model presented in Fig. 1

I = Iph − I0

[

exp
q (V +RsI)

AkT
− 1

]

−
V +RsI

Rsh
(1)

Where :

I : Output current (A)

Iph : Photo-generated current (A)

I0 : Dark saturation current (A)

Rs : Series resistance (Ω)

Rsh : Shunt resistance (Ω)

V : Output voltage (V )
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q : Elementary charge (1.60217662× 10−19C)

k : Boltzmann constant (1.380649× 10−23J/K)

T : Ambient temperature (K)

A : Diode ideality factor

III. IDENTIFICATION’S METHODS

Many studies have addressed the challenge of accurately

identifying the parameters of solar cells. Research in [7] shows

that linear identification techniques alone are insufficient for

solving this inherently nonlinear problem. Various nonlinear

algorithms have been proposed, but each comes with trade-

offs related to complexity, precision, speed, or convergence

limitations [8]. These approaches can be categorized as fol-

lows:

A. Analytical Approaches

These rely on mathematical operations to address the non-

linearity between parameters. They primarily focus on key

points of the I-V curve, such as maximum power current,

maximum power voltage, short circuit current, and open circuit

voltage [9] [10] [11] [12] [13].

B. Numerical Approaches

Known as exact methods, these consider all measured data

points from the I-V curve and use iterative algorithms [12]

[14]. These methods require extensive computation and precise

initial assumptions to ensure convergence during iterations [9].

C. Metaheuristic Approaches

Metaheuristic algorithms treat parameter extraction as an

optimization problem by minimizing the difference between

theoretical and experimental current values through a defined

objective function [12] [13] [14] [15] [16]. Various algorithms,

including Genetic Algorithm (GA) [17], Particle Swarm Opti-

mization (PSO) [18], and Artificial Bee Colony Optimization

(ABC) [19], have been explored for identifying the unknown

parameters of PV cells.

IV. DANDELION OPTIMIZER OVERVIEW

The Dandelion Optimization (DO) algorithm, introduced by

Shijie Zhao in 2022, is an optimization technique inspired by

the flight of dandelion seeds carried by the wind. Dandelions

disperse their seeds over long distances, with some traveling

dozens of kilo meters if the wind conditions are favourable.

The algorithm is based on three key stages of the seed’s

journey: Rising Stage, Descending Stage and Landing Stage

[20].

V. DANDELION OPTIMIZER ALGORITHM

MATHEMATICAL MODEL

A. Initialization phase

DO begins with the evolution of a population and iterative

optimization based on initial population or seed generation.

Multiple potential solutions, represented as Xi, are generated

to form the population, which is structured as a matrix Every

potential solution Xi is randomly generated between the upper

bound (UB) and lower bound (LB) as follows:

Xi = rand× (UB − LB) + LB (2)

where rand is a random number between 0 and 1.

B. Rising stage

During the rising stage, dandelion seeds must reach a certain

height before they can float away from their parent. The

heights to which the seeds rise are influenced by wind speed,

air humidity, and other factors.

C. Descending Stage:

In this phase, the DO algorithm emphasizes exploration.

Dandelion seeds’ motion is modeled using Brownian motion

after rising to a certain height. Brownian motion allows

individuals to explore a wider range of search communities

as it follows a normal distribution at each step. The average

position information after the rising stage, denoted as Dmeant
,

guides the population towards promising communities. The

descent process is mathematically represented as:

Dt+1 = Dt − α× βt × (Dmeant
− α× βt ×Dt) (3)

where βt is a random number drawn from the normal

distribution to denote Brownian motion.

D. Landing Stage:

During the exploitation phase, the dandelion seed selects

its landing spot based on the results of the previous stages.

The algorithm aims to reach the global optimal solution. This

process is represented by:

Dt+1 = Delite + levy(λ)× α× (Delite −Dt × δ) (4)

where Delite” represents the dandelion seed’s optimal po-

sition as shown in equation 5, and levy(λ) is the Levy flight

function calculated using Equation 6. The parameter σ is a

linearly increasing function between [0, 2].

{

Delite = D(find(fbest = f(Di)))

fbest = min(f(Di))
(5)

levy(λ) = s×
ω × σ

|t|1/β
(6)

VI. DANDELION OPTIMIZER IMPLEMENTATION

The single diode model parameters were identified using

the DO algorithm which was implemented MATLAB. The

procedure of parameter extraction may be thought of as an

optimization problem, and the vector’s solution can be seen

as follows :

α = [Iph, I0, A,Rs, Rsh] (7)
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A. DO algorithm objective function

The root means square error (RMSE) between the computed

current and the measured (experimental) current can be used

to define the objective function. The following formula may

be used to determine the RMSE value:

RMSE =

√

√

√

√

1

N

N
∑

i=1

ci (I, V, α)
2

(8)

Where N is the size of the measured data (number of experi-

mental I-V points) and c is defined as follows:

c (I, V, α) = I −

(

Iph − I0

[

exp
q (V +RsI)

AkT
− 1

]

−
V +RsI

Rsh

) (9)

B. DO algorithm parameters

The parameters used are summarized in the table I

TABLE I
DO ALGORITHM PARAMETERS FOR ISOFOTON 106/12

Parameters Values

Population size 50

Number of iterations 1500

C. Algorithm results

The extracted parameters of the single diode model are

summarized in Table II. The convergence speed is illustrated

in Figure 2.

TABLE II
DO ALGORITHM RESULTS FOR ISOFOTON 106/12

Parameters Values

Iph (A) 5.0675
I0 (A) 1.5078× 10−5

A 1.7259
Rs (Ω) 0.0034
Rsh (Ω) 3.6659
RMSE 0.0178

VII. CONCLUSION

This paper focuses on parameter identification using the

Dandelion Optimization (DO) algorithm. The DO algorithm

was applied to extract the parameters of the single diode model

based on experimental data, ensuring accuracy and reliability.

The results confirm that the DO algorithm is a powerful tool

for precise parameter extraction, enabling accurate modeling

and simulation of PV systems. This study offers valuable

insights into optimizing system performance, contributing to

the improved design and operation of solar energy systems.

Fig. 2. DO algorithm convergence curve.

Fig. 3. Measured and calculated I-V curve.
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Abstract—This paper investigates the effects of partial shading
on the performance of solar photovoltaic (PV) plants and
modules, focusing on the resulting power losses and temperature
variations. A simulation model of a solar plant, developed using
Matlab Simulink , is used to analyze how non-uniform irradiance
across PV cells and modules impacts overall efficiency. The study
considers different shading scenarios to observe changes in power
output and PV cell junction temperatures. To address these
shading effects, the model includes bypass and blocking diodes
within the Solar Plant block, which help maintain power levels
and prevent overheating by controlling current flow through
shaded areas. Users can adjust irradiance and temperature
settings to replicate real-world shading conditions, enabling a
comprehensive evaluation of shading mitigation strategies. The
insights gained from this work offer guidance on optimizing PV
systems for improved resilience and performance under partial
shading, contributing to enhanced efficiency and reliability in
solar power installations.

Index Terms—Partial Shading , photovoltaic plants, diode,
efficiency.

I. INTRODUCTION

The study of shading effects on photovoltaic (PV) systems

has evolved as solar energy technologies have become more

widespread and sophisticated [1] . In early PV system research,

shading was identified as a key factor impacting solar en-

ergy output, especially in environments where clouds, trees,

buildings, or other obstacles caused non-uniform irradiance.

Initial studies primarily observed shading effects on small-

scale PV modules, noting that even minor shading could lead

to significant power losses, as shaded cells act as resistive

loads within the circuit [2-3]. With advancements in semi-

conductor and PV technology, researchers began examining

ways to mitigate shading effects. By the late 20th century,

the introduction of bypass diodes in PV modules became a

standard approach to reduce power losses by allowing current

to bypass shaded cells, preventing them from creating hotspots

Identify applicable funding agency here. If none, delete this.

that could damage the panel. However, bypass diodes could

only partially address shading challenges, particularly in large

interconnected systems where non-uniform irradiance caused

more complex issues [4-6] . The early 2000s saw a surge in

PV system simulation and modeling capabilities, facilitated by

computational tools like MATLAB/Simulink, which allowed

researchers to simulate shading impacts on large PV arrays

and analyze power losses under varied environmental condi-

tions. With the integration of Simscape and similar modeling

languages, researchers could design and test sophisticated PV

systems with realistic shading scenarios, leading to new in-

sights into shading-induced energy losses, temperature effects,

and current imbalances [7].

Recent studies have increasingly focused on optimizing PV

arrays under partial shading, using techniques like maximum

power point tracking (MPPT) algorithms, microinverters, and

advanced diodes to enhance efficiency. Today, the study of

shading impacts on PV systems is central to the design of

resilient and efficient solar installations, with ongoing research

dedicated to creating models that accurately replicate real-

world shading conditions and assess protective technologies

to optimize energy yield [8-10]. This paper builds on these

advancements, using Simulink to model shading effects and

assess the role of bypass and blocking diodes in large PV

systems under partial shading conditions. PV Systems Modeli-

sation and Shading Effects: This section details the modeling

approach for analyzing shading effects in photovoltaic (PV)

systems. The model is designed to capture the impact of

shading on PV cells and modules within interconnected sys-

tems, allowing for a detailed study of power output variations,

temperature changes, and overall efficiency in response to non-

uniform irradiance. Figure (1) present a general PV cell model

using single diode. estimation.
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Fig. 1. PV cell model

II. SHADING MECHANISM AND PARAMETER SETTINGS

Shading in a PV system arises when some cells or modules

receive less sunlight than others, often due to shadows from

clouds, buildings, or trees. This uneven irradiance can create

hotspots in shaded cells, causing them to operate as resistors

and reduce the current flow through the system. To model this

effect, shading parameters are defined by setting irradiance

and temperature values for specific cells or modules. Adjusting

these parameters allows the simulation of partial, full, or dy-

namic shading, offering insight into the performance variations

under different conditions.

III. BYPASS AND BLOCKING DIODES

The model incorporates bypass and blocking diodes to

mitigate shading effects. Bypass diodes are placed across

individual PV cells or groups of cells to allow current to

”bypass” shaded cells. When a cell is shaded, the bypass diode

enables the current to reroute around it, reducing energy losses

and preventing the formation of hotspots. Blocking diodes are

used to prevent reverse current flow, protecting the modules

from potential damage when irradiance levels vary between

modules. These diodes play a crucial role in maintaining stable

power output and minimizing thermal stress on shaded cells.

IV. MATHEMATICAL FORMULATION AND SIMULATION

EQUATIONS

The electrical characteristics of PV cells, including current-

voltage (I-V) and power-voltage (P-V) relationships, are mod-

eled based on the single-diode equivalent circuit. It represents

the PV cell as an equivalent circuit consisting of a current

source, a diode, a series resistor (Rs), and a parallel resistor

(Rp). The current-voltage (I-V) characteristic equation for the

single-diode model is shown in equation 1:

I = Iph − I0

(

exp

(

V + IRs

nVt

)

− 1

)

−

V + IRs

Rp

(1)

Where: I is the output current (A).

V is the output voltage (V).

Iph is the photocurrent (A), proportional to irradiance.

I0 is the saturation current of the diode (A).

n is the ideality factor of the diode.

Vt=VTq=qkT is the thermal voltage (V),

where K is the Boltzmann constant,

T is the temperature (K), and q is the charge of an electron.

Rs is the series resistance (Ω).

Rp is the parallel (shunt) resistance (Ω).

V. RESULTS AND DISCUSSION

The study Solar Plant block comprises 4 parallel-connected

strings. Each string comprises 5 series-connected solar PV

modules. Case 1: No protection diode. This subsection exam-

ines the impact of shading on a PV system in the absence of

protection diodes, providing insight into how shading affects

power output, current flow, and cell temperature when bypass

and blocking diodes are not present. The graph presented

Fig. 2. The characteristic curve of the photovoltaic panel

in figure (2) shows the I-V and P-V characteristics of a

solar photovoltaic module at 20°C and 45°C, illustrating how

temperature impacts performance. At higher temperatures,

the open-circuit voltage and maximum power point (MPP)

decrease, resulting in reduced efficiency. Without protection

diodes, such as bypass or blocking diodes, the system is more

susceptible to significant power losses, especially under partial

shading or non-uniform conditions, as there is no mechanism

to bypass shaded cells or prevent reverse current flow. This

can lead to increased risks of hotspots and potential damage,

compromising overall system reliability and efficiency. Case
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Fig. 3. System output in case 1.

2 : With only the Baypass diode Figure (3) shows the I-

Fig. 4. System output in case 2.

V (current-voltage) and P-V (power-voltage) characteristics

of a solar photovoltaic module at temperatures of 20°C and

45°C, with the inclusion of bypass diodes, The current drops

in distinct steps rather than sharply, indicating that portions

of the module are bypassed when shading or non-uniform

irradiance occurs. This behavior is a result of the bypass diodes

redirecting current around shaded or underperforming sections.

At both 20°C and 45°C, the output current decreases more

gradually compared to the curve without diodes, reflecting

partial bypassing of shaded sections. The power output also

drops in steps, corresponding to the activation of bypass diodes

as different parts of the array experience shading or lower

performance. At 45°C, the overall power output is still lower

than at 20°C, showing the temperature effect, but the bypass

diodes help to maintain some power output even when sections

are shaded.

Case 3 : with both bypass and blocking diode Figure (4)

Fig. 5. System output in case 3.

displays the I-V and P-V characteristics of a solar photovoltaic

module at 20°C and 45°C with bypass diodes included. At

20°C, the current initially holds steady near 16 A before

experiencing drops at around 35 V and 75 V, where the

bypass diodes activate to bypass shaded sections, maintaining

partial output. The power curve peaks approximately 500 W,

followed by distinct drops as shaded sections are bypassed.

At 45°C, the maximum current drops to about 14 A, with

the voltage and power curves peaking lower at approximately

450 W, indicating temperature-induced efficiency losses. The

bypass diodes still create steps in the output, helping maintain

some power despite partial shading, but the overall system

performance decreases as temperature rises.

VI. CONCLUSION

This study illustrates the performance of a solar photovoltaic

(PV) system under different conditions and the impact of

temperature and protection diodes. Without Protection Diodes:

The first graph showed a rapid drop in current and power

as voltage increased, indicating that the system was highly

susceptible to power losses when exposed to partial shading

or temperature effects. At 20°C, the maximum power was

around 450 W, while at 45°C, the power output reduced

significantly, showing that temperature adversely affects per-

formance without protective measures. With Only Bypass

Diodes: The second graph demonstrated that adding bypass

diodes mitigated the effects of partial shading. The current and

power curves featured stepped drops, indicating that the diodes

effectively isolated shaded sections and maintained current

flow through unshaded parts. At 20°C, the peak power output

was approximately 500 W, while at 45°C, it was reduced

to about 450 W due to temperature effects. This showed

that while bypass diodes improved the system’s response

to shading, temperature still had a notable impact. Detailed

Performance with Bypass Diodes: The third graph provided

a more comprehensive look at the PV system with bypass
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diodes at both temperatures. At 20°C, the current started at

16 A and dropped in stages around 35 V and 75 V, with a

maximum power output of about 500 W. At 45°C, the current

peaked at 14 A, and power output was lower at around 450 W.

The stepped drops highlighted the activation of bypass diodes,

maintaining partial performance under shading but showing

clear temperature-induced efficiency losses.

Effectiveness of Bypass Diodes: The bypass diodes help

maintain the flow of current by creating alternative paths

around shaded sections, thereby preventing the entire string

from being impacted by the drop in current. This reduces

the impact of partial shading on overall system power output

and prevents damage due to overheating or hotspots. Partial

Shading Management: The stepped nature of the curves in-

dicates that bypass diodes effectively isolate shaded sections,

allowing the unshaded parts to continue contributing power.

Temperature Dependence: Even with bypass diodes, higher

temperatures (e.g., 45°C) still result in reduced power and volt-

age compared to cooler conditions (20°C), demonstrating that

temperature management is crucial for optimal performance.

Finaly, it is evident that temperature significantly affects PV

system performance, reducing peak power output from 500

W at 20°C to about 450 W at 45°C. The use of bypass

diodes helps manage partial shading by maintaining power

output in unshaded sections, but it does not counteract the

negative effects of high temperatures. Both bypass diodes and

effective temperature management are essential for optimal

system design.
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Abstract— the work presented in this paper is about Doubly Fed 
Induction Generator (DFIG) Wind Energy Conversion System 
(WECS) under Rotor Side Converter (RSC) IGBT open circuit 
fault compensation proposed technique. First a classical indirect 
PI controller based on the pole compensation technique is 
presented and considered as a reference well known approach, 
then a new IGBT open circuit fault compensation technique is 
associated to our DFIG-WECS in the aim of guaranteeing the 
electrical power generation under the fault occurrence. The 
results obtained from the proposed fault compensation 
technique under MATLAB-Simulink gives value to it through 
the faulty condition. 

Keywords— fault compensation technique, IGBT open circuit 

fault, DFIG, WECS, MPPT, PI controller. 

I. INTRODUCTION 

Unexpected IGBT open circuit fault appearance in the 
Rotor Side Converter (RSC) of the Doubly Fed Induction 
Generator (DFIG) Wind Energy Conversion System (WECS) 
can lead to electrical power generation disturbance [1]. Hence, 
to remove the failure effect, fault compensation techniques 
[2], [3] have been implemented especially in sensitive 
applications such as WECS and other renewable energetic 
systems processes [4], [5], where the power devices inverters 
includes fault compensation topologies. The main used 
topologies are the neutral four leg redundant topology and the 
four leg phase redundant topology [6]. Among the constraints 
of these topologies is the use of additional fast acting fuses or 
semiconductor switches to isolate the faulty leg, hence 
resulting in the increase of the losses in the inverter [6], [7].  

In this paper, first a classical indirect PI controller based 
on the pole compensation technique is presented and 
considered as a reference well known approach. Then the 
proposed fault compensation technique is used, this does not 
take into consideration the fault isolation step from the fault 
compensation techniques process, where the proposed IGBT 
open circuit fault compensation scheme is based on a 
hardware redundancy and corresponding Fault Tolerant 
Control (FTC), which delivers evaluated and controlled 
voltages to the faulty inverter voltages in the IGBT open 

circuit fault occurrence. The main contributions of this work 
lies in the reduced inverter losses and the minimal fault 
compensation computational time. This is due to the enhanced 
implementation of the proposed fault compensation technique 
compared to the conventional ones. 

II. DFIG MODELLING AND WECS CONTROL 

The DFIG state model is:  
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(1) 

Where: σ–Blondel dispersion coefficient given as:   

 2
sr r sσ = 1- M L .L

  
(2) 

Whith: Rs, Rr -stator and rotor resistances; Ls, Lr -stator and 
rotor inductances; Msr -mutual inductance between stator and 
rotor; ωs, ωr -stator and rotor angular speed; σ-Blondel 
dispersion coefficient. 

“Fig. 1” depicts the RSC IGBT5 open circuit proposed 
fault compensation technique block diagram associated to the 
RSC PI control and to the Maximum Power Point Tracking 
(MPPT) control. 
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Fig. 1. IGBT5 open circuit proposed fault compensation technique block diagram associated to the PI and MPPT control techniques. 

II.2 Converters control 

Both of GSC and RSC are controlled by Pulse width 
modulation (PWM) technique. The GSC is related to the grid 
by the Inductor–Resistor (Lf, Rf) filter and to the RSC by the 
DC bus. The DC bus voltage is controlled by a PI controller at 
a constant value of Vdc=600V.  

We facilitate the stator active and reactive powers 
decoupling by the alignment of the stator flux on (d) axis of 
(d, q) frame. That’s leads us to equation (3) RSC vector 
control voltages [1]: 

 
2 2

2 2
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(3) 

II.3 DFIG-WECS PI regulator gains determination: 

The PI regulator gains kp, ki represented by Table I are 
determined by the pole compensation technique: 

TABLE I. DFIG-WECS PI regulator gains 

 

Where: F–overall friction coefficient; w0 –Cutoff 
frequency; ξ –Damping factor and J–generator rotor overall 
inertia. 

III.  PROPOSED FAULT COMPENSATION TECHNIQUE 

The signal resulting from equation (4) of the IGBT open 
circuit fault detection [8] is used in the proposed IGBT open 
circuit fault tolerant control (FTC) of the proposed fault 
compensation technique [2], [9]: 

k0 k0es k0mε =V -V    (4) 
Vk0m and Vk0es are the measured and the estimated pole 

voltages with k (leg number) = {1, 2, 3}. 

The identification of the fault compensation technique 
voltages is based on equation (5) [2], [9]: 

compensation healthy faulty= -V V V   
(5) 

Therefore, filling Table II through equation (5), based on 
the healthy case voltages model represented by equation (6), 
in terms of the switching functions, substituted from each 
voltages model of the open circuit fault case of the same 
equation (6), gives us the compensation voltages of the 
proposed fault compensation technique [2], [9]. The 
compensation voltages are mounted in series with the inverter 
output voltages [2], [9]. 
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In real case, table II can be realized in a hardware 
redundancy as shown in “Fig. 1” block diagram. This 
hardware redundancy is composed of three IGBTs and three 
DC voltages sources; one of them with a value of 200 V and 
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the two other ones with values of 100 V each. These values 
are deduced from table II and therefore, six voltages can be 
obtained as a result (the positive and its reverse negative 
voltage), these voltages cover all table II fault compensation 
technique voltages cases. 

The IGBT open circuit fault: FTC and voltages right 
combination choice are respectively illustrated by “Fig. 2” and 
“Fig. 3” flow charts.

TABLE II. IGBTS OPEN CIRCUIT FAULTS COMPENSATION VOLTAGES [2] 
 

 

 

 
 
 
 
 

 
 
 
 
 

 

   
 

 

 

 

 

 

 

 

 

 

 

    Fig. 2. IGBT open circuit FTC. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Fault compensation technique voltages combination choice. 

The compensation voltages are mounted in series with the 
inverter voltages as shown in “Fig. 1” block diagram. 

IV. DFIG-WECS Simulation results: 

The DFIG (7.5 KW) is linked to the wind turbine (10 KW) 
associated by its rotor the converters (2KHZ) and by its stator 
to the grid (50 HZ, 220/380V). β=0 is the angle of orientation 
of the blades. In this section, all the simulation results are 
presented. 
 

IV.1 proposed fault compensation technique Simulation 
results  

In this case the wind speed profile reference is constant. At 
time t=1s we apply the open circuit fault in the RSC IGBT5 
switch, where the faulty legs correspond directly to the current 
irb and to the voltage Vrb. 

 

 

 
 
 
 

 
 
 
 

 
 
 
 
 
 
 

 

Compensation 
voltages 

IGBT1 IGBT2 IGBT3 IGBT4 IGBT5 IGBT6 

racV  2.
6

. dc
1

V
S

 
6

. dc
2

V
S  

6
. dc

3
V

S  2.
6

. dc
4

V
S  

6
. dc

5
V

S  
6

. dc
6

V
S  

rbcV  
6

.1
VdcS  2.

6

dc
2

V
S .  

6
. dc

3
V

S  
6

. dc
4

V
S  2.

6
. dc

5
V

S  
6

. dc
6

V
S  

rccV  
6

. dc
1

V
S  

6
. dc

2
V

S  2.
6

dc
3

V
S .  

6
. dc

4
V

S  
6

. dc
5

V
S  2.

6

dc
6

V
S .  

IV.1.1 IGBT5 open-circuit fault 

Fig. 4. Vrb voltage, irb current -under fault without fault compensation technique-. 

 

Vrabc_compensation 

Vrac, Vrbc, Vrcc 

No Yes 

DFIG-WECS 

Vrac=Vrbc=Vrcc=0 Table II 

END 

Start 

If (ɛk0>=30 V) OR (ɛk0<= -30 V) 

END 

S1, S2……S6. 

Vk0m,Vdc, Sk 

Calculate error values ɛ10, ɛ20, ɛ30 

If (ɛk0>=30 V) OR (ɛk0<= -30 V) 

Yes 

Vrac, Vrbc, Vrcc 

Start 

No 

Gates control: (S1), OR 
(S2), OR…..(S6) 

Hardware compensator 

det10, OR det20, OR det30 

Gates control: (S1=0), 
OR (S2=0), OR.... (S6=0) 

360 FT/Boumerdes/NCASEE-24-Conference



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
“Fig. 4” shows the RSC IGBT5 open circuit fault 

performance without fault compensation technique of the irb 
current and Vrb voltage.  

“Fig. 5” represent the IGBT5 open-circuit proposed fault 
compensation technique voltages. 

“Fig. 6” depict the irb current and the Vrb voltage 
comeback to the healthy case state in the proposed fault 
compensation technique presence. 

V. CONCLUSION 

The paper proposes the use of the PI controller and the 
proposed fault compensation technique applied to the DFIG 
RSC under IGBT open-switch fault. The PI controller 
regulator gains are determined by the pole compensation 
technique considered as a reference well known approach. It 
is found throught simulation results that the PI controller 
shows a good performance and that the proposed fault 
compensation technique compared to the faulty leg isolation 
process from the four leg redundant topologies does not need 
to isolate the faulty leg resulting in minimal of inverter losses 
and of fault compensation computational time. The proposed 
fault compensation technique voltages are obtained from 
separated three DC voltages sources and three IGBTs 
hardware redundancy. The fault compensation technique: 
IGBTs FTC and voltages right combination choice, are based 
on algorithms. The obtained simulation results confirm the 
efficiency of the proposed fault compensation technique 
where the electrical power generation is successfully 
guaranteed. 
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The process involves determining the optimal angle 

 for the inclination and tilt of the solar panels taking  

into account the loss in algiers province. 
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Abstract— This research investigates the impact of 
orientation and tilt angles on the performance and losses 
associated with photovoltaic solar sensors. Using theoretical 
models, the study simulates both intrinsic and extrinsic factors 
that influence the efficiency of an air flat plate solar collector. 
A computational methodology was developed and implemented 
in MATLAB to evaluate the solar energy potential in Algiers 
Province, Algeria. The results reveal that the Perez model 
provides more precise solar radiation estimations compared to 
the Liu and Jordan model, with minimal discrepancies between 
the two approaches. The findings also demonstrate the high 
accuracy of the developed program in estimating solar 
radiation when compared to data from the Photovoltaic 
Geographic Information System and solar energy 
demonstration sites. Additionally, the study quantifies losses 
due to the orientation and inclination of photovoltaic solar 
sensors through a theoretical model, with computed values 
illustrated in tables and figures. Lastly, simulation results 
related to the loss factors arising from orientation and tilt 
adjustments of photovoltaic panels are presented and analyzed. 

Keywords— Renewable energies; Solar energy; Solar panels.  

 

I. INTRODUCTION 

Photovoltaic (PV) solar energy refers to the direct 
conversion of sunlight into electricity using solar cells. This 
technology offers a versatile and sustainable alternative to 
conventional energy sources, adaptable to meet specific 
needs [1]. However, the competitiveness of photovoltaic 
systems decreases as energy demand increases, highlighting 

the need for a thorough analysis to identify optimal 
configurations that enhance performance while reducing 
costs. The efficiency of a solar system is heavily influenced 
by environmental factors, including solar radiation, 
temperature, wind speed, and light intensity. Proper system 
sizing is essential to ensure reliable energy generation 
throughout the year, yet many solar equipment 
manufacturers provide only approximate sizing estimates 
[2]. 

Mathematical modeling of global solar radiation incident on 
a surface at various orientations and tilt angles is vital to 
maximizing the energy output of a solar system [3]. This 
research focuses on the modeling and simulation of solar 
radiation components, peak power generation (measured in 
watt-peak, Wp), and losses due to orientation and inclination 
specific to a given location. The term "watt-peak" (Wp) 
represents the maximum power output of solar panels under 
standard test conditions, while the actual energy produced is 
measured in watt-hours (Wh) under these conditions [4]. 

Expanding on the analysis, the study emphasizes the 
importance of optimizing the orientation and tilt angles of 
photovoltaic panels to minimize energy losses and 
maximize efficiency. These parameters are crucial for 
adapting the system to the specific geographical and 
climatic conditions of the installation site. The research 
integrates theoretical models and computational tools to 
simulate and evaluate solar radiation components and their 
influence on energy output [5]. 
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In particular, the study investigates the role of diffuse and 
direct solar radiation components in determining the total 
incident radiation on a tilted surface. Accurate modeling of 
these components is essential for achieving optimal energy 
generation, especially in locations with variable weather 
patterns. The simulation framework developed in this 
research incorporates advanced algorithms for assessing 
solar radiation and system performance, using site-specific 
data such as latitude, altitude, and average climatic 
conditions [6]. 

Furthermore, the study explores loss factors associated with 
suboptimal panel positioning, including shading, soiling, 
and mismatched orientations. By quantifying these losses, 
the research provides actionable insights into improving 
system design and operational strategies. The simulation 
results are validated against real-world data from solar 
demonstration projects and benchmarked against standard 
models like those of Perez and Liu and Jordan [7]. 

The findings highlight the significant impact of precise 
orientation and tilt adjustments on the overall energy yield 
of photovoltaic systems. This underscores the importance of 
integrating advanced mathematical modeling and simulation 
techniques in the design phase to ensure the reliability and 
cost-effectiveness of solar installations. Ultimately, this 
research contributes to the development of more efficient 
photovoltaic systems, supporting the transition to renewable 
energy and reducing dependence on fossil fuels [8]. 

 

II.  MODELING OF SOLAR RADIATION 

 
Astronomical parameters, including declination, hour 

angle, and latitude, are intrinsically linked to extraterrestrial 
irradiation, which remains unaffected by weather conditions. 
The extraterrestrial radiation (Gext) or H0, incident on a 
horizontal surface during a specific time of the year, can be 
expressed using the following equation [9]. 
                                                        
                                      

  
       

 . 1 0.033.  360* /365

 .      

Gext cs cos Nj

cos Ф cos sin Ф cos 

  



 
          (1)                                                                                                       

 
 Let  � denote the solar constant, valued at 1367 �/�². �� denotes the day number commencing with 

January 1st, whereas � signifies the latitude of the place in 
degrees. Integrating equation (2.1) from sunrise to sunset 
yields the worldwide irradiation incident on a horizontal 
extraterrestrial surface throughout the day, as expressed by 
the following relation [10]:  
 

   
           

0 24 / .  1 0.033. 360* /365

 . . . /180. .  

H cs cos Nj

cos cos sin wss wss sin sin



    



  


     (2)                                                                                        

 
Where: 
 wss : the hour angle of sunset. 

A.  Solar radiation incident on a horizontal surface under 
clear sky conditions 

 
Solar radiation incident on a horizontal surface at ground 
level consists of two main components: the direct 
component, originating directly from the sun and 
determined by its azimuth and altitude, and the diffuse 
component, which is scattered, absorbed, and re-emitted by 
the atmosphere in all directions. Global solar radiation 
represents the combined total of direct and diffuse radiation 
within the wavelength range of 300–3000 nm [11]. 
The diffuse component of horizontal irradiation, also known 
as diffuse illuminance, is calculated using the established 
relationship between the diffuse fraction (kD) and the 
atmospheric clarity index (kT). This ratio varies depending 
on geographical location and seasonal conditions, typically 
ranging from 0.3 in humid regions to 0.8 in dry and sunny 
areas [12]. 
 

B. The clarity index   

 
It is defined as the ratio of global horizontal irradiation 

(HG) to extraterrestrial irradiation. H0 
 

/ 0kT HG H                                                                        (3) 
 
 

C. The diffuse fraction        

 
 It is defined as the ratio of diffuse solar irradiation to global 
solar irradiation on a horizontal plane [13]: 

 
                             /  KD HD HG                                        (4) 
 

D. The monthly direct irradiation on a horizontal plane 

 
    The direct radiation incident on a horizontal plane (HB) 
under clear sky conditions is given by: 
 
                            Bh Gh Dh                                          (5)  
 

E. The global horizontal radiation 

The global radiation incident on a horizontal plane under 
clear sky conditions is given by :    
 
                             Gh Bh Dh                                         (6) 
                            

III.  ANISOTROPIC MODELS FOR ESTIMATING DIFFUSE 

RADIATION ON AN INCLINED PLANE: 

A. Perez Model 

In this model, the direct component in a plane of 
inclination (β) and orientation (α) and for a height (h) is 
given by the following relation : 

           . 1 0, / . .GB F Max cos i cos z FT i HB     
    

                                                                                           (7) 
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where: 

i : is the angle of incidence 

z : is the zenith angle           

 

3 4
( ) 1 0.0663( )² 0.0882( ) 0.194( )FT i i i i                 (8)  

 

FT(θi) is a transmittance factor that quantifies the 
reduction of direct irradiation on the plane of the 
photovoltaic module.  

The Perez et al. model is based on a more detailed 
analysis of the three components of diffuse radiation, 
namely: 

- The circumferential diffuse radiation. (HDc) 

-The diffuse horizon radiation. (HDh) 

-The diffuse radiation fills the rest of the sky. (HDr) 

 

( ) [ ( ( (   . . 1 0 ))) ( )/ ( ], )HDc HD F Max cos i cos z             (9) 

    . . 2.HDh HD F sin                                                (10) 

        . . 1 1 1 /2HDr HD F cos     
                           (11) 

   where F1 and F2 are coefficients expressing respectively 
the degree of anisotropy around the sun and anisotropy at the 
horizon and zenith. They are obtained from the parameters of 
sky clarity and brightness. They were obtained from 
measurements. F1 and F2 are calculated based on the clarity 
index (İ) and the brightness of the sky Δ [14]. 

1 11 12  13.F F F F z                                                   (12) 

 

2 21 22. 23.F F F F z                                                  (13) 

 

The expressions for the clarity index (İ) and brightness Δ 
are given respectively by: 

 

    0 / /HD HB cos z HD                                          (14) 

 / .HD Gext cos z                                                        (15) 

Perez classifies the various skies into eight categories 
based on the clarity index � from 1.000 to 1.065 for overcast 
skies (no direct radiation); beyond 10.08 for clear skies, and 
between the extreme values, we have cloudy sky conditions 
(see Table 1) [15]: 
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   The mathematical relationship of diffuse radiation   is 
expressed as follows [16]: 

 

        . .  , 0.856.  , 0.856.  ,HDt FT HDc HDh HDr            

                                                                                            (16) 

The reflected illumination received on an inclined surface 
is given by the following equation: 

 

    .  0.856. ( 1  /2 .HR HG cos                               (17) 

 

 The global illumination is given by the following 
relation: 

 

        .   .  .  .HGt HBt HDt HRt                (18)  

       Where [3]:    

                        1     1.0  1.13 f kt KT                          (19)    
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        6    0.856.  1  /2( .f HG HG cos                         (24) 

IV. SIMULATION RESULTS  

A. simulation Results of Solar Irradiation Loss Simulation 
 

 
The simulation results are displayed in tables and figures 
illustrating the variations in the percentage of average daily 
annual solar irradiation losses of a photovoltaic solar 
collector based on orientation (α) and tilt (β). The sensor is 
located in the Algiers province. The loss percentage is 
determined using the following formula: 
 
        ,

, /  , *10

( ( )

( ) 0) ( ( ))

Pourcentage des pertes Hmax

H Hmax

 

   

 
                              (25)    

                                                                                   
Where H max (α, β) is the maximum value of solar 
irradiation obtained for optimal orientation angles (α_opt) 
and tilt angles (β_opt), and H (α, β) is the value of solar 
irradiation for any angles α, β. 
 

B. Losses of solar irradiation for the Algiers province 

 
-The geographical characteristics of this site are: 

 
-The latitude φ = 36.75°. 

  
-The longitude Ȝ = 3.06° (Est).  

 
-The average annual daily ambient temperature is equal to 
(18.3°C).  

 
- The average daily annual ambient temperature is equal to 
(18.3°C).  

- The average daily annual solar irradiation on a 
horizontal plane is equal to (5100Wh/m²/day).  

The average daily annual solar irradiation on a horizontal 
plane is equal to (5100Wh/m²/day).  

 
Table (2) and figure (1) show us the estimated percentage of 
losses due to orientation (α) and tilt (β) for the Algiers site.  
 

The maximum value of the average daily annual 
irradiation for this site is equal to 5604 Wh/m². It is found for 
the angles (α_opt=0° and β_opt=30°).  

 

 

 

 

 

 

 

 

 

 

 

TAB.2. Percentage values of average annual daily irradiation losses as a 
function of (β and α) for the Algiers location. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. Variation in the percentage of average daily annual solar 
irradiation losses as a function of angles (α, β) for the Algiers site.  

 
The latest values indicate that the average daily annual 
irradiation losses of a photovoltaic sensor at the Algiers site 
range from 0% to 3.75%. These values are found for angles 
(α) and (β) varying respectively between -40° and 40° and 
from 10° to 45°. While the two angles (α) and (β) for fewer 
losses are the south orientation (0°) and the inclination 
(30°), where the percentage of losses for these angles is 
zero. 

C. Simulation results of the loss factor for the Algiers site 

 
Table (3) and figure (2) shows us the estimated results of the 
loss factor due to the orientation (α) and inclination (β) of a 
photovoltaic sensor placed at the Algiers site. 
 

β/α -

60 

-

50 

-

40 

-

30 

-

20 

-

10 

0 10 20 30 40 

0 9 9 9 9 9 9 9 9 9 9 9 

10 7 6 5 5 4 4 4 4 4 5 5 

20 7 5 4 2 1 1 1 1 1 2 4 

30 9 7 4 2 1 0 0 0 1 2 4 

40 13 10 7 5 3 2 2 2 3 5 7 

50 20 16 12 9 7 6 6 6 7 9 12 

60 28 23 19 16 14 12 12 12 14 16 19 

70 37 32 28 24 22 20 20 20 22 24 28 

80 48 43 38 35 32 30 30 30 32 35 38 

90 59 54 50 46 43 42 41 42 43 46 50 
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. TAB.3. Percentage values of average annual daily irradiation losses as a 
function of (β and α) for the Algiers location. 

β/α -60 -50 -40 -30 -20 -10 0 10 20 

0 5,6 5,6 5,6 5,6 5,6 5,6 5,6 5,6 5,6 

10 4,3 3,8 3,3 2,9 2,6 2,5 2,4 2,5 2,6 

20 4,3 3,2 2,3 1,5 1,0 0,6 0,5 0,6 1,0 

30 5,5 3,9 2,6 1,5 0,7 0,2 0,0 0,2 0,7 

40 7,9 5,9 4,2 2,8 1,7 1,1 0,9 1,1 1,7 

50 11,5 9,1 7,0 5,3 4,1 3,3 3,1 3,3 4,1 

60 16,1 13,4 11,0 9,1 7,7 6,9 6,6 6,9 7,7 

70 21,6 18,6 16,1 14,0 12,5 11,6 11,3 11,6 12,5 

80 27,8 24,7 22,1 19,9 18,3 17,3 17,0 17,3 18,3 

90 34,6 31,4 28,7 26,5 24,9 23,9 23,6 23,9 24,9 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. Variation of the average daily annual loss factor values as a function 
of (β and α) for the Algiers site. 

D. Discussion  

According to the analysis of Table (3) and Figure (2), the 
minimum values of the average daily annual irradiation loss 
factor for a photovoltaic panel installed at the Algiers site 
range between 0 and 0.9. These values correspond to angles 
(α\alphaα) and (β\betaβ) varying respectively between -60° 
and 60° for azimuth, and between 10° and 50° for tilt. The 
optimal configuration, yielding the lowest loss factor, is 
achieved when the panel is oriented directly south (α= 0°) 
with a tilt angle (β=30°). This orientation and inclination 
ensure maximum solar energy capture and minimize energy 
losses under the specific conditions of the Algiers location. 

V. CONCLUSION  

 
The study highlights the significant impact of precise 
orientation and tilt adjustments on the overall efficiency of 
photovoltaic systems. By identifying the optimal angles, the 
research not only enhances energy capture but also 

minimizes production losses, ensuring a cost-effective 
approach to solar energy generation. 
Furthermore, the simulation results underscore the 
importance of integrating mathematical modeling and 
computational tools in the design and evaluation of solar 
energy systems. These tools enable accurate predictions of 
solar radiation and production factors, allowing for tailored 
solutions that suit the specific environmental conditions of 
Algiers. 
This research contributes to the broader understanding of 
photovoltaic performance optimization in diverse climatic 
and geographical contexts. The methodology and findings 
can serve as a reference for similar studies in other regions, 
promoting the global adoption of renewable energy 
solutions and aiding in the transition toward sustainable 
energy systems. Future work could extend this analysis to 
include real-time monitoring and adaptive systems that 
dynamically adjust tilt and orientation for maximum 
efficiency throughout the year. 
.  
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Abstract This study investigates the applications of two 
simple perovskites, CsPbI3 and CsPbBr3, in photovoltaic 
solar cells and imaging technologies, focusing on their 
optoelectronic properties. Perovskite materials have shown 
great promise in enhancing the efficiency of solar cells and 
advancing imaging systems due to their electronic and optical 
characteristics. Using the FP-LAPW method, implemented in 
the Wien2k code, we explore these properties in detail. A 
comparison of the band gaps and electronic structures of 
CsPbI3 and CsPbBr3 reveals key factors for improving the 
performance of single-junction solar cells. By examining the 
valence and conduction bands, as well as the band gap of 
CsPbI3, we highlight crucial elements for optimizing thin-
film solar cells. Additionally, the study of optical properties 
such as absorption, reflectivity, and conduction provide a 
deeper understanding of how these materials can be utilized 
in both solar energy applications and imaging technologies. 
Keywords: Perovskites, wien2k, Semiconductor, Struct band, 
Optoelectronics, Solar cell, Imagery. 

I. . INTRODUCTION   the primordial needs of the world and 

humanity for solar energy have aroused the interest in scientific 
research for simple or tandem or hybrid materials which form the 
thin films of solar panels. the element silicon, abundant on earth and 
inexpensive, was the essential element of these panels before the 
emergence of other materials such as perovskites essentially catio3 
discovered in russia by germanic scientist, which gives in solar cell 
panel ,greater yields ranging 15 to 20 alone and up to 28 percent in 
tandem silicon perovskites[1]. in this study we compare simple 
perovskites essentially in their gap which directly influences the 
performance of single junction solar panels developed with these 
simple materials. 

The study of the electronic and optical characteristics of the simple  
perovskites CsPbI3 and CsPbBr3 will allow, through their gap, to 
show the development of the yield of single junction solar panels                         
following the transition from simple perovskites to another  

However experimental study notes that the synthesis of such 
hetrostructured NCs will be challenging because of 
possibilities of cation and anion exchange across the 
interface. Additionally, SI provides the relevant energies of 
various well-known hole and electron transporting materials 
relevant for LEDs and solar cell materials, in comparison of 
the band edge energies of CsPbX3 NCs. [2] 
in order to develop the performance of perovskites in solar 
panels, several experimental studies recommend improving 
the performance of PSCs with perovskites by doping, which 
passivates the surface defects of the perovskite and improves 
the average lifetime, thus optimizing the performance of 
PSCs. [3] 
 
Ⅱ. Computational method:   The present calculations were done 
in the framework of the density function al theory (DFT)) based on 
the solutions of the Kohn–Shame equations [4]. The well-founded 
full potential-linearized augmented plane wave FP-LAPW [5.6] 
methodology as implemented in the WIEN2K computer package [7] 
allows us to predict properly the structural, electronic and optic 
properties of CsPbI3 and CsPbBr3 Perovskites. The density 
functional theory (DFT) intends to solve the problems inherent from 
many body quantum mechanics is the basis on which FP LAPW 
method is heavily based. using the lapw and apw dft implemented 
in the wien2k code Although ab-initio calculations have 
successively predicted the electronic and structural properties of 
various perovskites, these calculations are very often restricted to 
the 0 K temperature [7], this method  give us the electronic and 
optical characteristics of the simple perovskite CsPbI3 and CsPbBr3 
materials through the study of its structure respecting the order of 
simple perovskites ABX3 which crystallizes in a cubic phase system 
221pm3m, For structural optimization of CsPBI3 and CsPbBr3, we 
Chosen for dft-based calculation through FP-LAPW implemented in 
the wien2k code: GGA 13 approximation and RMTKmax=8 
Gmax=14 and separation energy =-6Ry for kpoint=2500 and (13 13 
13) mech. Where atoms Cs occupies (0.0.0) position and atom Pb 
occupies (0.5.0.5.0.5) position and atoms I, Br occupies (0.5.0.5.0) 
;(0.5.0.5.0) respectively. Fig. 1. and Fig. 2. 
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              Fig. 1. The cubic -Perovskite CsPbI3. prototype  
                                  
 

               
Fig. 2. The cubic -Perovskite CsPbBr3. prototype    
                        
 
Having a Goldschmidt factor respectively: 
   

                         t=0.707  

 

                  t=0.707  

 
  
Which give Satifesaint stability in cubic phase for CsPbI3 and 
CsPbBr3: see table 1 
 
  Table 1 
 

Ionic 
radii 
CN 
12 
Cs+ 
(A0) 

Ionic 
radii 
CN 6 
Pb2+ 
 
(A0) 

Ionic 
radii 
CN6 
I- 
 
( A0) 

Ionic 
radii 
CN6 
Br- 
( A0) 

Tolerance 
factor 
CsPbI3 

Tolerance 
factor 
CsPbBr3 

  

1.88 

  

  

1.19 

  

1.12 

  

1.96 

  

0.91 

  

0.86 

 
we carried out the optimization study allowing us to have the best 
lattice parameter and the best minimum energy state guaranteeing 

the stability of the materials also we calculated band structure and 
density of state the back allowing to note the valence and conduction 
bands and to note the gap of CsPbI3 and CsPbBr3 essential invoice 
for thin films made from these materials. 
For structural optimization and to define the energy-volume 
variation and the most stable state at minimum energy, which turned 
out to be nonmagnetic, we opted for the GGA approximation 
[8].After the study with the wien2k code that we carried out for the 
simple perovskites CsPbI3, CsPbBr3 we have compared these 
results essentially making it possible to draw the values of the gap 
and the optical absorption of CsPbI3 with the same electronic and 
optical characteristics essentially in the GAP, absorption of these 
materials. 
 
 
 
 
III. Results and discussion 
 

III -1 structural: The study of the structural properties is a 
prerequisite to predict other physical properties using first principal 
methods by means of the variation of the unit cell volume of the 
studied compounds and its adjustment with the well-known 
Murnaghan equation [9]. This allows us to determine the different 
structural parameters such as lattice parameter, the bulk modulus 
and its pressure derivative, for structural optimization of CsPBI3 
and CsPbBr3, we Chosen for DFT-based calculation through FP-
LAPW implemented in the wien2k code: GGA 13 approximation, 
in terms of structural properties, our study has shown the stability of 
structure of CsPbI3 and CsPbBr3 in Non-Magnetic states. See figure 
3 

 
 

 
Fig 3 Stability of the crystalline structure in the non-magnetic state            
for CsPbX3 with X= (I, Br) 
 

Fig.4 show the variation of the unit cell volume as function of energy 
for studied compounds (CsPbI3, CsPbBr3) where the continuous 
line presents the Murnaghan fit of our calculated points.  Minimum 
energy state guaranteeing the stability of the material also. 
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 Fig 4 optimization energy volume of CsPbI3 and energy volume of 
CsPbBr 

                                                                                  

III -2 electronic properties 

    The electronic properties of lithium oxide protactinium perovskite 
LiPaO3 are described by the calculation of band structure energy and 
total and partial density states using the GGA approximation We 
calculated band structure and density of states the back allowing to 
note the valence and conduction bands and to note the gap of 
CsPbI3, CsPbBr3 [10]These figures (Figure 5) reveal the existence 
of a direct gap along R -R   for the GGA approximation, with Gap 
(CsPbI3) is 1.44 eV and Gap (CsPbBr3) is 1.156 eV. 

                                                                                          

               Fig 5 Band struct CsPbI3 and Band struct CsPbBr3                                             

                                                                                                 

Schema of Tdos and Pdos (figure 6) shows the number of states 
available (to occupy) at each energy level, observed in terms of total 
and partial density of states (TDOS & PDOS). and also shows 
atomic participation in energy states. 

Finally, we confirmed gap values by comparison between the result 
of density of state and band structure. 

  

     DOS STATE CsPbI3                     DOS STATES CsPbBr3                             

                                                                                                      
Fig 6 Density of states of CsPbI3 and Density of states of CsPbBr3 

  

III -3 Optical properties 

we have through wien2k calculated the optical characteristics of 
CsPbI3 and CsPbBr3, analyzed the absorption values through the 
calculations made by FP-LAPW  we compare CsPbI3 and the other 
simple PEROVSKITES CsPbBr3 , we also noted the optical graphs 
such as reflectivity , refraction ,conductivity especially absorption 
(Figure 7 to Figure 10 )in relation with the energy of simple 
perovskites CsPbI3 [11] which has an important absorption and two 
peaks in 10 EV and 22.5ev equivalent to lambda wavelength from 
124.8 nanometer to  55.46 nanometer which makes it possible to 
cover a large part of UV and we note that the CsPbBr3 materials 
have a high absorption and can cover part of the visible range and a 
wide range of the UV range. With a wide energy range from 3ev to 
17.5ev equivalent to lambda wavelength from 416 nanometer to 
71.31 nanometer.  

                         

        fig 7 absorption optic of CsPbI3 and CsPbBr3 
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            Fig.8. reflectivity optic of CsPbI3 and CsPbBr3  

 

           Fig.9. refractivity optic of CsPbI3 and CsPbBr3 

           

          

 

 

                 Fig.10. Conductivity optic of CsPbI3 and CsPbBr3 

 

 

 

 

Ⅳ. Conclusion:  

  After the study of structural and optoelectronic 
characteristics of the simple perovskites CsPbI3 and CsPbBr3 result 
from our studies with wien2k code. Through the calculations made 
by FP- LAPW and with comparing the properties of CsPbI3 and 
CsPbBr3 derived from calculations and optoelectronic states, we 
conclude that they are close to the gap range for the material forming 
the thin films of the single junction solar panels with range between 
1.1to 1.4ev ,but  we note the optical graphs and especially the 
absorption in relation to the energy of simple perovskites CsPbI3 
which has a good absorption but in UV range only which makes it 
impossible to cover a large part of the solar rays essentially in visible 
range to reconvert them into energy and we note that the  CsPbBr3 
materials have a high absorption and can cover part of the visible 
range and a wide range of the UV. With band gaps in the range of 
1.1ev to 1.4ev only CsPbBr3 perovskites can have usage in solar 
cells, led and imagery. High absorption 1.07 × 105 cm− 1 for 4.02ev, 
low reflectivity and high conductivity of this material, represent a 
great advance in the field of solar panels, especially single junction, 
thanks to their adequate gap for single-junction solar panels, which 
can be improved by doping or with Si in tandem, to achieve the ideal 
gap=1.3ev. Also, for there's good characteristics optics CsPbBr3 is 
used in imagery and microscopy and gives low-saturation-intensity, 
high-photo stability, and high-resolution. CsPbBr3-assisted STED 
nanoscopy has great potential to investigate microstructures that 
require super-resolution and long-term imaging. [12]. It is 
interesting to note that the İ values of the CsPbX3 NCs are  
an order of magnitude higher than those of CdSe NCs with a similar 
optical gap. [13] To make CsPbI3 perovskites efficient as solar cells, 
we need to make various changes, such as doping with an Ionic 
defect such as Cl, use in tandem with Si or multi-Junction solar cell 
panel.[14]. 
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Abstract—Energy efficiency in Heating, Ventilation, and Air 
Conditioning (HVAC) systems is crucial for reducing 
operational costs and environmental impact in modern 
buildings. This paper presents an intelligent HVAC control 
system based on a deep learning model, designed to optimize 
energy consumption while maintaining indoor comfort. The 
system was simulated in Python, generating data that mimics 
real-world building conditions, including room occupancy, 
external weather, and internal temperature dynamics. A Long 
Short-Term Memory (LSTM) network was employed to predict 
the optimal HVAC settings in real-time. The model was trained 
on 100,000 data points and tested on 20,000 data points, 
achieving an average energy savings of 23% during testing. The 
system-maintained temperature stability with a mean absolute 
error (MAE) of 0.6°C and demonstrated a fast response time of 
3 seconds when adjusting to new environmental conditions. The 
results indicate that the proposed HVAC system can effectively 
reduce energy consumption while ensuring occupant comfort. 
The system’s ability to generalize well to new conditions suggests 
its potential for real-world deployment in smart building 
management. Future work will focus on expanding the 
simulation environment and conducting real-world validations 
to further assess the system’s performance. 

Keywords—HVAC, energy efficiency, deep learning, LSTM, 

smart buildings, python simulation 

I. INTRODUCTION 

Heating, Ventilation, and Air Conditioning (HVAC) 
systems are integral to ensuring comfort in various building 
types, including residential, commercial, and industrial 
structures. However, they are also responsible for a significant 
portion of energy consumption, with estimates indicating that 
HVAC systems can account for approximately 40% of total 
energy usage in buildings [1]. This substantial energy 
footprint has prompted a growing demand for energy-efficient 
HVAC solutions, driven by increasing environmental 
awareness and rising energy costs. Consequently, optimizing 
HVAC systems has emerged as a critical area of research and 
engineering focus [2]. Traditional HVAC control strategies 
often rely on fixed schedules, manual adjustments, or 
simplistic rule-based systems that fail to account for dynamic 

environmental conditions. These conventional methods can 
lead to inefficiencies, as they do not adapt to real-time 
occupancy patterns, external weather changes, or the specific 
usage of individual rooms. As a result, HVAC systems may 
either overconsume or underutilize energy, creating 
discomfort for occupants and escalating operational expenses 
[3]. The advent of the Internet of Things (IoT) has further 
highlighted the need for smarter HVAC systems capable of 
remote monitoring and control, allowing for personalized 
comfort through smart thermostats that learn user preferences 
[2]. Recent advancements in artificial intelligence (AI), 
particularly deep learning, offer promising avenues for 
enhancing HVAC system performance. By harnessing data 
from diverse sources such as occupancy levels, weather 
forecasts, and energy consumption patterns AI-driven HVAC 
systems can learn and adapt in real-time, thereby optimizing 
energy efficiency while maintaining occupant comfort [4]. 
Deep learning models excel in identifying complex patterns 
within large datasets, enabling accurate predictions and 
adjustments based on a multitude of inputs [5]. This capability 
positions AI as a transformative force in the HVAC sector, 
paving the way for systems that not only respond to changes 
but proactively manage energy consumption. This paper aims 
to develop an intelligent HVAC system that employs deep 
learning techniques to predict and optimize HVAC settings. 
The proposed system seeks to minimize energy consumption 
while ensuring indoor comfort by dynamically adjusting 
heating, cooling, and ventilation configurations based on real-
time data. To facilitate this, a simulated environment will be 
utilized for training and testing the deep learning model, 
allowing for comprehensive evaluation without the need for 
extensive real-world data collection. This simulation will 
encompass various scenarios, including fluctuating weather 
conditions and diverse occupancy patterns, to ensure the 
model’s robustness and adaptability across different building 
environments. In summary, the contributions of this research 
include the development of a deep learning-based HVAC 
system that predicts optimal settings, the use of simulated data 
for effective model training, and the implementation of 
realtime adjustments to enhance energy efficiency. This 
intelligent HVAC system aspires to achieve significant energy 
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savings while improving occupant comfort, representing a 
valuable advancement in the pursuit of energy-efficient 
building technologies. 

II. RELATED WORK 

A. Existing HVAC Control Systems 

In recent years, significant advancements have been made 
in the optimization of Heating, Ventilation, and Air 
Conditioning (HVAC) systems, particularly through the 
application of computational intelligence techniques. 
Traditional HVAC control systems have primarily relied on 
predefined schedules and rulebased algorithms, which adjust 
settings based on simplistic inputs such as time of day or static 
temperature thresholds. While these methods can be effective 
in stable environments, they often lack the flexibility required 
to adapt to dynamic conditions, including variations in room 
occupancy, external weather changes, and individual user 
preferences [6][7]. The integration of machine learning has 
introduced a new level of adaptability to HVAC systems. 
Techniques such as Support Vector Machines (SVM), 
Decision Trees, and Artificial Neural Networks (ANNs) have 
been employed to create data-driven models that can predict 
energy demand and optimize HVAC operations accordingly 
[8][9]. However, many of these systems still face challenges 
in integrating real-time data and adapting to continuous 
changes in user behavior and environmental conditions. This 
limitation often results in inefficient energy usage and 
discomfort for occupants, highlighting the need for more 
sophisticated solutions [10][11]. 

B. Gap in Current Research 

1) Linear Regression Models 
A notable gap in the current research landscape is the 

reliance on historical or static datasets for training machine 
learning models. Many existing HVAC control systems 
struggle to accommodate dynamic conditions, such as sudden 
changes in occupancy or external weather variations. 
Furthermore, while machine learning-based approaches show 
promise, they often necessitate extensive real-world datasets 
for effective model training, which can be both costly and 
time-consuming to gather [12][13]. This underscores the 
growing need for innovative solutions that leverage simulated 
environments to model diverse conditions without the 
constraints associated with real-world data collection.. 

C. My Contribution 

To address these limitations, my contribution focuses on 
the development of a deep learning-based HVAC control 
system that optimizes energy consumption using simulated 
data. By creating a simulated environment that captures a wide 
range of building conditions such as varying weather patterns 
and occupancy levels the proposed model can be trained 
effectively, offering a robust solution that circumvents the 
need for large-scale real-world data collection. This approach 
not only overcomes the limitations of static rule-based 
systems but also provides a more adaptive and dynamic 
control mechanism suitable for modern buildings [14]. 

In summary, the evolution of HVAC control systems has 
been marked by a transition from traditional rule-based 
methods to more advanced machine learning techniques. 
However, significant challenges remain, particularly in terms 
of adaptability and the reliance on static datasets. My research 
aims to bridge these gaps by introducing a deep learning-based 
system that utilizes simulated environments for training, 

thereby enhancing the efficiency and comfort of HVAC 
operations in contemporary settings. 

TABLE I.  SUMMARY OF APPROACHES 

Approach Key Features Limitations 

Rule-Based 
Systems 

Fixed schedules 
and basic 
responses to 
temperature 

Lack 
adaptability, do 
not account for 
real-time data 

Machine 
Learning (SVM, 
ANN, etc.) 

Data-driven 
prediction of 
energy demand 

Require real-
world data, 
limited real-time 
adaptability 

Deep Learning 
(My 
Contribution) 

Uses simulated 
data to optimize 
energy 
consumption 

Still under 
evaluation in 
real-world 
scenarios 

 

III. SYSTEM ARCHITECTURE 

A. Overview of the Proposed System 

The intelligent HVAC system is designed to optimize 
energy consumption while maintaining comfort within a 
building. The system relies on several key components, 
including sensors, data collection modules, a simulation setup, 
and a deep learning-based control mechanism. 

1. Sensors and Data Collection: The system uses various 
sensors to monitor key environmental variables such as 
temperature, humidity, and room occupancy. These sensors 
provide continuous data streams, capturing real-time changes 
in the building environment. In the simulation, synthetic 
sensor data is generated using Python to simulate different 
building conditions, such as fluctuating weather patterns, 
changes in occupancy, and variable energy demand. 

2. Simulation Setup: The simulation environment is built 
using Python, which models different building scenarios. It 
incorporates external factors like weather conditions 
(temperature, humidity, and wind speed), as well as internal 
factors such as room usage and occupancy. By simulating 
various scenarios, the system can be tested under diverse 
conditions without relying on real-world data collection. 

3. Control Mechanism: The control mechanism is 
responsible for adjusting the HVAC settings based on the 
outputs of the deep learning model. The system continuously 
monitors the environment through simulated data and 
responds by altering heating, cooling, and ventilation 
configurations to optimize energy consumption. 

B. Deep Learning Components 

The core of the intelligent HVAC system is a deep learning 
model designed to predict optimal HVAC settings for 
different environmental conditions. 

1. Model Input and Features: The model takes in data 
from the simulated environment, including room temperature, 
humidity, occupancy levels, and weather conditions. These 
features are used to train the deep learning model to predict 
the most efficient HVAC settings for any given scenario. 

2. Model Architecture: The system uses a deep neural 
network (DNN) model implemented in Python. The 
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architecture consists of multiple layers that process the input 
data and generate predictions for the optimal HVAC 
configurations. The model is designed to minimize energy 
consumption while ensuring that the building maintains 
comfortable indoor conditions. 

3. Training and Testing: 

• Training Phase: The model was trained using a 
simulated dataset with 100,000 data points representing 
different building conditions. During the training phase, the 
model was optimized using the Adam optimizer with a 
learning rate of 0.001. The following performance metrics 
were recorded during training: 

- Energy Savings: The model achieved an average 25% 
reduction in energy consumption compared to 
baseline rule-based systems. 

- Comfort Level: The Mean Absolute Error (MAE) for 
temperature control was 0.5°C, ensuring that the 
indoor environment remains within 1°C of the target 
comfort level. 

- Model Accuracy: The Mean Squared Error (MSE) for 
the predicted HVAC settings was 0.02 after 50 epochs 
of training, indicating high accuracy in predicting the 
optimal HVAC settings. 

• Testing Phase: The trained model was tested on a 
separate set of 20,000 data points representing unseen 
scenarios within the simulation. The model’s performance on 
the test set was as follows: 

- Energy Savings: The model maintained an average 
energy savings of 23% during testing, validating its 
ability to generalize to new building conditions. 

- Comfort Level: The MAE in temperature control was 
0.6°C, slightly higher than during training, but still 
within acceptable comfort ranges. 

- Model Accuracy: The MSE on the test data was 
0.025, showing a slight degradation in accuracy when 
applied to unseen scenarios. 

- System Response Time: The average response time to 
real-time environmental changes (e.g., sudden 
occupancy or weather changes) was 3 seconds, 
ensuring quick adjustments to maintain optimal 
HVAC settings. 

C. System Diagram 

Below is a block diagram representing the architecture of 
the intelligent HVAC system. It shows the flow of data from 
the simulated environment, through the deep learning model, 
and to the HVAC control system. 

 
Fig. 1. System Architecture of the Intelligent HVAC System. The flow of 
data from simulated sensors, through the deep learning model, to the control 
mechanisms. 

IV. METHODS 

A. Simulated Data Environment 

The simulation environment was implemented using Python, 
leveraging libraries such as NumPy and SciPy. The data used 
for training included internal temperature, external weather 
conditions (e.g., temperature, humidity, wind speed), and 
room occupancy. Data was generated based on typical 
building usage patterns and historical weather trends. 

Occupancy: Simulated to reflect dynamic changes 
throughout the day and week. 

Weather Conditions: Synthetic weather data was used to 
mimic seasonal changes and daily fluctuations. 

Internal Temperature: Simulated based on HVAC system 
dynamics and external influences. 

This setup allowed the generation of 100,000 data points 
for training and 20,000 for testing. 

B. Training the Deep Learning Model 

The predictive model employed was a Long Short-Term 
Memory (LSTM) network, chosen for its ability to capture 
temporal dependencies. The input features included 
temperature, humidity, and occupancy, while the output 
represented the optimal HVAC settings for heating, cooling, 
and ventilation. The deep learning model was trained using the 
Adam optimizer with a learning rate of 0.001 over 50 epochs.  

The mathematical formulation of the LSTM is given by: 

 �� = σ(�� ⋅ [ℎ�−1, ��] + ��) () 

 �� = σሺ�� ⋅ [ℎ�−1, ��] + ��ሻ () 

 ��̃ = tanhሺ�� ⋅ [ℎ�−1, ��] + ��ሻ () 

 �� = �� ∗ ��−1 + �� ∗ ��̃ () 

 �� = σሺ�� ⋅ [ℎ�−1, ��] + ��ሻ () 

 ℎ� = �� ∗ tanhሺ��ሻ () 

Where: 

ft is the forget gate, it is the input gate, ot is the output gate, 
Ct is the cell state, and ht is the hidden state. 

C. Evaluation Metrics 

The model was evaluated using the following metrics: 

Energy Savings: Measured as a percentage reduction in 
energy consumption, with 25% savings achieved during 
training and 23% during testing. 

Temperature Stability (MAE): The model maintained a 
mean absolute error of 0.5°C during training and 0.6°C during 
testing, ensuring occupant comfort. 

Model Accuracy (MSE): Mean squared error of 0.02 in 
training and 0.025 during testing, indicating high prediction 
accuracy. 

System Response Time: The system adjusted HVAC settings 
within an average response time of 3 seconds. 
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V. DISCUSSION OF RESULTS  

 
Fig. 2. Energy Savings vs Epochs during Training and Testing 

 

Fig. 3. Temperature Stability (MAE) vs Epochs during Training and 
Testing 

 

Fig. 4. Model Accuracy (MSE) vs Epochs during Training and Testing 

The model demonstrated strong generalization, with minimal 
discrepancies between training and testing performance. The 
energy savings of 23% during testing show the system’s 
ability to adapt effectively to new scenarios. The slight 
increase in MAE during testing (0.6°C) suggests some 

variation in maintaining temperature, but the overall 
performance remained within acceptable comfort ranges. The 
low MSE in both phases further validates the accuracy of the 
system’s predictions.
The system’s quick response time of 3 seconds ensures real-
time adaptability, making it suitable for practical deployment 
in dynamic environments.

VI. CONCLUSION

In this paper, an intelligent HVAC system was developed
using a deep learning-based approach to optimize energy 
consumption while maintaining indoor comfort. The 
simulation environment, built in Python, provided a realistic 
representation of a building’s internal and external conditions, 
including factors such as room occupancy, temperature, and 
weather variations. The system was trained using a Long 
Short-Term Memory (LSTM) model, capable of predicting 
optimal HVAC settings in real-time. Key performance metrics 
such as energy savings, temperature stability, model accuracy, 
and system response time demonstrated the efficacy of the 
proposed approach. The model achieved an average of 25% 
energy savings during training and 23% during testing, 
indicating significant improvements over traditional rule-
based systems. Additionally, the system maintained a mean 
absolute error (MAE) of 0.6°C during testing, ensuring 
comfort for building occupants. The response time of 3 
seconds confirmed that the system could adapt to changing 
conditions in real-time. The results indicate that the deep 
learning-based HVAC system can effectively reduce energy 
consumption while maintaining the desired temperature 
range. The generalization capabilities of the model, as 
reflected in the minimal difference between training and 
testing performance, highlight its potential for deployment in 
real-world building management systems.

Future work will focus on expanding the simulation 
environment to include more complex building designs and 
environmental factors, as well as testing the system in real-
world conditions to further validate its effectiveness.
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Abstract— Several approaches have been put out to capture 
wind energy and transform it into electrical energy. The 
modeling and control of a dual stator induction generator 
(DSIG) incorporated into a wind energy conversion system is the 
particular focus of this study. The controls on the generator side 
and the conversion system's output parameters must be 
adjusted to achieve the best possible power flow to the grid and 
guarantee peak system performance. Alternative machine 
control is popular for PI controllers. Creating PI gains is 
difficult in this situation because the rectifier powering the 
DSIG is simultaneously controlled with a phase angle change of 
thirty degrees. A nonlinear backstepping control approach is 
suggested to lessen this difficulty. This investigation's 
comparison analysis compares the effectiveness of the two 
control systems using a variety of simulated tests. In steady-state 
settings, the tracking performance of both controls is similar. 
However, the backstepping control performs better in a 
transient mode in terms of overshoot and response time. A 
thorough analysis and validation of the suggested control 
mechanism is performed using sophisticated simulations in the 
Plecs/RT BOX environment. 

Keywords— Field-Oriented Control (FOC), PI Regulator, 

Wind System, Dual Stator Induction Generator (DSIG). 

I. INTRODUCTION  

The rapid industrialization and proliferation of electric 
home appliances over the past few decades have resulted in 
significant demands for electrical energy. Because of this 
demand—which is still rising today—the developed nations 
have become increasingly dependent on nuclear-generating 
facilities. While there is no denying that this energy source is 
less polluting than thermal power plants, there are significant 
issues with waste management and the possibility of nuclear 
catastrophes that make it unappealing to future generations 
[1]. Countries are looking more and more for clean and 
renewable energy sources to address these issues. These 
nations committed to raising the proportion of renewable 
energy in their power generation during the medium-term [2], 
[3]. Wind energy has the most potential for energy production 
among these renewable energy sources (Tiwari & Babu, 
2016). Every year, the installed wind turbine power 
worldwide increases exponentially. A significant trend in this 
growth is the increasing global utilization of horizontal-axis 
wind turbines, driven by cost considerations in both 
installation and manufacturing [4]. 

It is fascinating to generate high-quality output power 
when it comes to wind energy and grid integration. As such, 

the generator's control system is crucial. A variety of methods 
have been employed to regulate the DSIG, including the 
following: a model reference adaptive system-based reactive 
power controller [5] a nonlinear method based on the theory 
of fuzzy logic-controlled torque [6] control of the DSIG using 
the instantaneous power theory and a control flux orientation 
at low speeds [7]. 

This study aims to simulate the complete wind conversion 
system by employing two distinct methods for controlling the 
DSIG. In mode creation, a relatively recent nonlinear control 
strategy based on a backstepping controller is employed, 
while the first technique employs a linear control based on 
the PI controller. These methods are employed to compare 
the system's performances between the two scenarios. 

The complete conversion system's mathematical model 
must be thoroughly examined. We will review and analyze 
the Plecs/RT BOX data that were received. 

II. MODEL OF WIND TURBINE SYSTEM 

Fig. 1 shows a DSIG machine used in the construction of 
the variable-speed wind system under research. Two static 
converters in the stator connect the DSIG to the DC bus, and 
a gearbox in the turbine powers it. The DSIG has a squirrel 
cage mobile rotor and a two-fixed, three-phase stator that is 
moved at a 30° electrical angle. Benefits from this 
arrangement include low rotor harmonic currents, power 
partitioning, and good dependability. 
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Fig. 1. Wind turbine system. 

By selecting the references associated with the rotating 
field, the DSIG model can be expressed more simply, as seen 
in the following concise manner. 
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III. PROPOSED CONTROL STRATEGY 

In this study, the wind turbine system uses the rotor FOC 
method, which offers independent control of speed variation 
through the direct and quadrature stator currents, enabling 
autonomous control over the flux and electromagnetic torque. 
After applying FOC to the DSIG model in (1), we get the 
following system of state equations. 
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A. Backstepping-based control loops design 

After applying backstepping control, we conclude this 
control loop: 
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IV. HARDWARE-IN-THE-LOOP RESULTS 

Based on the Plecs/RT-Box platform, the performance of 
the proposed control approach implemented for a 1.5 MW 
rated capacity DSIG within a wind turbine system is 
evaluated, as shown in Fig. 2. A comparative study between 
backstepping and PI controllers with the conventional ones is 
carried out under variable wind speed profile. The DSIG's 
nominal characteristics are given in Table I and for a sampling 
time Ts = 2×10-5. Note that in the system of Fig. 2, the analog 
outputs define the system measurements to be provided to the 
control stage as analog inputs. The switches’ commands are 
sent from the control stage to the plant using PWM out to 
PWM capture. 

Analog In/Out

PWM In/Out

CONTROL

Analog

In

Analog

In

Analog

In

Analog

In

PLANT

Analog

Out

PWM

Out

PWM

Capture

Analog

Out

Analog

Out

Analog

Out

VWind

Ω_mec

Iabc_s1

Iabc_s2

VWind

Ω_mec

Iabc_s1

Iabc_s2

 

Fig. 2. Hardware-in-the-loop experimental setup. 

The obtained results are presented in Figs. 3-6 shows the reported controllers' 
performance in response to the imposed wind speed profile. These figures 
display for each controller the rotor speed, electromagnetic torque, direct
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Fig 3. HiL results for variable wind with the PI regulator. 
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Fig 4. HiL results for variable wind with the backstepping regulator. 
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Fig 5. Steady-state performance: HiL results Zoom in. 
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Fig 6. Steady-state performance: HiL results Zoom in. 

rotor flux, direct and quadrature of the stator #1 current, a-phase currents of 
the stators #1 and #2, and their references. In addition, the zoom-in at steady 
states and the wind profile are also depicted in these figures. 
Based on these figures, the following observations are made: 

TABLE II 
WIND TURBINE SYSTEM PARAMETERS [1] 

Quantity Values 

Turbine’s radius R = 32 m 
Gain of the gearbox  G = 58 
Coefficient of maximum power  Cpmax = 0.47 
Optimal relative wind velocity Ȝopt = 8.1 
Nominal power of DSIG  Pn = Pmax = 1.5 MW 
Voltage (RMS) E = 400 V 
Pole pairs number P = 2 
Resistance of the stator  Rs1 = Rs2 = 0.008 Ω 
Inductance of the stator Ls1 = Ls2 = 0.134 mH 
Magnetizing inductance Lm = 0.0045 H 
Resistance of the rotor  Rr = 0.007 Ω 
Inductance of the rotor Lr = 0.067 mH 
Moment of inertia J = 10 kg.m2 
Coefficient of viscous  kf = 0.0015 Nm s/rd 
Impedance of the smoothing choke X = 0.314 

• All of the controllers are created to ensure that the 
rotor flux stays constant while the measured speed, 
electromagnetic torque, and stator currents of the DSIG follow 
the wind profile. 

• Backstepping controllers offer superior tracking 
performance, robustness, and stability compared to PI 
controllers, particularly in nonlinear systems. They handle 
parameter variations and external disturbances better but 
require complex mathematical modeling.  

• PI controllers, while simpler and easier to 
implement, may struggle with dynamic or nonlinear 
environments.  

• For applications like wind turbines, backstepping 
proves more effective, though PI remains useful for simpler 
tasks. 

• The BS with tuned parameters shows superior 
performance compared to the PI controller in terms of fast 
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transient response, less error, and low ripples during steady-
state operation. 
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Abstract—This study presents an indirect method for predict-
ing the energy yield of photovoltaic (PV) power plants using
forecasted Global Horizontal Irradiance (GHI). The methodol-
ogy is validated with data from Alice Springs, utilizing Trina
TSM-175DC01 PV panels with dual-axis tracking systems. GHI
forecasts, derived through a combination of the Temporal Fusion
Transformer and McClear sky model, were converted into power
using system-specific equations and validated against measured
data from the Desert Knowledge Australia Solar Centre. The
approach achieved RMSE and MAE values of 0.9961 and
0.7784, respectively, demonstrating its effectiveness despite the
model’s simplicity. Energy yield was calculated by integrating
power over time. This work highlights the feasibility of deriving
accurate energy yield estimates from GHI forecasts and provides
a foundation for incorporating more advanced PV modeling to
improve prediction accuracy in diverse climatic conditions.

Index Terms—GHI, indirect forecasting, PV systems, Alice
spring, solar position.

I. INTRODUCTION

The need for sustainable and clean energy solutions has

never been more pressing, as the world faces the challenges

of climate change and the depletion of conventional fossil

fuel resources. Photovoltaic (PV) systems have emerged as

a promising solution to this problem, as they can generate

electricity directly from solar radiation, a resource that is

both abundant and renewable. However, the deployment of

PV systems, particularly at large scales, is accompanied by a

significant challenge: the intermittency of solar power. Unlike

conventional power sources, solar energy generation depends

on natural factors such as weather conditions, time of day, and

geographic location, making the prediction of energy yield a

complex and highly valuable task.

Accurate forecasting of solar power generation is essential

for optimizing grid management, integrating renewable energy

into power grids, and ensuring the economic viability of PV

systems. One of the primary inputs for solar power forecasting

is Global Horizontal Irradiance (GHI), which represents the

total solar radiation received on a horizontal surface at ground

level. Forecasting GHI allows for the estimation of solar power

output, which can then be translated into expected energy yield

from PV systems.

A. Review of Relevant Works

The development of accurate solar irradiance forecasting

models has been an active area of research over the past

few decades. Early studies focused on statistical and physical

models for short-term solar radiation prediction. Statistical

models, such as autoregressive integrated moving average

(ARIMA) models, have been widely used for time-series

forecasting due to their simplicity and ability to capture linear

patterns in historical data [1]. However, these models face

limitations in handling non-linear and complex relationships in

solar irradiance data, particularly in the presence of dynamic

weather conditions.

As solar forecasting technologies have advanced, machine

learning (ML) and deep learning (DL) approaches have gained

significant traction due to their ability to handle large datasets

and capture intricate patterns in solar radiation. Studies have

shown that machine learning models such as support vector

machines (SVM), random forests (RF), and artificial neural

networks (ANNs) can provide superior performance compared

to traditional statistical methods [2]. Among these, deep learn-

ing techniques have emerged as particularly powerful tools for

solar forecasting, with architectures such as long short-term

memory (LSTM) networks and convolutional neural networks

(CNNs) showing promising results in time-series forecasting

tasks [3]. The ability of deep learning methods to handle

complex, high-dimensional data makes them well-suited for

solar energy forecasting.
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A more recent and highly effective approach to solar fore-

casting is the use of Transformer-based models, such as the

Temporal Fusion Transformer (TFT). The TFT model, which

was introduced by Lim et al. [4], is specifically designed for

handling time-series data with multiple temporal features. The

model’s attention mechanism allows it to focus on relevant

past data points, making it highly effective for multi-horizon

forecasting tasks, such as predicting solar power generation

over different time periods. The TFT’s ability to model both

long-term trends and short-term variations in solar irradiance

has made it an appealing choice for solar energy forecasting,

offering significant improvements in prediction accuracy com-

pared to traditional models.

In addition to forecasting techniques, clear-sky models play

a vital role in solar power prediction. Clear-sky models provide

an idealized estimate of solar irradiance under cloud-free con-

ditions and are often used as baselines to assess the effects of

cloud cover and atmospheric conditions. The McClear model,

for instance, has been widely used to estimate downwelling

solar radiation at ground level under clear-sky conditions [5].

By combining these clear-sky models with more advanced

forecasting models, researchers have been able to improve

the accuracy of solar irradiance predictions, especially during

cloudy or variable weather conditions.

To accurately convert forecasted solar irradiance into power,

it is necessary to incorporate detailed models of PV system

performance. Several factors influence the energy yield of PV

systems, including the type of PV panels, their orientation,

the use of tracking systems, and the efficiency of inverters.

For example, dual-axis tracking systems, which adjust the

orientation of PV panels to follow the sun throughout the day,

have been shown to increase energy capture by up to 35%

compared to fixed-tilt systems [6]. This ability to enhance the

capture of solar energy is particularly beneficial in regions with

highly variable solar irradiance, such as those with frequent

cloud cover.

Studies that focus on converting GHI forecasts into PV

power output typically involve a series of intermediate steps,

including the calculation of solar position, the decomposition

of irradiance into direct and diffuse components, and the

application of system-specific characteristics such as panel

efficiency and tracking mechanisms. These models must also

account for other environmental factors, such as temperature

and shading, which can affect the performance of PV systems

[7]. By incorporating such detailed modeling, it is possible

to obtain more accurate estimates of energy yield, which is

crucial for energy planning and grid integration.

B. Objectives of This Study

The primary objective of this study is to propose and

validate an indirect methodology for estimating the energy

yield of photovoltaic (PV) power plants. The methodology

involves the forecasting of Global Horizontal Irradiance (GHI)

using a combination of the Temporal Fusion Transformer

(TFT) model and the McClear clear-sky model [11]. This

forecasted GHI is then converted into solar power using es-

tablished equations that incorporate the specific characteristics

of PV systems, including panel type, orientation, and tracking

mechanisms. The study focuses on the Trina TSM-175DC01

monocrystalline silicon panels, which are commonly used in

the Alice Springs region of Australia, as a case study to

demonstrate the effectiveness of the proposed methodology.

To validate the proposed approach, the forecasted solar

power is compared with real-world power output data from the

Desert Knowledge Australia (DKA) Solar Centre, which pro-

vides detailed performance data for various PV technologies.

The validation process involves the calculation of forecasting

accuracy metrics, such as Root Mean Square Error (RMSE)

and Mean Absolute Error (MAE), to assess the discrepancy

between the forecasted and actual power outputs. Finally, the

energy yield is computed by integrating the forecasted power

over time, providing a comprehensive estimate of the expected

energy production from the PV system.

The contributions of this study are as follows: 1. A novel

indirect methodology for forecasting PV energy yield, com-

bining GHI forecasts and system-specific characteristics to

estimate power generation. 2. Validation of the methodology

using empirical data from a real-world PV installation in Alice

Springs, Australia. 3. A detailed comparison of forecasted

power with actual power output, including the calculation

of RMSE and MAE metrics. 4. A foundation for future

research into more advanced PV modeling techniques, with the

potential to improve the accuracy of solar power predictions

across different climates and geographic locations.

By providing a comprehensive framework for estimating

solar power generation and energy yield, this study aims to

contribute to the optimization of PV systems and improve

the reliability of solar power forecasting. The findings of

this research have implications for grid integration, energy

management, and the development of efficient forecasting

tools for the renewable energy sector.

II. CONVERTING TO THE ENERGY YEILD OF PV POWER

PLANTS

The process of converting forecasted Global Horizontal

Irradiance (GHI) to the energy yield of photovoltaic (PV)

power plants involves several important steps, starting from

the calculation of solar geometry, irradiance decomposition,

and power conversion, which can be modeled using well-

established equations.

Step 1: Solar Position Calculation

The position of the sun (solar zenith, azimuth, and elevation)

is crucial for determining how much solar energy reaches the

PV panels. The solar zenith angle (θz) and solar azimuth

angle (γs) can be calculated using spherical trigonometry,

considering the latitude (φ), longitude, solar declination (δ),

and hour angle (h):

cos(θz) = sin(φ) sin(δ) + cos(φ) cos(δ) cos(h) (1)

sin(γs) = −
cos(δ) sin(h)

cos(θz)
(2)
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These formulas allow us to compute the position of the sun

relative to the PV system’s location and the time of day.

Step 2: Irradiance Decomposition (Erbs Model)

Once the forecasted GHI is obtained, we decompose it

into Direct Normal Irradiance (DNI) and Diffuse Horizontal

Irradiance (DHI) using the Erbs model. The Erbs model relates

the clearness index (kt) — which is the ratio of GHI to

extraterrestrial solar irradiance on a horizontal plane — to the

diffuse fraction (Fd):

Fd = 1.0− 0.09kt for kt ≤ 0.22 (3)

Fd = 0.9511− 0.1604kt + 4.388k2t − 16.638k3t + 12.336k4t for 0.22 < kt ≤ 0.8

(4)

Fd = 0.165 for kt > 0.8 (5)

Using Fd, DNI and DHI are calculated as:

DHI = GHI × Fd (6)

DNI =
GHI −DHI

cos(θz)
(7)

Step 3: Plane of Array (POA) Irradiance (Perez Model)

To calculate the irradiance received by the PV panels, which

are usually tilted or tracked, we use the Perez transposition

model. This model accounts for direct, diffuse, and reflected

components of sunlight. The total irradiance on the tilted plane

(GPOA) is given by:

GPOA = Gbeam ·Rb +Gdiffuse · Fd +Greflected · Fr (8)

Where:

• Gbeam is the beam (direct) irradiance,

• Gdiffuse is the diffuse irradiance (calculated via decompo-

sition),

• Greflected is the ground-reflected irradiance,

• Rb is the ratio of the beam irradiance on the tilted surface

to the beam irradiance on the horizontal surface,

• Fd and Fr are the diffuse and reflected irradiance factors,

respectively, accounting for the tilt and orientation of the

panel.

Step 4: Power Conversion

The power output (P ) of the PV system is calculated by

multiplying the plane of array irradiance (POA) by the area

of the PV array (A) and the efficiency (η) of the PV module:

P = GPOA ×A× η (9)

Where:

• GPOA is the total plane-of-array irradiance in W/m²,

• A is the total panel area in square meters,

• η is the efficiency of the solar module, which can be

computed as:

η =
Pmax

A×GSTC

(10)

Where Pmax is the maximum rated power of the panel under

Standard Test Conditions (STC) and GSTC is the irradiance

under STC, typically 1000 W/m².

Step 5: AC Power Output

The DC power output from the PV system is converted to

AC power by considering the inverter efficiency (ηinv):

PAC = PDC × ηinv (11)

Where PAC is the final usable power output in watts after

conversion.

Step 6: Energy Yield

The total energy yield (E) of the system over a given period

is calculated by integrating the power output over time:

E = PAC × t (12)

Where:

• E is the energy yield in kilowatt-hours (kWh),

• PAC is the AC power output in kilowatts, and

• t is the time duration in hours.

A. Case study for Alice springs PV power plants

In this section, we have selected the Alice Springs region as

a case study to validate our indirect forecasting methodology

for the energy yield of photovoltaic (PV) power plants. Ini-

tially, we opted for the Trina TSM-175DC01 PV technology,

which is one of the technologies employed in the Alice Springs

region.

Subsequently, we transformed the Global Horizontal Irra-

diance (GHI) into power using the equations delineated in

the preceding sections, in conjunction with the corresponding

PV characteristics detailed in the subsequent section. This

indirectly forecasted power was then compared with the actual

power output of this PV technology.

To further validate the indirectly predicted power against

the actual power, we employed the Root Mean Square Error

(RMSE) and Mean Absolute Error (MAE) as our evaluation

metrics. Finally, the energy yield was readily obtained by

multiplying the power by the time duration. This comprehen-

sive analysis serves to underscore the efficacy of our indirect

forecasting methodology for PV power plants.

1) Real PV power dataset : The empirical dataset employed

in this investigation is procured from the Desert Knowledge

Australia (DKA) Solar Centre’s online repository. This dataset

encompasses the active power output of specific panel types,

with a more comprehensive description of the array delineated

in the subsequent section. The selected dataset spans a tem-

poral range from 21:00:00 GMT on December 31, 2018, to

00:00:00 GMT on December 31, 2019. .
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B. Trina monocrystalline silicon array

The Trina solar assembly, which utilizes monocrystalline

silicon and is equipped with large dual-axis trackers, enhances

the capture of solar irradiance by dynamically adjusting the

orientation of the panels throughout the diurnal cycle. These

trackers, which consume less than one watt of the array’s direct

current (DC) power output, use photometric intensity data to

control the motorized supports, potentially boosting the array’s

output by 35%.

A noteworthy component of this assembly is the Trina TSM-

175DC01 solar panel, which has an efficiency of 14.5%. This

indicates that 14.5% of the solar energy incident on the panel

is converted into usable electrical energy.

Originally, the assembly consisted of six trackers outfitted

with these TRINA 175W photovoltaic (PV) modules. How-

ever, on August 14, 2013, four of these trackers were upgraded

to TRINA 195W PV modules, reducing the original system

(SITE 1A) to two trackers and creating a new system (Site

1B). This modification was due to a discoloration issue found

by TRINA in some 175W PV modules, which was traced back

to a defective batch of back sheeting. Despite the discoloration

not affecting performance, two trackers retained the original

modules for longitudinal performance evaluation.

Solar Inception, a distributor for Trina Solar, provides

comprehensive photovoltaic power plants. The efficiency of

these tracking arrays can be compared with that of the sta-

tionary Trina monocrystalline array to determine the trackers’

contribution to the gain at various times of the year.

TABLE I
SOLAR PANEL SPECIFICATIONS

Array Rating 10.5kW

Panel Rating 175W

Number Of Panels 2 x 30

Panel Type Trina TSM-175DC01

Array Area 2 x 38.37 m²

Type Of Tracker DEGERenergie 5000NT, dual axis

Inverter Size / Type 2 x 6 kW, SMA SMC 6000A

Installation Completed Thu, 8 Jan 2009

Array Tilt/Azimuth Variable. Dual-axis tracking.

1) Converting to energy Yield: Utilizing the photovoltaic

(PV) characteristics and the energy calculation formula delin-

eated in the preceding sections, we successfully transformed

the forecasted global horizontal irradiance (GHI) into power.

Subsequently, this computed power was juxtaposed with the

actual power output obtained from the website for the corre-

sponding panel type during the identical time period.

The root mean square error (RMSE) and mean absolute

error (MAE) were computed to quantify the discrepancy

between the forecasted and actual power outputs. The results

were satisfactory, considering the simplicity of the model

employed for the conversion.

The primary objective of this study was to demonstrate

the conversion from GHI to power then energy. However, the

utilization of a more sophisticated photovoltaic model could

potentially yield superior results.

Fig. 1. Forecasted GHI in [11]

TABLE II
RMSE AND MAE VALUES FOR THE INDIRECT FORECASTED POWER VS

REAL POWER FOR 2 HOURS AHEAD

RMSE MAE

0.9961 0.7784

III. CONCLUSION

This paper presents an indirect methodology for converting

forecasted Global Horizontal Irradiance (GHI) to the energy

yield of photovoltaic (PV) power plants. The approach lever-

ages solar position calculations, irradiance decomposition,

and established power conversion equations, enabling accurate

predictions of PV power generation based on GHI forecasts.

The process was validated through a case study of the Alice

Springs region, where the forecasted GHI was successfully

converted into PV power output and compared to actual power

data from the Trina TSM-175DC01 PV technology.

The results demonstrate the feasibility and accuracy of

the proposed methodology, with promising correlation metrics

such as the Root Mean Square Error (RMSE) and Mean

Absolute Error (MAE). These metrics validate the model’s

performance in predicting solar power output based on fore-

casted GHI. Furthermore, the study underscores the potential

of this indirect forecasting approach to optimize energy yield

predictions for PV power plants, thereby supporting more

efficient energy management and grid integration.

While the presented model is simple and effective, the

results suggest that incorporating more sophisticated PV mod-

eling techniques could further enhance the precision of energy

yield predictions. Future work will focus on refining the

methodology by integrating more complex models that account

for variables such as temperature, panel efficiency variations,

and local climatic conditions.

Ultimately, this work contributes to the growing field of

solar forecasting by providing an accessible and effective

method for estimating energy yield from forecasted solar

irradiance, paving the way for improved energy management

strategies in the context of renewable energy generation.
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[5] Lefèvre, M., et al. ”McClear: A new model estimating downwelling
solar radiation at ground level in clear-sky conditions.” *Atmospheric
Measurement Techniques*, vol. 6, no. 9, 2013, pp. 2403–2418.

[6] Mousazadeh, H., et al. ”A review of principle and sun-tracking meth-
ods for maximizing solar systems output.” *Renewable and Sustainable
Energy Reviews*, vol. 13, no. 8, 2009, pp. 1800–1818.

[7] Marion, B., et al. ”Performance parameters for grid-connected PV sys-
tems.” *National Renewable Energy Laboratory (NREL)*, 2005.

[8] Zhou, D., et al. ”Recent advances in deep learning for solar irradiance
forecasting.” *IEEE Access*, vol. 10, 2022, pp. 30839–30853.

[9] Khosravi, A., et al. ”Multi-step ahead solar power forecasting using
LSTM and GRU neural networks.” *Renewable Energy*, vol. 168, 2021,
pp. 1077–1093.

[10] Sokhi, R., et al. ”An overview of solar power forecasting techniques and
models.” *Energy Reports*, vol. 4, 2018, pp. 1–9.

[11] Ait Mouloud, L., Kheldoun, A., Deboucha, A., and Mekhilef, S.
”Explainable forecasting of global horizontal irradiance over mul-
tiple time steps using temporal fusion transformer.” *Journal of
Renewable and Sustainable Energy*, vol. 15, 2023, p. 056101.
https://doi.org/10.1063/5.0159899.

386 FT/Boumerdes/NCASEE-24-Conference



) ) ) -) -) ) ) ) -) ) ) ) -) /) ) /$) ) .00 © 20) )  ���� 

S��ar trac�i�� syst�� with 

�r�ui�� U��  
 

 M�ssa�u�a ���za�ui 
 U�iv�rsity �� Mha��� ��u�ara 
 �ut��atic �pp�i�� a�� Si��a� 

Pr�c�ssi�� Lab�rat�ry 
��u��r�è s ����ria 

 �.b��za�ui�u�iv-b�u��r��s.�z 

 

 

 

 

 �����ch� �ussa�a 
��stitut� �� ���ctrica� a�� 
���ctr��ic ���i���ri�� 

U�iv�rsity �� Mha��� ��u�ara 
��u��r�è s � ���ria 

�ussa�a.b����ch����ai�.c�� 

 

 

  

 
 
 

  
 

 
 

 
 

 

 
�bstract—  Th� ����rati�� �� p�w�r �r�� th� r��ucti�� �� ��ssi� 

�u��s is th� bi���st cha������ ��r th� ��xt ha�� c��tury. Th� i��a �� 
c��v�rti�� s��ar ���r�y i�t� ���ctrica� ���r�y usi�� ph�t�v��taic 
pa���s h���s its p�ac� i� th� �r��t r�w c��par�� t� �th�r r���wab�� 
s�urc�s. �ut th� c��ti�u�us cha��� i� th� r��ativ� a���� �� th� su� with 
r���r��c� t� th� �arth r��uc�s th� watts ���iv�r�� by s��ar pa���. �� 
this c��t�xt s��ar trac�i�� syst�� is th� b�st a�t�r�ativ� t� i�cr�as� th� 
���ici��cy �� th� ph�t�v��taic pa���. S��ar trac��rs ��v� th� pay��a� 
t�war�s th� su� thr�u�h�ut th� �ay. This w�r� i�v�sti�at�s th� 
��v���p���t �� a s��ar trac�i�� syst�� usi�� a� �r�ui�� U�� 
�icr�c��tr����r. Th� syst�� ai�s t� �axi�iz� s��ar ���r�y captur� by 
aut��atica��y a�justi�� th� �ri��tati�� �� a s��ar pa��� thr�u�h�ut th� 
�ay. Li�ht s��s�rs, typica��y ph�t�r�sist�rs (LD�s), wi�� b� ��p��y�� 
t� ��t�ct th� su�'s p�siti��. Th� �r�ui�� U�� wi�� pr�c�ss th� s��s�r 
�ata a�� c��tr�� a ��t�r (s�rv� �r st�pp�r ��t�r) t� pr�cis��y ti�t th� 
s��ar pa��� t�war�s th� �ir�cti�� �� �axi�u� �i�ht i�t��sity 

��yw�r�s—  S��ar Trac��r, S��s�r Li�ht-D�p�����t ��sist�r 
(LD�), �r�ui�� UNO �icr�c��tr����r. 

�. �NT�ODU�T�ON 
�� this w�r�, w� ai� t� cr�at� a Dua� �xis S��ar Trac��r 

Syst�� usi�� �r�ui�� U��. S��ar ���r�y is a� abu��a�t a�� 
r���wab�� r�s�urc�, a�� har��ssi�� it ���ici��t�y is crucia� ��r 
sustai�ab�� ���r�y s��uti��s. �  s��ar trac��r syst�� �axi�iz�s 
���r�y ����rati�� by �ri��ti�� s��ar pa���s t�war�s th� su� 
thr�u�h�ut th� �ay, ��suri�� th�y captur� th� �axi�u� a��u�t 
�� su��i�ht �1-4�. 

Our w�r� ��cus�s �� ��si��i�� a�� i�p�����ti�� a �ua�-
axis s��ar trac��r, which a���ws  th� s��ar pa���s t� trac� th� 
su�'s ��v����t b�th h�riz��ta��y a�� v�rtica��y. This  capabi�ity 
�pti�iz�s ���r�y captur� by a�justi�� th� pa���'s a���� a�� 
�ir�cti�� t� �����w th� su�'s path acr�ss th� s�y�4-6�. 

Th� syst�� uti�iz�s �r�ui�� U��, a p�pu�ar �icr�c��tr����r 
p�at��r� ���w� ��r its v�rsati�ity a�� �as� �� us�. �y c��bi�i�� 
s��s�rs, s�rv� ��t�rs, a�� pr��ra��i��, w� ai� t� cr�at� a 

c�st-����ctiv� a�� ���ici��t s��uti�� ��r �axi�izi�� s��ar ���r�y 
uti�izati��. 

Thr�u�h�ut this w�r�, w� wi�� �xp��r� th� ��si��, 
i�p�����tati��, a�� t�sti�� phas�s �� th� �ua�-axis s��ar trac��r 
syst��. (� wi�� ���v� i�t� th� t�ch�ica� ��tai�s �� c��p����t  
i�t��rati��, pr��ra��i�� ���ic, a�� syst�� �u�cti��a�ity, with 
th� ��a� �� cr�ati�� a practica� a�� sca�ab�� s��uti�� ��r s��ar 
���r�y �pti�izati��. 

This w�r�, ai�s t� �xp�ai� h�w t� ��si�� a�� bui�� a s��ar 
trac�i�� syst�� usi��  �r�ui�� U��. (�'�� ��cus �� th� 
t�ch�ica� ��tai�s �� th� ���ctr��ic circuits, h�w t� c����ct  th� 
c��p����ts, a�� h�w t� pr��ra� th� syst�� t� �a�� it w�r� 
pr�p�r�y. �irst, w�'��  �iscuss h�w t� ��si�� th� syst��, 
�xp�ai�i�� what �ach c��p����t ���s a�� h�w th�y  w�r� 
t���th�r. Th��, w�'�� ��v� �� t� bui��i�� th� syst��, sh�wi�� 
y�u h�w t� put th�  ���ctr��ic circuits t���th�r a�� c����ct 
�v�rythi��. (�'�� a�s� ta�� ab�ut pr��ra��i�� th�  syst�� usi�� 
�r�ui�� U��, �xp�ai�i�� th� c���a��s a�� �u�cti��s y�u'�� 
���� t� us�. �i�a��y, w�'�� t�st th� syst�� t� �a�� sur� it w�r�s 
c�rr�ct�y a�� �iscuss what r�su�ts w� �xp�ct t� s��. 

 

��. H��D(���  &  SO�T(��� D�S��N  
This s�ssi�� pr�vi��s a� �v�rvi�w �� th� ���ctr��ic c��p����ts 
us�� i� a s��ar trac�i�� syst�� p�w�r�� by �r�ui�� U��. �t 
b��i�s by i�tr��uci�� th� �r�ui�� U�� b�ar� a�� its r��� as th� 
c��tra� c��tr����r. Th�� w� ���v�s i�t� th� �u�cti��a�ity a�� 
i�t��rati�� �� ��y c��p����ts such as �i�ht-��p�����t r�sist�rs 
(LD�s), S�90 s�rv� ��t�rs, a�� s�a�� s��ar pa���s. �ach 
c��p����t's �u�cti��, t�ch�ica� sp�ci�icati��s, a�� i�t�racti�� 
withi� th� syst��. 

�. Har�war� c��p����ts  
�t is pr�s��t�� i� this s�ssi�� c��p����ts i�c�u��� t� ��t th� 

s��ar trac�i��.   
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1)  �r�ui�� U�� b�ar�  
              �r�ui�� is a� �p��-s�urc� ���ctr��ics p�at��r� 

bas�� �� �asy-t�-us� har�war� a�� s��twar�. �t c��sists �� a 
�icr�c��tr����r b�ar� a�� a ��v���p���t ��vir�����t us�� ��r 
cr�ati�� i�t�ractiv� ���ctr��ic w�r�s. �r�ui�� b�ar�s ar� 
�quipp�� with i�put a�� �utput pi�s, a���wi�� th�� t� i�t�ract 
with vari�us s��s�rs, actuat�rs, a�� �th�r ���ctr��ic 
c��p����ts. �ts us�r-�ri����y i�t�r�ac� a�� �xt��siv� 
c���u�ity supp�rt, �r�ui�� has b�c��� a p�pu�ar ch�ic� ��r 
h�bbyists, stu���ts, a�� pr���ssi��a�s a�i�� t� pr�t�typ� a�� 
��v���p i���vativ� w�r�s ra��i�� �r�� si�p�� L�D b�i���rs t� 
c��p��x r�b�tics a�� ��T app�icati��s. 

 

 
�i�1. �r�ui�� U�� b�ar� 

 
2) S��s�rs: 

 S��s�rs ar� ���ctr��ic ��vic�s �r c��p����ts that ��t�ct a�� 
��asur� physica� pr�p�rti�s �r cha���s i� th�ir ��vir�����t a�� 
c��v�rt th�� i�t� ���ctrica� si��a�s. Th�s� si��a�s ca� th�� b� 
pr�c�ss��, a�a�yz��, �r us�� t� tri���r acti��s i� vari�us 
syst��s. S��s�rs p�ay a crucia� r��� i� a wi�� ra��� �� 
app�icati��s, i�c�u�i�� ��vir�����ta� ���it�ri��, i��ustria� 
aut��ati��, h�a�thcar�, aut���tiv� syst��s, a�� c��su��r 
���ctr��ics. Th�y ��ab�� �achi��s a�� ��vic�s t� p�rc�iv� a�� 
r�sp��� t� th�ir surr�u��i��s, �aci�itati�� aut��ati��, c��tr��, 
a�� �ata c����cti�� i� �iv�rs� �i���s. 

 
�i�2. LD� s��s�r 

Th� LD�, a crucia� c��p����t i� s��ar trac�i�� syst��s, 
�u�cti��s as a �i�ht-s��sitiv� r�sist�r, varyi�� its r�sista�c� i� 
r�sp��s� t� cha���s i� a�bi��t �i�ht ��v��s. P�siti���� 
strat��ica��y �� th� s��ar pa��� ass��b�y, th� LD�s pr�vi�� 
r�a�-ti�� ����bac� t� th� syst��, ��ab�i�� pr�cis� a�i�����t �� 
th� pa���s with th� su�'s p�siti�� thr�u�h�ut th� �ay. This 

�y�a�ic a�just���t �pti�iz�s ���r�y captur� a�� ��ha�c�s th� 
�v�ra�� ���ici��cy �� th� s��ar trac�i�� syst��, �a�i�� th� LD� 
a� �ss��tia� a�� c�st-����ctiv� s��s�r i� r���wab�� ���r�y 
app�icati��s. 

 
3) S��ar pa��� 

        �  s�a�� s��ar pa���, i� this w�r�, s�rv�s as a c��pact 
ph�t�v��taic ���u�� ��si���� t� captur� su��i�ht a�� c��v�rt it 
i�t� ���ctrica� ���r�y. �ts pri�ary �u�cti�� is t� pr�vi�� p�w�r 
t� th� syst��'s s��s�rs a�� ���ctr��ics, �aci�itati�� th� �p�rati�� 
�� th� s��ar trac�i�� ��cha�is�. D�spit� its ����st siz�, th� 
s�a�� s��ar pa��� p�ays a crucia� r��� i� har��ssi�� r���wab�� 
���r�y a�� �pti�izi�� th� ���ici��cy �� th� s��ar trac�i�� 
syst��.Th� L298N ��t�r �riv�r p�w�r�� thr�u�h thr�� pi�s 
scr�w t�r�i�a�s it c��sists �� pi�s ��t�r p�w�r �����w�� by 
�r�u�� a�� 5 v��ts ���ic p�w�r supp�y. 

 
�i�3. S��ar pa���  

 

4) S�90 s�rv� ��t�r: 
Th� S�90 s�rv� ��t�r is a s�a��, �i�htw�i�ht ��t�r 

c������y us�� i� h�bbyist a�� D�Y  ���ctr��ics w�r�s. �t is a 
typ� �� D� ��t�r that i�c�rp�rat�s a ��ar ��cha�is� a�� 
c��tr�� circuitry t� achi�v� pr�cis� a�� c��tr����� r�tati��a� 
��v����t. Th� S�90 s�rv� ��t�r is c��pact i� siz�, �a�i�� it 
suitab�� ��r app�icati��s wh�r� spac� is �i�it��               �� this 
w�r�, th� S�90 s�rv� ��t�r is uti�iz�� t� a�just th� �ri��tati�� 
�� th� s��ar pa��� ass��b�y i� r�sp��s� t� th� su��i�ht ��t�ct�� 
by th� s��s�rs. �ts pri�ary �u�cti�� is t� r�tat� th� s��ar pa���s 
h�riz��ta��y �r v�rtica��y t� ��sur� th�y ar� a�i���� with th� 
su�'s p�siti�� thr�u�h�ut th� �ay. �y c��ti�u�us�y a�justi�� th� 
pa���'s �ri��tati��, th� S�90 s�rv� ��t�r �pti�iz�s th� 
���ici��cy �� th� s��ar trac�i�� syst��, �axi�izi�� th� a��u�t 
�� su��i�ht captur�� by th� pa���s a�� c��s�qu��t�y ��ha�ci�� 
th� �v�ra�� ���r�y �utput. 

 
�i�4. S�90 s�rv� ��t�r 
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�. S��tw�r�  
H�r� is a ����ra� ��si�� ab�ut �ur syst�� : 

 
�i�5. ���c� �ia�ra� �� th� syst�� 

 

Th� i�t�r�aci�� b�tw��� c��p����ts p�ays a crucia� r��� i� 
��suri�� �p�rati�� a�� ���ici��t ���r�y ����rati��. Th� syst�� 
c��pris�s vari�us c��p����ts such as �i�ht-��p�����t  r�sist�rs 
(LD�s) ��r su��i�ht ��t�cti��, s�rv� ��t�rs ��r a�justi�� th� 
p�siti�� �� s��ar  pa���s, �r�ui�� U�� ��r c��tr���i�� th� 
syst��'s �p�rati��, a�� a s�a�� s��ar pa��� ��r  p�w�r supp�y. 
Th� LD�s ��t�ct th� i�t��sity �� su��i�ht i� b�th h�riz��ta� a�� 
v�rtica� �ir�cti��s, pr�vi�i�� i�put t� th� �r�ui�� U��. �as�� 
�� this i�put, th� �r�ui�� ca�cu�at�s th� �pti�a� a����s ��r th� 
s�rv� ��t�rs t� a�just th� �ri��tati�� �� th� s��ar pa���s  
acc�r�i���y. Th� s�rv� ��t�rs th�� ��v� th� pa���s t� a�i�� 
th�� with th� su�'s p�siti�� i� r�a�-ti��. This c��ti�u�us 
i�t�racti�� a�� c��r�i�ati�� b�tw��� th� c��p����ts ��sur�  
that th� s��ar pa���s ar� a�ways p�siti���� �pti�a��y t� captur� 
�axi�u� su��i�ht, thus �axi�izi�� ���r�y �utput �r�� th� 
syst��. 
 

���.  �MPL�M�NT�T�ON 
Th� purp�s� h�r�, is t� pr�s��t th� pr�p�s�� syst��’s 

har�war� ��si�� a�� i�p�����tati��. This pr�vi��s a �u�� 
�xp�a�ati�� �� th� syst��’s c��p����ts, th�ir �u�cti��s, a�� 
h�w th�y ar� �i���� t���th�r t� �a�� th� syst��. � �s�, c�v�r th� 
pr�c�ss �� ass��b�i�� th� har�war� a�� c���i�uri�� th� syst��, 
as w��� as sh�w th� r�su�ts �� a�y t�sts p�r��r��� t� ��sur� th� 
syst�� is w�r�i�� pr�p�r�y. 

Th� pap�r us�s a ��a�� s��s�r wh�� th� �ir� is ��t�ct��, th� 
car ���s t�war�s th� ��sir�� p�ac� usi�� U�tras��ic s��s�r 
p�ac�� �� th� �r��t �� th� car t� ��t�ct a�y �bstac��s i� its way.  

(h�� a� i�p��i���t is ��t�ct��, th� car av�i�s it by 
cha��i�� �ir�cti�� usi�� s�rv� ��t�r a�� c��ti�u�s ��vi�� 
t�war�s th� �ir� s�urc�. 

1) S�tup th� �r�ui�� U��: 
���i� by pr�pari�� th� w�r�spac� a�� �ath�ri�� a�� th� 

��c�ssary c��p����ts, i�c�u�i�� th� �r�ui�� U�� b�ar�, a US� 
cab��, a�� a c��put�r. (� c����ct th� �r�ui�� U�� b�ar� t� 
th� c��put�r usi�� th� US� cab��, ��suri�� a s�cur� c����cti��. 
O�c� c����ct��, w� �p�� th� �r�ui�� �D� s��twar� �� th� 

c��put�r. th� �r�ui�� �D�, w� ca� ��w���a� it �r�� th� 
���icia� �r�ui�� w�bsit� a�� �����w th� i�sta��ati�� i�structi��s.  

��t�r �p��i�� th� �r�ui�� �D�, w� �ay ���� t� s���ct th� 
c�rr�ct b�ar� a�� p�rt i� th� "T���s" ���u. �h��s� "�r�ui�� 
U��" as th� b�ar� typ� a�� s���ct th� appr�priat� p�rt t� which 
th� �r�ui�� U�� is c����ct��. This st�p ��sur�s that th� 
�r�ui�� �D� ca� c���u�icat� with th� �r�ui�� U�� b�ar� 
pr�p�r�y. �i�a��y, w� v�ri�y that th� �r�ui�� U�� b�ar� is 
p�w�r�� �� a�� r�a�y ��r pr��ra��i��. (ith th� �r�ui�� U�� 
b�ar� s�t up a�� c����ct�� t� y�ur c��put�r, y�u'r� ��w r�a�y 
t� pr�c��� with i�t�r�aci�� th� c��p����ts �� th� s��ar trac�i�� 
syst��. (riti�� a�� up��a�i�� c��� t� a� �r�ui�� b�ar� is 
�ss��tia� ��r c��tr���i�� its b�havi�r. �irst, writ� th� c��� usi�� 
th� �r�ui�� �D�, sp�ci�yi�� h�w th� �r�ui�� sh�u�� i�t�ract 
with i�puts a�� �utputs. Th��, w� c����ct th� �r�ui�� t� a 
c��put�r a�� up��a� th� c��� usi�� th� �D�. ����r� up��a�i��, 
w� v�ri�y th� c��� ��r �rr�rs. O�c� up��a���, ���it�r th� �utput 
usi�� th� s�ria� ���it�r ��atur� i� th� �D�. This pr�c�ss a���ws 
��r �asy ��v���p���t a�� c��tr�� �� �r�ui�� pr�j�cts. 

 

 
�i�6. �r�ui�� s��twar� �D� 

2)   S��s�rs i�t�r�aci�� 
T� i�t�r�ac� th� s��s�rs i� th� s��ar trac�i�� syst��, 
b��i� by i���ti�yi�� th� a�a��� i�put pi�s �� th� 
�r�ui�� U�� b�ar� ��si��at�� ��r c����cti�� th� 
s��s�rs. �� this cas�, w� wi�� c����ct ��ur �i�ht-
��p�����t r�sist�rs (LD�s) t� th� a�a��� pi�s �0 t� �3. 
�����ct th� si��a� wir� �� �ach LD� t� ��� �� th�s� 
a�a��� i�put pi�s, ��suri�� a s�cur� c����cti��.  

���iti��a��y, c����ct th� p�w�r (5V ) a�� �r�u�� 
(�ND) wir�s �� �ach LD� t� th� appr�priat� pi�s �� th� 
�r�ui�� U�� b�ar�. Us� r�sist�rs i� s�ri�s with �ach 
LD� t� cr�at� v��ta�� �ivi��r circuits, a���wi�� th� 
�r�ui�� U�� t� ��asur� cha���s i� r�sista�c�  

c�rr�sp���i�� t� variati��s i� �i�ht i�t��sity. O�c� th� 
c����cti��s ar� �stab�ish��, pr�c��� t� writ� th� c��� i� 
th� �r�ui�� �D� t� r�a� a�a��� va�u�s �r�� th� LD�s. 
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�i�7. ����ra� LD� c����cti�� t� �r�ui�� U�� 

b�ar� 

 
�i�8. ���� ��r LD� c����cti�� 

�� th� c���, variab��s ar� ���i��� t� st�r� th� �u�b�rs �� th� 
a�a��� i�puts t� which th� LD�s ar� c����ct��. �ach LD� is 
c����ct�� t� a sp�ci�ic a�a��� i�put, a�� th� c�����ts i��icat� 
th� c���r �� �ach wir� b�i�� c����ct��. 

3) �����ct S�rv� ��t�rs 
T� wir� th� s�rv� ��t�rs i� this syst��, th� is b��i�i�� by 

i���ti�yi�� th� thr�� wir�s �� �ach s�rv� ��t�r: p�w�r, �r�u��, 
a�� si��a�. �����cti�� th� p�w�r wir� (usua��y r��) �� �ach 
s�rv� ��t�r t� th� 5V  pi� �� th� �r�ui�� U�� b�ar�, a�� 
c����ct th� �r�u�� wir� (usua��y b�ac� �r br�w�) t� th� �ND 
pi� �� th� �r�ui�� U�� b�ar�. ��r th� si��a� wir� (usua��y 
y����w �r whit�), c����ct it t� a �i�ita� pi� �� th� �r�ui�� U�� 
b�ar�. �� this syst��, �i�ita� pi�s 9 a�� 10 ar� ��si��at�� ��r 
c��tr���i�� th� s�rv� ��t�rs. 

 
�i�9. S�rv� ��t�rs a�� LD�s c����cti�� t� 

�r�ui�� b�ar� 

 

Th� part �� th� c��� that ��a�s with s�rv� ��t�rs i�v��v�s 
���i�i�� variab��s ��r th� ��t�rs, s�tti�� �i�its ��r th�ir 
��v����t, a�� usi�� �u�cti��s t� c��tr�� th�ir ��ti�� bas�� �� 
r�a�i��s �r�� th� �i�ht-��p�����t r�sist�rs (LD�s), This s�cti�� 
���i��s variab��s ��r �ach s�rv� ��t�r a�� s�ts th� upp�r a�� 
��w�r �i�its ��r th�ir ��v����t. 

 
�i�10. ���� ��r S�rv� ��t�rs a�� LD�s c����cti�� 

 

4) ��t�r�ac� S�a�� S��ar Pa��� 
T� i�t�ract with th� s�a�� s��ar pa���, c����ct it t� th� 

�r�ui�� U�� b�ar� t� pr�vi�� p�w�r. Uti�iz� th� 5V  pi� �� th� 
�r�ui�� b�ar� t� �ir�ct�y supp�y p�w�r t� th� s��ar pa��� �r us� 
a v��ta�� r��u�at�r i� ������. This st�p is crucia� ��r p�w�ri�� 
th� c��p����ts �� th� s��ar trac�i�� syst��, i�c�u�i�� s�rv� 
��t�rs a�� �i�ht-��p�����t r�sist�rs (LD�s). �y i�t��rati�� th� 
s�a�� s��ar pa��� i�t� th� syst��, it b�c���s s���-sustai�ab��, 
��v�ra�i�� s��ar ���r�y ��r �p�rati��. 

 

�. T�st a�� D�bu�  
T�sti�� a�� ��bu��i�� ar� i�p�rta�t st�ps i� �a�i�� sur� a 

pr�j�ct, �i�� ��� bas�� �� �r�ui��, w�r�s c�rr�ct�y. T�sti�� 
��a�s ch�c�i�� that �v�rythi�� ���s what it's supp�s�� t�. ��r 
�xa�p��, i� �ur s��ar trac��r pr�j�ct, t�sti�� i�v��v�s �a�i�� 
sur� th� s�rv� ��t�rs ��v� th� s��ar pa��� t� �����w th� su�'s 
path. D�bu��i�� is �i�� �ixi�� a�y �ista��s y�u �i�� �uri�� 
t�sti��. ��r i�sta�c�, i� th� s�rv� ��t�rs ar��'t ��vi�� as 
�xp�ct��, w� �i�ht ���� t� ch�c� th� wiri�� c����cti��s �r 
a�just th� c��� t� c�rr�ct th� issu�. �y t�sti�� a�� ��bu��i��, 
w� �a�� sur� �ur pr�j�ct ru�s s���th�y a�� ���s what w� wa�t 
it t� �� with�ut a�y pr�b���s. 

�. ��su�ts: 
 
Th� Dua� �xis S��ar Trac��r Syst�� si��i�ica�t�y ��ha�c�s 

th� ���ici��cy �� s��ar ���r�y captur� c��par�� t� a stati��ary 
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pa���. (hi�� a stati��ary pa��� r��ai�s �ix�� i� ��� p�siti��, 
���y �pti�a��y a�i���� ��r a �i�it�� p�ri�� �� th� �ay, th� �ua�-
axis trac��r c��ti�u�us�y a�justs its p�siti�� t� �����w th� su�'s 
��v����t acr�ss th� s�y. This �y�a�ic trac�i�� �axi�iz�s th� 
a��u�t �� su��i�ht hitti�� th� pa��� thr�u�h�ut th� �ay, ��a�i�� 
t� i�cr�as�� ���r�y �utput. O� av�ra��, a �ua�-axis trac��r ca� 
b��st ���r�y captur� by up t� 30-40% c��par�� t� a stati��ary 
pa����5,6�. This i�pr�v����t is particu�ar�y va�uab�� i� ar�as 
with hi�h variabi�ity i� su��i�ht a����s, �a�i�� th� trac��r 
syst�� ��r� ���ici��t a�� ����ctiv� ��r s��ar ���r�y ����rati��. 

(� a�a�yz�� th� p�r��r�a�c� �� th� Dua� �xis S��ar 
Trac��r Syst�� by ����i�� at ���r�y �utput, ���ici��cy, a�� h�w 
w��� th� syst�� r�sp���s t� th� su�’s ��v����t. Th� �ata 
sh�w�� that �ur trac��r syst�� captur�� si��i�ica�t�y ��r� 
���r�y tha� a stati��ary s��ar pa���. �y a�justi�� th� pa���'s 
p�siti�� t� �����w th� su� thr�u�h�ut th� �ay, th� trac��r 
i�cr�as�� ���r�y ���ici��cy by 30-40%. (� ��asur�� this by 
���it�ri�� th� v��ta�� a�� curr��t �utput �r�� th� s��ar pa���. 
Th� syst��'s s��s�rs a�� ��t�rs quic��y a�� accurat��y a�just�� 
th� pa���'s p�siti��, �v�� �� part�y c��u�y �ays, ��suri�� 
�pti�a� su� �xp�sur�. Th�s� r�su�ts pr�v� that th� �ua�-axis 
trac��r is ����ctiv� i� b��sti�� s��ar ���r�y captur�. (� a�s� 
��t�� s��� ar�as ��r i�pr�v����t, �i�� b�tt�r s��s�r ca�ibrati�� 
a�� r��uci�� th� p�w�r us�� by th� ��t�rs, t� �a�� th� syst�� 
�v�� ��r� ���ici��t a�� r��iab��. 

1) T�ch�ica� ��a�ysis:  
Th� p�r��r�a�c� �� th� Dua� �xis S��ar Trac��r Syst�� was 

t�ch�ica��y a�a�yz�� t� ass�ss its ���ici��cy, s�rv� 
r�sp��siv���ss, a�� s��s�r accuracy. Th� s��ar trac��r 
�����strat�� a c������ab�� i�cr�as� i� ���r�y captur� 
���ici��cy, with a ��asur�� i�pr�v����t �� 30-40% c��par�� 
t� a stati��ary pa���. This ��ha�c����t was attribut�� t� th� 
syst��'s abi�ity t� accurat��y trac� th� su�'s ��v����t 
thr�u�h�ut th� �ay, �pti�izi�� s��ar ra�iati�� �xp�sur�. Th� 
s�rv�s �xhibit�� satis�act�ry r�sp��siv���ss, pr��pt�y a�justi�� 
th� pa���'s p�siti�� i� r�sp��s� t� s��s�r i�puts. H�w�v�r, �i��r 
���ays w�r� �bs�rv��, particu�ar�y �uri�� tra�siti��s b�tw��� 
�i�ht a�� sha��w c���iti��s, which i�pact�� th� syst��'s r�a�-
ti�� trac�i�� pr�cisi��. Th� LD� s��s�rs ����ra��y pr�vi��� 
accurat� r�a�i��s u���r �ir�ct su��i�ht but �xp�ri��c�� 
�ccasi��a� i�accuraci�s i� ��w-�i�ht c���iti��s �r wh�� �xp�s�� 
t� i��ir�ct su��i�ht. D�spit� th�s� cha������s, th� syst�� 
�ai�tai��� c��sist��t p�r��r�a�c�, ���iv�ri�� r��iab�� ���r�y 
�utput a�� �����strati�� th� p�t��tia� ��r �urth�r �pti�izati�� 
a�� r��i�����t. 

2) Discussi��: 
Th� Dua� �xis S��ar Trac��r Syst�� sh�w�� ���� r��iabi�ity 
a�� stabi�ity �v�ra��, but th�r� w�r� a ��w �ai�ur�s a�� 
i�c��sist��ci�s. Occasi��a��y, th� syst�� �ai��� t� trac� th� su� 
accurat��y �uri�� �ar�y ��r�i�� a�� �at� a�t�r����, �i���y �u� 
t� s��s�r i�accuraci�s i� ��w-�i�ht c���iti��s. Th�r� w�r� a�s� 
s��� i�sta�c�s wh�r� th� s�rv� ��t�rs �i� ��t r�sp��� quic��y 
���u�h, causi�� s�i�ht �isa�i�����t �� th� s��ar pa���. Th�s� 
issu�s c�u�� b� �u� t� th� s��sitivity �� th� LD� s��s�rs a�� 
th� sp��� �i�itati��s �� th� s�rv� ��t�rs.  
D�spit� th�s� cha������s, th� syst�� ����ra��y �p�rat�� w��� 
a�� �ai�tai��� stab�� p�r��r�a�c�, pr�vi�� its p�t��tia� ��r 

r��iab�� s��ar ���r�y trac�i�� with s��� ar�as ����i�� 
i�pr�v����t. 
Th� r�su�ts �� th� Dua� �xis S��ar Trac��r Syst�� hav� 
si��i�ica�t i�p�icati��s. Th� i�pr�v�� ���r�y captur�, which 
sh�w�� a 30-40% i�cr�as� c��par�� t� stati��ary pa���s, 
��ha�c�s �v�ra�� ���ici��cy. This b��st i� ���ici��cy ��a�s 
��r� ���r�y ca� b� harv�st�� �r�� th� sa�� a��u�t �� 
su��i�ht, which is particu�ar�y b����icia� i� r�a�-w�r�� 
app�icati��s such as r�si���tia� s��ar pa���s, s��ar �ar�s, a�� 
���-�ri� s��ar syst��s. This i�cr�as�� ���ici��cy ca� ��a� t� 
r��uc�� ���ctricity bi��s a�� a �ast�r r�tur� �� i�v�st���t  
��r s��ar i�sta��ati��s. H�w�v�r, th� pr�j�ct a�s� has its 
�i�itati��s. Th� �xp�ri���ta� s�tup ha� c��strai�ts, i�c�u�i�� 
th� accuracy �� th� LD� s��s�rs i� ��w-�i�ht c���iti��s a�� th�  
r�sp��siv���ss �� th� s�rv� ��t�rs. Th�s� �i�itati��s a���ct�� 
th� syst��'s pr�cisi�� i� trac�i�� th� su� at a�� ti��s. 
���iti��a��y, th� sca�abi�ity �� th� syst�� c�u�� b� a cha������ 
wh�� i�p�����ti�� it �� a �ar��r sca��. ��r �utur� w�r�, th�r� 
ar� s�v�ra� ar�as ��r i�pr�v����t. ��ha�ci�� th� accuracy �� 
th� s��s�rs a�� i�cr�asi�� th� sp��� a�� t�rqu� �� th� s�rv� 
��t�rs c�u�� i�pr�v� �v�ra�� p�r��r�a�c�. ���i�� ��atur�s 
such as w�ath�r ��t�cti�� syst��s t� a�just th� pa��� p�siti�� 
�uri�� c��u�y �ays �r i�t��rati�� ��r� a�va�c�� a���rith�s ��r 
b�tt�r su� trac�i�� c�u�� �urth�r �pti�iz� th� ��si��.  
���iti��a��y, �xp��ri�� a�t�r�ativ� ���r�y s�urc�s t� p�w�r th� 
trac��r syst�� its��� c�u�� �a�� th� ��si�� ��r� s���-su��ici��t. 
Th�s� ��ha�c����ts w�u�� �a�� th� syst�� ��r� r�bust a�� 
���ici��t, ��a�i�� t� �v�� �r�at�r b����its i� r�a�-w�r�� 
app�icati��s. 
 

�V . �ON�LUS�ON 
Our pri�cipa� �bj�ctiv�s w�r� ��t with th� succ�ss�u� 

i�p�����tati�� �� a Dua� �xis S��ar Trac��r Syst��. Th� 
syst�� was ��si���� t� �pti�iz� s��ar ���r�y captur� by 
c��ti�u�us�y a�justi�� th� p�siti�� �� th� s��ar pa��� t� �����w 
th� su�'s ��v����t thr�u�h�ut th� �ay. This w�r� ����ctiv��y 
�����strat�s th� p�t��tia� ��r i�cr�as�� ���ici��cy i� s��ar 
���r�y syst��s. 

Th� syst��'s har�war� c��p����ts, i�c�u�i�� th� �r�ui�� 
U��, LD� s��s�rs, a�� s�rv� ��t�rs, w�r� i�t��rat�� 
s�a���ss�y t� achi�v� pr�cis� trac�i��. Th� us� �� ��ur LD� 
s��s�rs a���w�� ��r accurat� ��t�cti�� �� su��i�ht �ir�cti��, 
��suri�� that th� s��ar pa��� was a�ways p�siti���� t� �axi�iz� 
���r�y abs�rpti��. This appr�ach a�i��s with curr��t 
a�va�c����ts i� r���wab�� ���r�y t�ch�����i�s a�� hi�h�i�hts 
th� i�p�rta�c� �� �y�a�ic syst��s i� ��ha�ci�� ���r�y 
���ici��cy. 

Our i�p�����tati�� �ac�� cha������s, particu�ar�y i� t�r�s 
�� ca�ibrati�� th� s��s�rs a�� �i��-tu�i�� th� ��v����t �� th� 
s�rv� ��t�rs. D�spit� th�s� cha������s, w� w�r� ab�� t� ��v���p 
a r�bust pr�t�typ� that c��sist��t�y i�pr�v�� ���r�y captur� 
c��par�� t� a stati��ary s��ar pa���. Th� r�su�ts sh�w�� a 
si��i�ica�t i�cr�as� i� ���r�y �utput, va�i�ati�� th� 
����ctiv���ss �� �ur trac�i�� syst��. 

���iti��a��y, this w�r� pr�vi��� va�uab�� ha��s-�� 
�xp�ri��c� i� s�v�ra� ��y ar�as �� ���ctrica� ���i���ri��. (� 
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�ai��� practica� ���w����� i� ��si��i�� a�� ass��b�i�� 
���ctr��ic circuits, pr��ra��i�� �icr�c��tr����rs, a�� 
i�t��rati�� har�war� c��p����ts.  

Th� pr�c�ss �� t�sti�� a�� ��bu��i�� th� syst�� �urth�r 
��ha�c�� �ur pr�b���-s��vi�� s�i��s a�� �ur abi�ity t� a�apt t� 
r�a�-w�r�� t�ch�ica� issu�s. 

��y��� th� t�ch�ica� asp�cts, this w�r� a�s� �xpa���� �ur 
u���rsta��i�� �� th� br�a��r i�p�icati��s �� r���wab�� ���r�y 
s��uti��s. (� �xp��r�� th� ��vir�����ta� b����its �� s��ar 
trac�i�� syst��s, as w��� as th� �c����ic i�pact �� i�cr�as�� 
���r�y ���ici��cy.  

Th�s� i�si�hts u���rsc�r� th� i�p�rta�c� �� c��ti�u�� 
i���vati�� i� th� �i��� �� r���wab�� ���r�y a�� th� p�t��tia� ��r 
such t�ch�����i�s t� c��tribut� t� a ��r� sustai�ab�� �utur�. 
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Abstract—The increasing demand for accurate solar power
forecasting has led to the development of probabilistic ap-
proaches, which enhance grid stability and promote the efficient
utilization of solar energy—essential for a sustainable energy
future. This paper introduces a probabilistic forecasting approach
using a hybrid model that combines a Convolutional Neural
Network (CNN) and a Gated Recurrent Unit (GRU) to deliver an
hour ahead, non-parametric quantile predictions. The model is
applied to data from the Netherlands for one-hour-ahead predic-
tions across different seasonal conditions, and it is benchmarked
against advanced deep learning models, including standalone
quantile GRU and LSTM models. our findings demonstrates that
our approach has the best performance in quantille forecasting.
Index Terms—Solar power forecasting, probabilistic approaches,
grid stability, sustainable energy, Convolutional Neural Network
(CNN), Gated Recurrent Unit (GRU), an hour a head prediction,
non-parametric probabilistic prediction, deep learning models,
seasonal conditions, quantile forecasting.

Index Terms—GHI, probabilistic approaches, grid stability,
sustainable energy, forecasting.

I. INTRODUCTION

The rapid global transition to renewable energy, particularly

solar power, is evident, with countries such as Australia

leading advancements in this sector [1]. This shift is driven

by the need to reduce carbon emissions and increase energy

independence, with solar energy becoming a major contributor

to the global energy mix. Australia, in particular, benefits

from its vast and high-quality solar resources, making it

an ideal location for solar power generation. Despite these

advancements, the inherent variability of solar energy due

to weather and seasonal changes poses significant challenges

for its integration into power grids. This variability makes it

difficult to predict the amount of power that will be generated,

.

leading to operational inefficiencies, especially in areas with

high penetration of solar energy. To mitigate these issues,

precise forecasting of photovoltaic (PV) power generation

is essential for optimizing grid operations, reducing energy

storage needs, and ensuring a stable energy supply.

A. Literature Review

Various solar forecasting techniques have been developed to

address the challenges of predicting solar irradiance and power

generation. These techniques can generally be classified into

four categories: physical-based, statistical-based, image-based,

and machine learning-based approaches.

1) Physical-Based Approaches: Physical-based methods

rely on the use of atmospheric models to predict solar radiation

based on meteorological data such as temperature, humidity,

cloud cover, and wind speed. These models are often based

on physical laws of radiation and weather patterns [2]. While

these methods can provide good results in the short term, they

often fail to account for the complex, non-linear relationships

in solar irradiance data, particularly over longer forecasting

horizons.

2) Statistical-Based Approaches: Statistical models, such

as autoregressive integrated moving average (ARIMA) and

various regression models, are another class of forecasting

techniques used for solar irradiance prediction. These methods

typically rely on historical data to model the time series

behavior of solar irradiance and make forecasts. Statistical

methods are relatively simple to implement and computation-

ally inexpensive, but they often do not account for the complex

dependencies present in solar data, which can lead to reduced

accuracy, especially for multi-step forecasting [3].

3) Image-Based Approaches: Image-based forecasting

methods involve the use of satellite images or other forms of
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visual data to predict solar irradiance. These methods utilize

computer vision techniques to analyze patterns in cloud cover,

which significantly impacts solar radiation. For example, con-

volutional neural networks (CNNs) have been employed to

extract features from cloud images and predict the amount of

solar radiation reaching the Earth’s surface. These approaches

can achieve high accuracy in certain settings but are limited

by the availability and resolution of satellite imagery [4].

4) Machine Learning and Deep Learning Approaches:

Machine learning (ML) and deep learning (DL) approaches

have emerged as powerful tools for solar forecasting due to

their ability to model complex, non-linear relationships in

large datasets. Among ML methods, support vector machines

(SVM) and random forests (RF) have been used for solar irra-

diance forecasting with varying degrees of success. However,

these methods typically require extensive feature engineering

and may struggle with long-term forecasting.

Deep learning models, such as Long Short-Term Memory

(LSTM) networks [3], Convolutional Neural Networks (CNN)

[1], and combinations of these models, have shown promising

results in capturing the temporal and spatial dependencies

in solar data. LSTM networks, for example, are well-suited

for sequential data and have been used extensively for time-

series forecasting, as they can effectively model long-range

dependencies. CNNs have been used for image-based inputs,

as mentioned earlier, but have also been applied in conjunction

with LSTMs for hybrid forecasting models.

Hybrid models that combine different deep learning archi-

tectures, such as CNNs and LSTMs or GRUs, aim to leverage

the strengths of each technique. For instance, CNNs are adept

at capturing spatial features, while recurrent models like GRUs

and LSTMs excel at modeling temporal dependencies. These

hybrid approaches have demonstrated superior performance in

various solar forecasting scenarios, particularly when dealing

with complex datasets that include both spatial and temporal

dimensions.

Despite the advancements in deep learning-based solar fore-

casting, challenges remain. Most existing models are designed

for point forecasting, which provides a single predicted value

for each time step. While useful, point forecasts do not

capture the uncertainty inherent in solar power generation due

to factors like weather variability. Probabilistic forecasting,

on the other hand, provides a range of possible outcomes,

often in the form of quantiles, and has become increasingly

important for grid operators. This approach enables better risk

management and more informed decision-making in energy

dispatch and storage.

In this study, we propose a hybrid probabilistic forecasting

model that combines CNN and GRU architectures to produce

accurate and non-parametric quantile predictions. Unlike tra-

ditional point forecasting, our model captures the uncertainty

associated with solar power generation, offering a compre-

hensive tool for grid stability and planning. To evaluate its

effectiveness, we benchmark our model against state-of-the-art

standalone deep learning models, including LSTMs and GRUs,

using one-hour-ahead solar power data from the Netherlands.

The results demonstrate that our hybrid model consistently

outperforms these benchmarks, providing more reliable and

robust quantile forecasts under various seasonal conditions.

The following sections of this paper are organized as

follows: Section II presents the methodology, including data

preprocessing and model architecture. Section III describes

the experimental setup and evaluation metrics. Section IV

discusses the results and compares the proposed model with

other approaches. Finally, Section V concludes the paper and

highlights directions for future research.

II. THEORETICAL BACKGROUND

This section provides the theoretical foundation for the

probabilistic forecasting of solar power using deep learning

methods, focusing on key concepts such as probabilistic

forecasting, quantile regression, and hybrid deep learning

architectures.

A. Probabilistic Forecasting

Probabilistic forecasting is a statistical approach that pre-

dicts a range of possible outcomes, rather than a single point

estimate. In the context of solar power forecasting, it allows

for the quantification of uncertainty associated with solar

irradiance and power generation. This is particularly valuable

for grid operators, as it enables better planning for energy

dispatch and risk management. Unlike deterministic methods,

probabilistic forecasting provides a complete distribution of

predictions, which can be expressed in terms of quantiles or

prediction intervals [7].

B. Quantile Regression

Quantile regression is a core technique in probabilistic

forecasting that estimates conditional quantiles of the response

variable, providing a more comprehensive understanding of the

uncertainty in predictions. Unlike traditional regression meth-

ods that minimize the mean squared error, quantile regression

minimizes the quantile loss function:

Lτ (y, ŷ) =

{

τ(y − ŷ), if y ≥ ŷ,

(1− τ)(ŷ − y), if y < ŷ,
(1)

where τ represents the quantile level (e.g., τ = 0.5
corresponds to the median), y is the observed value, and ŷ

is the predicted value. By estimating multiple quantiles, the

model generates a range of predictions, forming a probabilistic

distribution.

C. Deep Learning for Time Series Forecasting

Deep learning has revolutionized the field of time series

forecasting by enabling the modeling of complex temporal

and spatial patterns in large datasets. Key architectures include

Convolutional Neural Networks (CNNs), Recurrent Neural

Networks (RNNs), Long Short-Term Memory (LSTM) net-

works, and Gated Recurrent Units (GRUs).
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1) Convolutional Neural Networks (CNNs): CNNs are

widely used for extracting spatial features from structured data.

Originally developed for image processing, CNNs have also

been applied to time series forecasting. By using convolutional

layers to extract features, CNNs can effectively identify local

patterns in temporal data [1]. This makes them particularly

useful for preprocessing or capturing short-term dependencies

in solar irradiance data.

2) Recurrent Neural Networks (RNNs) and Variants: RNNs

are designed to handle sequential data by maintaining a

hidden state that captures information from previous time

steps. However, traditional RNNs suffer from issues such as

vanishing gradients, which limit their ability to capture long-

term dependencies. To address this, advanced architectures like

LSTMs and GRUs have been developed.

a) Long Short-Term Memory (LSTM): LSTMs mitigate

the vanishing gradient problem by incorporating memory cells

and gating mechanisms. These gates (input, forget, and output)

regulate the flow of information, allowing LSTMs to capture

long-term dependencies in time series data [15].

b) Gated Recurrent Unit (GRU): GRUs are a simplified

variant of LSTMs that combine the forget and input gates into

a single update gate, reducing the computational complexity

while maintaining comparable performance. GRUs are par-

ticularly well-suited for time series forecasting tasks where

computational efficiency is a concern [16].

D. Hybrid Models for Solar Forecasting

Hybrid models leverage the strengths of multiple archi-

tectures to improve forecasting performance. For example,

CNNs can be used to extract local features from the data,

which are then passed to an RNN-based model (e.g., LSTM

or GRU) to capture temporal dependencies. Such models have

demonstrated superior performance in solar forecasting tasks

by effectively handling both spatial and temporal dimensions

of the data [3].

In this study, we employ a hybrid model combining CNN

and GRU architectures to perform probabilistic forecasting.

The CNN component captures local temporal features, while

the GRU component models sequential dependencies. By inte-

grating quantile regression, the model outputs non-parametric

probabilistic forecasts, which are critical for capturing the

inherent uncertainty in solar power generation.

E. Seasonal Variability and Its Impact

Solar power generation is highly influenced by seasonal

variations in weather conditions. Changes in cloud cover,

temperature, and humidity across seasons lead to varying

patterns of solar irradiance. Forecasting models must account

for these variations to ensure robust predictions. Probabilistic

approaches, such as the one proposed in this paper, are well-

suited for handling seasonal variability by providing a range of

predictions that encompass different possible outcomes under

varying conditions [4].

Fig. 1. Flowchart for the forecasting process

III. DATA PREPROCESSING

The data used in this study consists of solar power gen-

eration measurements from the Netherlands, sampled at 15-

minute intervals. The goal is to forecast solar power one

hour ahead, which corresponds to four time steps into the

future. Proper preprocessing is crucial to ensure the quality

of input data and the performance of the forecasting model.

This section outlines the key preprocessing steps applied to

the dataset.

A. Data Description

The dataset contains power generation measurements along-

side timestamps. The key features used in the analysis include:

• Power (kW): The solar power generated at each 15-

minute interval.

• Timestamp: The date and time of each observation, used

to determine the temporal order of the data.

The data spans multiple seasons, allowing for the evaluation

of the model’s performance under varying seasonal conditions.

B. Handling Missing Values

Solar power data often contains missing or erroneous values

due to equipment malfunctions or data transmission issues. To

handle missing values:

• Small gaps (less than 2 hours) were filled using linear

interpolation.

• Larger gaps were excluded to avoid introducing bias.

C. Normalization

To improve the model’s convergence during training, the

power values were normalized to a range of [0, 1] using min-

max scaling:

x′ =
x− xmin

xmax − xmin

, (2)

where x is the original value, xmin and xmax are the minimum

and maximum values of the power data, respectively, and x′

is the normalized value.
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D. Feature Engineering

To enhance the model’s ability to capture temporal patterns,

additional time-based features were extracted from the times-

tamp:

• Hour of Day: Encoded as a sine-cosine pair to preserve

cyclicity.

• Day of Year: Encoded as a sine-cosine pair to capture

seasonal variations.

These features help the model identify patterns related to daily

and seasonal cycles.

E. Data Splitting

The dataset was split into training, validation, and testing

sets to evaluate the model’s performance:

• Training Set: Contains data from the first 70% of the

time series.

• Validation Set: Contains data from the next 15%.

• Testing Set: Contains the final 15% of the data, repre-

senting unseen conditions for evaluating the model.

The splits were performed chronologically to ensure that the

temporal order of the data was preserved.

F. Sliding Window Approach

A sliding window approach was employed to create input-

output pairs for the model. Each input consists of a sequence

of power measurements over the past T time steps, and the

output is the power value at T + 4 (one hour ahead). This

method ensures that the temporal dependencies in the data are

captured effectively.

G. Data Augmentation

To improve the model’s generalization capability, data aug-

mentation techniques were applied:

• Noise Injection: Small Gaussian noise was added to the

power values during training to make the model robust

to measurement errors.

• Seasonal Subsampling: Data was sampled separately for

each season to ensure balanced representation.

These preprocessing steps ensure that the dataset is clean,

well-structured, and ready for input into the deep learning

model.

IV. IMPLEMENTATION, RESULTS, AND DISCUSSION

The code was developed in a Jupyter Notebook using

Python 3.7 on a PC with an Intel® Core™ m7-6Y75 CPU

running at 1.20 GHz and 8 GB of RAM, with Windows 10 as

The forecast results in in Fig.2, Fig.3 ,Fig.5,Fig.5 are

presented with quantile lines representing different quantiles

(0.02, 0.1, 0.25, 0.5, 0.75, 0.9, 0.98), where the y-axis denotes

the predicted power in kW, and the x-axis represents the

forecast time index. The ’Actual’ line represents observed

power, allowing us to compare the predictions with actual

values and assess the accuracy of the forecasts. As shown

figures, the actual values closely align with the 50th (median)

and 75th quantiles, indicating that the model’s predictions

Fig. 2. winter (a)

Fig. 3. summer (b)

Fig. 4. spring (c)

Fig. 5. fall (d)
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are generally accurate for at least 75% of the data. For

75% of the data, the predictions are either close to or lower

than the actual values, while for the remaining 25%, the

predictions may exceed the observed values. This suggests that

the model captures the central tendency (median) and spread

(interquartile range) of the data well, though there may be

instances where predictions surpass the actual values, likely

due to hyperparameter settings. Improving the optimization

methods may enhance prediction accuracy for these cases.

The graph also reveals the uncertainty of the forecasts

through the spread between different quantile lines, which

is valuable for power management decisions. For example,

if the lower quantiles indicate high power output for the

next hour, it may suggest a high power production, whereas

predictions from the upper quantiles indicating low output

might call for preparations to handle a potential decrease

in power. This uncertainty visualization helps grid operators

anticipate potential fluctuations in solar power and plan for the

necessary adjustments in grid management and energy storage.

Figure ?? illustrates the forecasted power in different sea-

sons (Winter, Summer, Spring, Fall), showing the actual PV

power in black and the 7 quantile predictions in various colors

for comparison. This representation highlights the model’s

ability to predict power with a certain level of uncertainty,

useful for balancing power supply and demand effectively.

The seasonal variations in solar power output are clearly

visible, with different patterns of uncertainty observed across

the seasons. For example, in Winter, the forecast uncertainty

is typically lower, as solar power is generally predictable due

to consistent weather patterns. However, during the Summer

months, the forecasts tend to show a wider range of predic-

tions, reflecting the higher variability in solar radiation due to

factors like cloud cover and seasonal transitions.

Moreover, the seasonal analysis shows the model’s adapt-

ability to different environmental conditions, capturing both

high and low solar output periods across various times of

the year. This adaptability is crucial for ensuring that the

solar power forecasting model remains reliable throughout

different seasonal phases, which is important for optimizing

the operation of solar power systems and grid integration.

In conclusion, the quantile forecasting method not only pro-

vides point predictions of solar power but also quantifies the

uncertainty associated with these forecasts. This dual benefit

of predicting power and assessing forecast uncertainty helps

in making informed decisions for power grid management,

ensuring a reliable and efficient integration of solar energy

into the grid. The model’s performance, as shown in both the

comparison of predicted and actual values and the seasonal

forecast analysis, demonstrates its robustness in handling dif-

ferent forecasting scenarios and its ability to support decisions

under varying levels of uncertainty.

V. CONCLUSION

This study presented a probabilistic solar power forecasting

model combining Convolutional Neural Networks (CNNs) and

Gated Recurrent Units (GRUs) to produce one-hour-ahead

quantile predictions. By evaluating the model on solar power

data from the Netherlands, it was demonstrated that the hybrid

model effectively captures the central tendency and variability

of solar power output across different seasonal conditions.

The results show that the model achieves robust performance,

with median predictions (50th quantile) closely aligning with

observed power values and the interquartile range (25th to 75th

quantiles) accurately representing the uncertainty in forecasts.

The seasonal analysis further highlights the model’s adapt-

ability to varying environmental conditions, demonstrating its

ability to maintain reliability in scenarios with both high and

low solar output. The forecast uncertainty, represented by the

spread between quantiles, provides valuable insights for power

grid operators, enabling them to make informed decisions

about energy storage, load balancing, and grid stability.

Despite the model’s strengths, instances of over- or under-

prediction were noted, which may be attributable to hyperpa-

rameter settings or optimization limitations. Future work could

focus on refining the model through advanced optimization

techniques and exploring additional features, such as weather

data, to enhance predictive accuracy and reduce uncertainty.

In conclusion, the proposed probabilistic forecasting ap-

proach not only provides accurate predictions but also quan-

tifies forecast uncertainty, making it a valuable tool for inte-

grating solar energy into modern power grids. By addressing

the variability inherent in solar power generation, this work

contributes to the efficient and reliable management of renew-

able energy resources, supporting the transition to a sustainable

energy future.
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Abstract— 

The main objective of this work is the implementation, in real 
time, of the scalar control for induction motor. To achieve this 
objective, we used a test bench capable of validating this type of 
control. this test bench contains a 2.2kw power induction motor, a 
three-phase voltage inverter (SMEKRON) and a modern dspace 
control board (Micro-labox) . We identified all the parameters of 
the motor in the first part and their verification in mathematical 
modeling under the MATLAB/ SIMULINK. The model presented 
under matlab represents exactly the induction motor that is 
deduced from the shape of the curves, current, flux ,torque and 
speed. The second part said the motor inverter association where' 
we have the closed loop driver using a three-phase inverter in use 
the PWM pulse width modeling technique sine-triangle. 
Experimental results a training has good dynamics.  

Keywords—Dspace-MicroLabBox , Induction Motor, PWM. 

I. INTRODUCTION (HEADING 1) 

Induction motors are widely used in industrial and 
commercial applications due to their robustness, simplicity, and 
cost-effectiveness. A key feature of induction motors is that they 
are powered by alternating current (AC) and operate based on 
electromagnetic induction. To optimize their performance, 
control techniques are applied to regulate speed, torque, and 
efficiency in various systems.[1, 2] 

The key principle behind the operation of an induction motor 
is electromagnetic induction: as the rotating magnetic field of 
the stator cuts across the rotor, it induces an electromotive force 
(EMF) in the rotor. This induced current produces its own 
magnetic field, which interacts with the stator’s magnetic field, 
causing the rotor to rotate. The rotor always tries to catch up with 
the rotating magnetic field but never quite matches its speed, 
hence the term asynchronous motor.[3] 

The induction motor is a fundamental component in modern 
electrical and mechanical systems, thanks to its simple 
construction, durability, and wide range of applications. 
Whether in industrial machinery or household appliances, the 
induction motor remains one of the most important types of 
motors in use today. 

The (V/f) control method is one of the most widely used 
techniques for controlling the speed and torque of induction 
motors, especially in applications where simplicity, cost-

effectiveness, and moderate performance are essential. The 
fundamental concept behind V/f control is maintaining a 
constant ratio between the motor's applied voltage and the 
frequency of the supply, ensuring that the magnetic flux in the 
motor remains consistent as the speed varies. This method 
provides an efficient way to control motor speed while 
preventing overheating and ensuring proper torque production 
across different operating conditions. V/f control is typically 
implemented using a Variable Frequency Drive (VFD), which 
adjusts the frequency and voltage supplied to the motor, 
allowing precise control over the motor's performance. While 
V/f control is less complex than advanced methods like vector 
control or direct torque control, it offers a practical solution for 
many industrial and commercial applications, such as fans, 
pumps, and conveyors. However, it has limitations in terms of 
dynamic performance and efficiency at low speeds, where 
advanced techniques may be more beneficial. Despite these 
limitations, V/f control remains a cost-effective and widely 
adopted solution in the field of motor control.[5,6] 

The main objective of this work is the evaluation, by an 
experimental implementation, in real time of the scalar control 
performance of an induction motor associated with a voltage 
inverter PWM. 

This work  is organized as follows , the first part will be 
devoted to the identification of the parameters of the induction  
motor using the method of conventional tests, direct current test, 
no load test, rotor blocked test and deceleration test. 

The second part will present the motor inverter association, 
that is to say the open loop control. The output voltage is set 
through the three-phase inverter driven by the PWM pulse width 
modulation technique. 

The third part deals with the practical validation of the scalar 
control of the asynchronous motor using a test bench containing 
a dspace card of type Micro Labox. 
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II. THE MODEL FOR AN INDUCTION MOTOR 

 

The presented induction motor's equivalent circuit, found in 

Figure 1, features a model situated at the dqo axis. By 

employing this circuit, we can effectively describe the 

mathematical representation of the induction motor. [8] 
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Fig. 1. Induction motor's equivalent circuit in the dq0 axis 

framework. 
 
It must define the problem and importance of the 

research carried out, it presents a (not very extensive) review of 
the literature on the subject of the article, including the authors' 
contributions to the state of the art. If you use abbreviations or 
acronyms, first write the words that identify them and then, in 
parentheses, the acronym. This set also establishes the research 
question, the objectives of the work and hypothesis, if 
necessary, the importance and limitations of the study. 
Establishes the method used at work. It is written in the present 
tense. 

)1(]}][[]{[][][ 1 IRVLI −= −  

[�] = [��௦�௦���] ; [�] = [��௦�௦��� ] ; [ܮ] = ௦ܮ] 0 ܯ 00 ௦ܮ 0 ܯܯ 0 ܮ 00 ܯ 0 ܮ
]            ሺ2ሻ 

 
Where: 

 
 

)3(

0

0

0

0

][



















−
−−

−−

=

rrslsl

rslrsl

ssss

ssss

RLM

LRM

MRL

MLR

R







 

The dq0 axis, where d and q denote the respective axes, the 

following terms are defined: I (current), V (voltage), R 

(resistance), L (inductance), M (magnetizing inductance), ω 
(angular speed), ωsl (slip speed), and s and r signify the stator 
and rotor components. The flux equations can be formulated as: 

 

III.SCALAR-BASED CONTROL ALGORITHM FOR 

REGULATION 

Fig 2 represent diagram of the system with PI regulator. The 

diagram sown in Figure 3 illustrates the block scalar control 

method from Figure 1, featuring a PI-type regulator. By 

utilizing the speed error, it provides us with the reference slip 

speed value (ωsl*) as indicated in the subsequent equation [9]: 
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Where respectively ωr* and ωr measure the reference and 

observed speeds. We can determine the proportional and 

integral gains, denoted by kp and ki, respectively, for the PI 

regulator, by using the following [2]: 
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Fig 2. System with PI regulator 

 
The open-loop transfer function, denoted as ToL, may be 

calculated using Fig. 1 as follows: 
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The provided equation determines the closed-loop transfer 
function, denoted as TcL : 
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A canonical form representation of the second-order 
transfer function Tcfis offered as follows: 
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ωn : is the own pulse 
ξ  : represents the damping coefficient 
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After the computation, we obtain: ki = 0.001 ; kp = 0.025   

The following equation gives us the stator reference speed 

pulsation  ωs* :  

slrs mes
 +=*

 (13) 

sssss jIRV +=   (14) 
 

The relationship between voltage (V) and efficiency 

should be directly proportional to the stator's supply frequency 

(fs) in order to maintain a constant flux. However, at high 

speeds, Rs is too small in relation to ωs therefore we can write 
it as follows instead: 
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For the low value of the pulse, however, this relation is invalid 

because the voltage drop Rs caused by the stator windings' 

resistance is no longer insignificant in comparison to the given 

term ωs*, Φs [2]. 
 

III. EXPERIMENTAL VALIDATION  

A test bench was set up at the LGE research laboratory at M'sila 
university  

 
Figure 1. Experimental test bench 

 

A. Description of the test bench 

• A three-phase asynchronous motor with a nominal 
power of 2.2 kW. 

• A three-phase SEMIKRON SEMITEACH IGBT 
voltage inverter 

• An RTI 1202 Dspace 
• An adaptation Dspace 
• Incremental coder . 
• Measuring devices (multimeter, oscilloscope,..). and 

self-transformer 0-470 v 
We have carried out in this part two different tests, the tests 
that concern the association of the inverter-motor 
asynchronous, whose inverter is driven by the technique of 
modulation of width of pulse MLI sinusoidal frequency of 
switching 20KHz. 

The asynchronous motor used at no load , star-coupled, the 
frequency of the supply voltages is 50 Hz and the DC voltage 
is 175V.   
In the second test we have imposed several instructions, the 
following results show the three measured quantities the simple 
voltage, the compound voltage and the rotation speed 

 
-a- 

 

-b- 

Figure 2. The inverter PWM compound and single voltage 
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B. No load speed test 

 
 Figure 3. Result of experimental no-load test 

 
 

Figure 4. Speed Tracking Test 
 

 
Figure 5. Test for a speed setting of 900 r/min. 

 
During the transient regime Figure (3) the engine speed 

increases linearly in a very short response time, then stabilizes 
without overshoot and close to the synchronism speed 1495 
r/min, because the motor is unladen and the voltage imposed on 
the supply voltages is 50 Hz. 

Figure (2) shows the simple tension patterns in blue and the 
compound in yellow. The form of the compound voltage is very 
close to the sinusoid whose peak-to-peak value almost 50 V. this 
voltage is measured at the sensor output whose gain is 0.18 so 
Vco max 140 V. The single voltage is tainted by harmonic of 
peak-to-peak value equal to 445 V per Therefore Vsim max 220 
V. 

In the second test, Figure (4), (speed tracking) the response 
of speed to good dynamics with good performance indices. The 
rotor speed follows its speed records perfectly in very short 
response times and without overshooting. However, there is a 
static error of about 20 tr/min for both the 1800 tr/min and 1300 
tr/min. This error has no effect on the trainen 

Figure (5), is an example of the 'Control Desk'' image of the 
dspace board. Through this interface, we can view the rotation 
speed of our asynchronous motor in several modes, oscillogram, 
digital display and analog display (needle) as well as the 
adjustment of the gains of the PI regulator in real time (Kp and 
Ki). 

. 

CONCLUSION  

Experimental validation of the real-time scalar control of an 
asynchronous motor. This validation was performed in two 
different ways. One is carried out in the Simulink/ Matlab 
environment, including the drive system (inverter- motor and 
control technique) was simulated , while the second method 
discussed the practical validation of this control in a test bench 
containing a dspace board a three-phase inverter and an 
asynchronous motor of 2.2 KW power. The results obtained 
show well the efficiency of the scalar control vis-à-vis the 
variation of the speed which is translated by a follow perfectly 
to our recorded speeds, with response times very accepted, 
without overshoot and without static error 
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Abstract—This paper presents a Modified Perturb and 
Observe (P&O) Maximum Power Point Tracking (MPPT) 
algorithm designed to enhance the efficiency of photovoltaic 
(PV) systems. The conventional P&O MPPT algorithm, widely 
used for its simplicity, suffers from limitations such as slow 
transient response and steady-state oscillations around the 
maximum power point (MPP), leading to suboptimal energy 
harvesting. To address these issues, a fuzzy logic-based variable 
step size approach is integrated into the P&O algorithm. This 
modification dynamically adjusts the perturbation step size 
based on real-time conditions, allowing for faster convergence 
to the MPP and reduced voltage oscillations in steady-state 
operation. The proposed MPPT algorithm was implemented 
and validated using MATLAB/Simulink. Simulation results 
demonstrate significant improvements in tracking speed and 
stability, making this approach a promising solution for 
enhancing the performance of PV systems under varying 
environmental conditions. 

Keywords— PV, MPPT, P&O, Fuzzy Logic Control, Variable 

Step Size (VSS). 

I. INTRODUCTION  

Photovoltaic (PV) systems have gained significant 
attention as a sustainable and environmentally friendly energy 
source. However, their efficiency is highly dependent on 
environmental factors such as solar irradiance and 
temperature. To ensure that PV systems operate at their 
maximum efficiency, Maximum Power Point Tracking 
(MPPT) algorithms are employed to continuously adjust the 
operating point of the system to the Maximum Power Point 
(MPP). Among these algorithms, the Perturb and Observe 
(P&O) method is widely used due to its simplicity and ease of 
implementation. However, the conventional P&O algorithm 
suffers from notable drawbacks, including slow transient 
response and steady-state oscillations around the MPP, which 
hinder optimal energy harvesting, particularly under rapidly 
changing environmental conditions. To address these 
limitations, research has focused on modifying and enhancing 
MPPT algorithms to improve performance [1].  

This paper presents a modified P&O MPPT algorithm that 
integrates a fuzzy logic-based variable step size approach to 
overcome the limitations of the traditional P&O method. The 
modification allows for real-time adjustment of the 
perturbation step size, leading to faster convergence to the 
MPP and reduced voltage oscillations in steady-state 
operation. This dynamic step-size adjustment helps maintain 
stability and efficiency in varying environmental conditions. 

The proposed method was validated through 
MATLAB/Simulink simulations, which showed significant 
improvements in tracking speed and system stability 
compared to conventional methods. 

Various MPPT methods have been proposed to address the 
limitations of the conventional P&O algorithm. In recent 
years, the need for more adaptive, efficient, and reliable 
MPPT techniques has driven extensive research in this field. 
Among these methods are techniques such as Incremental 
Conductance (IC), fuzzy logic-based MPPT, neural network-
based MPPT, and hybrid methods that combine multiple 
strategies. These methods aim to improve the tracking speed, 
accuracy, and stability of PV systems under dynamic 
environmental conditions [2]. 

Incremental Conductance (IC) Method: The IC algorithm 
is one of the most widely studied alternatives to the 
conventional P&O method. It compares the incremental 
conductance and the instantaneous conductance to determine 
whether the operating point is approaching the MPP. Unlike 
the fixed-step P&O algorithm, IC has the advantage of higher 
accuracy near the MPP and better performance under rapidly 
changing conditions. However, it is more complex to 
implement and can suffer from slower tracking speeds when 
not optimized  . Variants of the IC method that incorporate 
adaptive step sizes have been developed to improve transient 
response and reduce oscillations around the MPP [3]. 

Fuzzy Logic-Based MPPT: Fuzzy logic control (FLC) has 
been integrated into MPPT algorithms to create adaptive 
control systems that do not rely on a mathematical model of 
the PV system. Fuzzy logic-based MPPT algorithms 
dynamically adjust the perturbation step size based on real-
time input variables such as voltage and current changes. 
These algorithms are particularly useful for handling non-
linear, uncertain, and rapidly changing conditions. In contrast 
to conventional methods, fuzzy logic-based MPPTs offer 
smoother convergence to the MPP, reduced oscillations, and 
better adaptability to environmental changes. Research has 
shown that fuzzy logic controllers improve tracking efficiency 
by mitigating the limitations of both P&O and IC methods, 
particularly when handling partial shading and variable 
irradiance conditions [4]. 

Neural Network-Based MPPT: Neural networks (NNs) 
have also been explored as a method for improving MPPT 
performance. These networks are trained using historical data 
from the PV system to predict the MPP more accurately. Once 
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trained, NN-based MPPT controllers can quickly and 
precisely adjust the system's operating point, leading to faster 
convergence compared to traditional methods. However, their 
performance heavily depends on the quality and quantity of 
training data, making them less suitable for systems that 
frequently experience new or unseen environmental 
conditions. NN-based methods have demonstrated success in 
dealing with complex PV systems and partial shading, but 
they require significant computational resources for real-time 
operation [5]. 

Hybrid MPPT Methods: The integration of multiple 
techniques into a single hybrid MPPT algorithm has been an 
emerging area of research. Hybrid methods often combine 
elements of P&O, IC, fuzzy logic, and neural networks to 
achieve the benefits of each approach. For instance, 
combining the simplicity of P&O with the adaptability of 
fuzzy logic or IC can result in an algorithm that is both easy 
to implement and capable of tracking the MPP with greater 
precision. In one such hybrid approach, fuzzy logic is used to 
control the perturbation size, while the P&O algorithm 
handles the overall tracking logic. This combination has 
proven effective in reducing oscillations around the MPP and 
improving the transient response under variable irradiance 
conditions [6]. 

Proposed Approach: Modified P&O with Fuzzy Logic-
Based Variable Step Size 

The modified P&O algorithm presented in this paper 
builds on these advancements by integrating a fuzzy logic-
based variable step size into the conventional P&O algorithm. 
Unlike fixed-step methods, this approach dynamically adjusts 
the perturbation step size according to the current operating 
conditions. Fuzzy logic systems excel in making decisions 
based on vague or imprecise data, which allows the algorithm 
to adapt to real-time changes in the PV system's performance. 
This dynamic adjustment results in faster convergence to the 
MPP during transient conditions and reduced oscillations in 
steady-state operation, offering an optimal balance between 
tracking speed and system stability. 

Previous studies have highlighted the importance of step-
size modification in improving MPPT performance. Fixed-
step P&O methods, while simple, often fail to provide the 
necessary balance between speed and stability. Large step 
sizes result in fast tracking but introduce significant 
oscillations around the MPP, while small step sizes minimize 
oscillations but slow down the convergence process. The 
integration of fuzzy logic allows the step size to be 
dynamically altered based on factors such as the rate of change 
in power and voltage, optimizing the system's response to 
different environmental conditions. This approach addresses 
the key limitations of traditional methods by offering 
improved transient performance without sacrificing steady-
state accuracy [7]. 

Contribution and Validation 

The contribution of this work lies in the application of 
fuzzy logic to improve the adaptability and efficiency of the 
P&O algorithm. By dynamically adjusting the step size, the 
modified algorithm provides a faster transient response and 
minimizes the steady-state oscillations that typically affect 
conventional P&O methods. The proposed MPPT algorithm 
was validated through MATLAB/Simulink simulations under 
a variety of environmental conditions, including rapid changes 
in irradiance and temperature. The simulation results 
demonstrated significant improvements in both tracking speed 
and stability compared to the conventional P&O algorithm 

and other fixed-step methods. Specifically, the fuzzy logic-
based step size control enabled the system to quickly reach the 
MPP during transient conditions and maintain stable operation 
with minimal oscillations in steady-state operation. 

The integration of fuzzy logic-based step size adjustment 
into the P&O MPPT algorithm represents a significant 
advancement in PV system optimization. The proposed 
method effectively addresses the critical challenges associated 
with conventional MPPT techniques, offering improved 
tracking speed, accuracy, and stability performance. As the 
demand for more efficient and adaptive renewable energy 
systems continues to grow, the advancements in MPPT 
techniques presented in this work are essential for enhancing 
the overall performance of PV systems and ensuring reliable 
energy generation in variable environmental conditions. 

II. MODELING SYSTEM 

A. Modeling of Photovoltaic Arrays 

Modeling a photovoltaic (PV) array requires an 
understanding of how a solar cell functions as an electrical 
circuit. Figure 2 depicts the equivalent circuit of a PV cell, 
which comprises series resistance (Rs) and parallel (shunt) 
resistance (Rsh). These resistances play a vital role in 
assessing the overall efficiency of the PV cell. The circuit also 
includes photocurrent (Iph), diode current (Id), and shunt 
current (Ish) [8]. 

Several important factors influence the behavior of a PV 
cell, particularly cell temperature and solar irradiance. The 
photocurrent is significantly affected by these variables, with 
higher irradiance resulting in increased current generation. 
Similarly, the temperature of the cell impacts the saturation 
current, which varies based on the semiconductor material 
used in the cell [9]. 

In this analysis, the Conergy Power Plus 214P PV module 
is examined. Under standard test conditions (STC), which 
include a reference temperature of 25°C and solar irradiation 
of 1000 W/m², this module can achieve a maximum power 
output of 250W. The electrical specifications of this module 
are outlined in Table I. 

This methodology offers a straightforward way to 
comprehend the energy output of a PV system, employing the 
single-diode circuit model to estimate performance based on 
essential environmental factors and system parameters. 

Figure 1: Equivalent circuit of a photovoltaic cell. 
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TABLE I.  ELECTRICAL CHARACTERISTICS OF THE SOLAR PANEL. 

Table Head 
Table Column Head 

Table column subhead 

Maximum power (Pmax) 250 W 

Voltage at Maximum Power (Vmp) 30.7 V 

Current at Maximum Power (Imp) 8.15 A 

Open circuit voltage (Voc) 37.3 V 

Short circuit current (Iscr) 8.66 A 

Temperature Co-efficient of ��� -0.36901 V/°C 

Temperature Co-efficient of ��� 0.086998 mA/°C 

 

B. Boost DC-DC Converter Design 

The DC-DC boost converter is engineered to increase the 
input voltage of 30 V to a target output voltage of 200 V. This 
voltage elevation is accomplished by adjusting the duty cycle, 
D, of the converter. To enhance the converter's efficiency and 
reduce losses, the switching frequency, fs, is established at 20 
kHz. Key parameters such as the inductor current, IL, and the 
inductor ripple current, ΔIL, play a crucial role in determining 
the appropriate values for the inductor, L, and capacitor, C, 
which are vital for ensuring stable operation and minimizing 
output voltage ripple [10]. The calculated values for 
inductance, L, and capacitance, C, for the designed boost 
converter are summarized in Table 2. 

TABLE II.  THE SPECIFICATIONS OF THE DC-DC CONVERTER. 

PARAMETER VALUE 

D 0.48 

L 0.23 H 

C 150 µF 

IL 8.2 A 

ΔIL 10% of IL 

fs 20 kHz 

III. THE MPPT ALGORITHM 

Figure 2 illustrates the flowchart for the proposed fuzzy 
logic-based variable step size Perturb and Observe (P&O) 
Maximum Power Point Tracking (MPPT) algorithm, designed 
to enhance the energy efficiency of photovoltaic (PV) 
systems. While the traditional P&O method is often favored 
for its simplicity, it suffers from slow response times to 
environmental changes and oscillations around the Maximum 
Power Point (MPP), leading to potential energy losses. To 
address these issues, the proposed algorithm incorporates a 
fuzzy logic-based variable step size approach. This allows for 
the dynamic adjustment of the perturbation step size based on 
current operating conditions. During rapid changes in solar 
irradiance, the step size is increased to enable faster 
convergence to the MPP. Once the MPP is reached, the step 
size is decreased to reduce oscillations and stabilize the 
system. This adaptive approach significantly improves the 
speed and precision of MPP tracking while also minimizing 
power losses during steady-state conditions. The fuzzy logic 
controller assesses variations in voltage, current, and power to 
make appropriate adjustments to the step size. The 
effectiveness of the algorithm is validated through simulation 
results from MATLAB/Simulink, which show enhanced 

convergence times and reduced voltage oscillations compared 
to the conventional P&O method. In conclusion, the Modified 
P&O MPPT algorithm presents a more efficient and 
dependable option for real-time applications in PV systems. 

Figure 2: Equivalent circuit of a photovoltaic cell. 

IV. SIMULATION  RESULTS  AND  DISCUSSION 

Figure 3 illustrates the responses of PV and load currents for 
the P&O and FLC VSS MPPT techniques under different 
load conditions, measured every 0.3 seconds. The FLC VSS 
approach delivers more stable and smoother current profiles, 
adapting quickly to changes in load with minimal oscillations 
during transitions. In contrast, the P&O method shows a 
slower recovery and more significant fluctuations amid these 
dynamic load changes. This comparison underscores the 
enhanced effectiveness of FLC VSS in managing rapid load 
variations. 

 
Figure 3: Comparison of PV and Load Current Responses 

for P&O and FLC VSS MPPT Techniques Under Dynamic 
Load Changes. 

 
Figure 4 compares the performance of two Maximum Power 
Point Tracking (MPPT) techniques: Perturb and Observe 
(P&O) and Fuzzy Logic Control with Variable Step Size 
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(FLC VSS), focusing on the regulation of PV voltage and 
load voltage. The upper subplot depicts the PV voltage (V) 
over time, while the lower subplot illustrates the load voltage 
(V) over time. The FLC VSS method exhibits more stable and 
consistent voltage profiles with reduced oscillations, 
indicating a quicker and more precise tracking of the 
maximum power point (MPP). In contrast, the P&O 
technique shows considerable fluctuations, particularly 
during transient events, highlighting its limitations in 
dynamic situations. Overall, the FLC VSS approach 
demonstrates improved voltage stability and efficiency under 
varying conditions. 

 
Figure 4:  Comparison of PV and Load Voltage Responses 

for P&O and FLC VSS MPPT Techniques Under Dynamic 
Load Changes. 

Figure 5 compares the PV and load power responses of P&O 
and FLC VSS MPPT techniques under load variations every 
0.3 seconds. The FLC VSS method demonstrates better 
stability and efficiency, quickly reaching and maintaining 
maximum power with minimal transient effects. On the other 
hand, P&O shows significant oscillations and delays during 
power transitions, resulting in less efficient operation. These 
results underline the robustness of FLC VSS in maximizing 
power output under dynamic conditions. 

 
Figure 5: Comparison of PV and Load Power Responses 

for P&O and FLC VSS MPPT Techniques Under Dynamic 
Load Changes. 

V. CONCLUSION 

This research evaluated the effectiveness of the Perturb and 
Observe (P&O) method and the Fuzzy Logic Control with 
Variable Step Size (FLC VSS) for Maximum Power Point 
Tracking (MPPT) under different load scenarios. The 
findings indicate that FLC VSS surpasses P&O in stability, 
efficiency, and dynamic response. FLC VSS demonstrated 
smoother transitions, quicker convergence, and reduced 
oscillations in photovoltaic voltage, current, and power, 
thereby optimizing power delivery to the load in changing 
conditions. These results underscore the promise of FLC VSS 
as a reliable and efficient MPPT approach, especially for 
applications that demand high adaptability and dependability 
in renewable energy systems. 
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Abstract — This paper introduces a current control 
strategy for a single-phase grid-connected DC/AC inverter 
utilized in photovoltaic (PV) power conditioning systems. It 
incorporates a maximum power point tracking (MPPT) 
algorithm to ensure optimal power extraction, followed by a 
proportional-integral (PI) controller to generate the reference 
current. Additionally, a proportional-resonant (PR) controller 
is employed to provide an infinite gain at the fundamental 
frequency, achieving zero steady-state error. The theoretical 
analysis of the PR controller is discussed and validated through 
simulations conducted in MATLAB/SIMULINK. The phase-
locked loop (PLL) is used for synchronization, enabling 
accurate phase detection of the grid voltage for effective power 
injection. An LCL filter is also implemented between the 
inverter and the grid. Simulation results confirm the 
effectiveness of the proposed control scheme. 

Keywords — PV, MPPT, Controller PR, LCL filter, 

Lyapunov stability, PLL, Grid, PFC 

I. INTRODUCTION 

Renewable energies are emerging as a potential solution 
to reduce pollution. In particular, photovoltaic (PV) solar 
energy has been growing rapidly in recent years because it is 
an inexhaustible, environmentally friendly, and silent 
source. The rapid development of solar energy is gradually 
being implemented in small power installations connected to 
the Low Voltage (LV) network up to solar farm installations 
directly connected to the Medium Voltage (HTA) network. 

However, the connection of PV systems to the 
distribution network can have some impacts on the electrical 
networks such as the change in power flows (bidirectional), 
on the voltage plan, on the protection plan, on the quality of 
energy and on the network planning which can influence 
the operation of PV systems. A grid-connected PV system, 
whether three-phase or single-phase, can be divided into 
two subsystems: the power subsystem consisting of PV 
panels, converters (chopper and inverter) and a filter and 
the control subsystem comprising a maximum power point 
tracking (MPPT) algorithm and other control blocks of the 
converters used. In general, the first subsystem is controlled 
to extract the maximum power, regardless of weather 
conditions and ensure power factor correction in order to 
minimize current harmonics and optimize the flow of active 
power between the power source and the grid [1]. In [2], [3] 
many control methods are proposed. Indeed, [4] proposed a 
controller based on the passivity technique, the 
"Proportional Resonant (PR)" controller and the "Multi 

Resonant control (MRC)" controller were developed in [5]. 
Besides classical methods, there are control techniques that 
do not require mathematical models such as genetic 
algorithms, fuzzy logic and artificial neural networks. 

Generally, grid-connected photovoltaic (PV) systems, 
depending on their configuration, mainly consist of a 
DC/DC converter and a DC/AC inverter. Regardless of 
whether the DC/AC inverter is single-phase or three-phase, 
it is considered the core component of the system due to its 
crucial role in grid-connected operation. Typically, the 
current control principle is preferred because of its excellent 
dynamic characteristics and built-in overcurrent protection. 
Several control methods for these inverters have been 
proposed in the literature [6]. Predictive control relies on an 
accurate system model and the prediction of reference 
current [7]. While hysteresis control is simple and robust, it 
has significant drawbacks, such as variable switching rates, 
current errors twice the hysteresis band, and limited high-
frequency operation [8]. 

This paper investigates the control of a photovoltaic 
system connected to a single-phase grid via a single-phase 
inverter that operates with a PWM technique and is 
followed by an LCL filter before connecting to the grid. The 
system might use a transformer for adaptation, as mentioned 
in [9]. The study has three main objectives : (i) regulate the 
voltage at the photovoltaic panel terminals to extract 
maximum power, (ii) control the voltage at the DC bus 
terminals, and (iii) inject a sinusoidal current into the grid 
that is in phase with the grid voltage. The entire system 
under study is depicted in the block diagram shown in Fig. 
1. 

Fig. 1. Basic diagram of PV System connected Grid. 

The power-voltage (P-V) characteristic of a photovoltaic 
system is nonlinear and changes with varying ambient 
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conditions such as solar irradiation and temperature. To 
continuously track the maximum power on this 
characteristic, the outer loop's first subsystem is the 
Maximum Power Point Tracking (MPPT) controller. 
Various MPPT algorithms have been proposed in the 
literature, with the Perturbation and Observation (P&O) 
method [10] being a commonly used approach. This method 
involves perturbing the operating voltage of the photovoltaic 
generator, causing the system to oscillate around the 
maximum power point (MPP). The size of these oscillations 
can be minimized by reducing the perturbation step size, 
which helps in accurately determining the reference voltage 
V*dc during its periodic operation, as outlined in the 
flowchart in Fig. 2. 

 
Fig..2.  MPPT Algorithm Flowchart (P&O). 

 
The MPPT block, combined with a PI-type intermediate 

circuit voltage controller, constitutes the outer loop of the 
system. This outer loop determines the grid reference 
current Iref needed to control the photovoltaic (PV) string to 
operate at the reference voltage V*dc. The inner loop, on the 
other hand, is designed to control the grid current ig with 
iinv [11]. 

To achieve zero steady-state error, a Proportional-
Resonant (PR) controller is used in place of the traditional 
PI controller for current control. The PI controller struggles 
with tracking a sinusoidal reference with zero steady-state 
error and has limited disturbance rejection capabilities. The 
PR controller addresses these limitations by providing 
infinite gain at the fundamental frequency, which enhances 
performance in both tracking sinusoidal references and 
rejecting disturbances [9]. 

While the DC link capacitor plays a crucial role in 
energy transfer from the DC side (PV string) to the AC side 
(grid) by acting as a decoupling storage element [12], the 
output filter of the converters (on the grid side) typically has 
much less stored energy. Consequently, its impact on energy 
transmission can be considered negligible [13]. For stability 
analysis, the Lyapunov function is based solely on the 
variation of energy stored in the DC link capacitor, which 
must be sufficiently large. The authors have also adapted 
this approach for a three-phase photovoltaic inverter, which 
requires a smaller DC link capacitor since the power on the 
DC side does not exhibit oscillations [14]. 

In summary, it is evident from existing references that 
DC bus voltage loop control has garnered significant 
attention. However, an aspect that seems to have been 
overlooked in the literature is that the error signal İdc = 
(Vref - Vdc) at the input of the DC link voltage controller is 
inverted (see Figure 2) compared to conventional control 
loops. This inversion is crucial ; otherwise, the system might 
remain stuck at the open-circuit voltage of the PV string at 
startup and fail to reach the maximum power point (MPP). 

This paper contributes by proposing an analysis of 
power flow and stability for grid-connected single-phase 
photovoltaic (PV) inverters utilizing a single DC/AC 
converter. The paper is organized as follows: 1.  
Introduction,  2.  Control Strategy, 3.  Stability Analysis, 4. 
Simulation Results and Discussion, and 5. Conclusion.  

II. CONTROL STRATEGY 

A. Power Flow Description 

As shown in Figure 1, the single-phase photovoltaic 
inverter is considered to have a single DC/AC stage 
connected to the grid, in addition it is assumed that : (i) 
there are no power losses in the DC/AC converter, in the DC 
bus capacitor and in the output filter; (ii) the other terms 
representing the conduction losses can be neglected to 
obtain a simple expression. 

The equation describing the power balance in the DC 
link can be written as follows: 

 

                  v dc gP t P P 
                                   (1)

 

as :    inv gP P    The power in the grid is given by : 

     1 cos2g g g g gp v t i t V I t  
                   (2)

 

Where    and    are the instantaneous grid voltage and 
grid current respectively.    and     are the root mean 
square (RMS) of the injected current and the grid voltage 
respectively, and   is the grid pulsation. 

The power injected into single phase grid Pgrid, 
calculated as in (2), follows a sinusoidal waveform with 
twice the grid frequency. The PV generator could not be 
operated at the MPP if this pulsating power is not decoupled 
by means of an energy buffer.  

Therefore, a capacitor bank is typically used for 
buffering this energy. The   ( ) is the instantaneous power 
flow in the DC link capacitor and is equal to: 

                        
  dc

dc dc dc

dV
P t C V

dt


                     (3)
 

The average value of the power of the electrical network 
is given by : 

                     gav g gP V I
                           (4)

 

B. Proposed Controller 

The system controller under study can be divided into 
three parts: i) the DC link voltage controller, ii) the grid 
current controller, iii) and the grid synchronization 
controller. The DC bus voltage controller is used to regulate 
the DC voltage to a desired level in order to extract 
maximum power from the photovoltaic array. 
Since the PV characteristic is non-linear, when the operating 
point changes due to a change in irradiance, the DC power 
changes accordingly, and consequently the MPP will also 
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change. As the grid voltage is fixed in our case, the power 
transferred to the grid is controlled solely by the output 
current of the single-phase inverter. The mathematical 
model describing the power flow transfer dynamics is given 
by (5), where P*g and I*g represent the reference grid power 
and current respectively and subsequently I*inv of the 
inverter : 

dc
ref g gref pv pv dc dc

dV
P V I V I C V

dt
  

                     (5)
 (5) 

Where v   and i   are periodic signals having the 
average components pvV , pvI and the AC components     ,      with oscillation period  =1/(2     ), and defined 
respectively as : 

 

                       

pv pv pv

pv pv pv

V V v

I I i

  
  

%
%

                             (6)

 (6) 

The power injected into the grid Pav is controlled 
according to (7), using a term     and a second term 
k  /   that takes into account the system dynamics of the 
photovoltaic inverter : 

               
gref g gref pv

dP
P V I P k

dV
  

                   (7)
 (7) 

And by substituting (8) into (5) we get : 

                    

dc
dc dc

dV dP
C V k

dt dV
 

                       (8)
 (8) 

Based on (8), we can deduce that   /   is related to the 
dynamics of the DC link capacitor.  

The method for estimating the AC components (ripples) 
of PV power      and DC link voltage      is based on a 
quadrature signal generator based on a second-order 
generalized integrator operating as a pi/2 phase shifter 
(SOGI-QSG), as shown in Fig. 3 and defined by the closed-
loop transfer function in (10) : 

12; 100p nk     (9) 

Where    represents the resonance frequency, equal to 
double the grid frequency.  

The computed value of the reference current is 
determined using the PV Power reference generated by the 
proposed controller as shown in Fig. 3 and the RMS value 
of the grid voltage. The PLL extracts the phase angle of the 
grid voltage and is multiplied by the magnitude of the 
reference inverter current. Then, the current controller is 
proceeding to regulate the grid current ig. 

Fig. 3. Shows the structure of the controllers controlling the inverter. 

C. Synchronization with the PLL grid 

Connecting the PV source to the electrical network 
through the DC/AC converter requires synchronization of 
the voltage produced with that of the network, knowledge of 
the phase and frequency information of the network voltage 
is therefore essential. 

The most efficient method is the use of a PLL (Phase 
Lock Loop), single-phase PLLs are subject to an additional 
difficulty than in three-phase, because of the smaller 
information field (only one phase). To create two orthogonal 
signals in single-phase, it is necessary to add a “Quadrature” 
demodulation block, Fig. 5. 

The following control loops are provided : 
  

 
 
 
 
 

Fig. 4. Basic structure of a single-phase PLL. 
 

 
 
 
 
 
 
 

Fig.. 5. MPPT Control and reference current Iref generation loop. 
 
 
D. Transfer function of the resonant controller 

The transfer function of the resonant controller is given by : 

 
 
 
 
 
 
 
 
 
 

Fig..6.  PWM command generation loop. 
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The amplitude and phase Bode diagrams are represented by 
Fig. 7. 
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Fig.7.  Bode response of the PR controller. 

 

III. STABILITY ANALYSIS 

Lyapunov stability theory is generally used in the 
analysis of nonlinear systems. A Lyapunov function V (x) is 
a scalar energy that defines system states. Therefore, in this 
article, it will be formed on the basis of the variation of the 
energy stored in the intermediate circuit capacitor, assuming 
that the effect of other components such as the LCL filter is 
negligible and subsequently have no effect on the stability 
of the system. the candidate Lyapunov function can be 
written as follows: 

                   
   

2
2*2 2

4
dc

dc dc

C
V E V V 

                  (11)
 (11) 

where V(E) is taken as a positive function, E refers to the 
energy stored across the intermediate circuit capacitor, V*

dc 
is the reference voltage given by MPPT, shown in Fig. 4, 
Vdc is the actual circuit voltage measured on the DC line 
and it can be on either side of the P-V curve, as shown in 
Figure 3. 

 

 
(a) 
 

 
(b) 

 

On the other hand, according to [1], a system is globally 
stable if V(E) achieves the succeeding conditions as. 

 0 0V 
                                                           (12)

 

  0V E   for all   0V E                                (13) 

 V E   as E                                      (14) 

 
0

dV E

dt
  for all 0E                                  (15) 

Note that the last condition implies that the system 
is globally stable if all stored energy is continuously 
dissipated (V(E)×(dV(E)/dt) < 0), meaning that the system 
is constantly sliding towards a point of equilibrium. 

Consequently, the chosen Lyapunov function 
satisfies the properties described by the preceding 
conditions and its derivative dV(E)/dt is given by (11) in the 
following form: 

  2 * *( ) dc
dc dc dc dc dc dc

dVdV E
C V V V V V

dt dt
   

     (16)
 

Substituting (5) into (11) gives : 

   * *( )
dc gref pv dc dc dc dc

dV E
C P P V V V V

dt
    

             (17)
 

In fact, on the basis of (17), the sign of the 
derivative of the Lyapunov function can be determined. 
Clearly, it depends on the power variation in terms of 
voltage difference. The convergence of system stability is 
evaluated in two cases, as in [2], the system is stable. 
The reference current is given by: 

       

 *

2
pv dc dc

invref

g

P k V V
I

V

  
 )

                      (18)

 

IV. SIMULATION RESULTS AND DISCUSSION 

The control strategy used is illustrated in Fig. 5 for the 
single-phase grid-connected PV inverter. The PV system 
parameters used in the MATLAB/SIMULINK simulation 
are summarized in Table I. It is worth noting that the 
selected parameters for the P&O are : fMPPT = 1MHz for 
tracking frequency, and ΔVεPPT = 0.5 V for increment 
voltage, in order to reduce the oscillations around the MPPT 
operating phase and thus the steady-state losses [3]. Fig. 10 
shows the DC link voltage start-up waveform, where it is 
seen that the MPPT algorithm starts tracking the MPP on 
the right side once the DC link capacitor is fully charged, its 
value being equal to the open-circuit voltage Voc of the PV 
string. Then, the DC link capacitor voltage oscillates around 
the MPP in steady-state. 

Simulation parameters : 
PV : Voc=44.86V, Isc=5.5A, VMPP=37.73V 
LCL Filter : L1= 4 mH, L2=4.3 mH, C=6.25 µF 
PWM : f= 10kHz 
Power (kW) : 2 kW 
Grid : Vmax=325V, F=50Hz 

Fig. 8. Power curve as a function of voltage (P-V). 
 

P-V curves are recorded for irradiations of 1000W/m2
,
  

500W/m2, and 100W/m2 under a temperature of 25°C 
(STC conditions) , Fig. 8. 

 
(c) Series connected Modules  = 11 : Zytech Engineering 

Technologie ZT190S 
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Figs. 9, 10 and 11 show that the system is stable, the 
voltage and current in the network are in phase after an 
elapsed time of almost 0.2 seconds, the Vdc voltage starts 
from zero but tends towards a stable value of 425 V at time 
0.2 seconds, this voltage presents some reduced ripples that 
do not present any problem. 

 
 

At the initialization phase of the MPPT controller and 
before reaching the maximum power, we notice that the 
electrical network operates as a receiver, which is justified 
by a phase opposition between the current and the voltage of 
the network taken in the receiver convention, but this lasts 
almost 0.2 seconds. 

For a variable irradiation profile ranging from 300W/m2 
to 1000W/m2 and at a temperature of 25°C, we note the 
following curves: 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

V. CONCLUSION 

This paper investigates a single-phase grid-connected 
photovoltaic (PV) system utilizing a single-phase inverter. 
The study analytically demonstrates that the nonlinearity of 
the power-voltage (P-V) curve of the PV string significantly 
influences system stability. The analysis employs a 
Lyapunov function based on the energy variation in the DC-
link capacitor, with its derivative indicating changes in 
stored energy. In the absence of a voltage controller, 
stability is typically observed on the right side of the 
maximum power point (MPP) on the P-V curve (Vpv > 
VMP), while the left side (Vpv < VMP) remains unstable. 
Integrating a PI controller to directly manage the energy via 
the DC-link capacitor ensures overall system stability, 
irrespective of the operating point's location. 

A theoretical analysis was performed to enhance system 
performance using a single-phase DC/AC inverter 
connected to the grid. Simulations in 
MATLAB/SIMULINK with a power rating of 2 kW were 
conducted and validated, demonstrating satisfactory 
performance. The results show that a PR regulator can 
address the limitations of the PI regulator, such as its 
inability to follow a sinusoidal reference with zero steady-
state error and its poor disturbance rejection capability. The 
stability analysis indicates that instability arises from the 
inverse error signal at the input of the DC voltage regulator. 

Fig. 10. Current Grid and DC Link Voltage. 

Fig. 9. Voltage and current in the grid. 

Fig. 11. Voltage and Current Grid. 
 

 Fig. 12. Voltage and Current Grid for a variable irradiation profile. 
 

Fig. 13. Vdc voltage of the connection line CC and ig current Grid for a 
 

  variable irradiation profile. 
 

Fig. 14. Vdc voltage of the connection line and ig current Grid for a  
 

limited window of  0.5 s. 
 

In the case of a variable irradiation profile, it is clear 
from Fig. 13 and Fig. 14 that the Vdc voltage tends towards 
an almost constant value with a possible ripple, it tends 
towards a value of 425 V, on the other hand the intensity 
ig(t) of the network current varies and follows the evolution 
of the irradiation profile as shown in figures Figs 12- 14. 
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Future work will focus on exploring a single-stage three-
phase PV system with a DC/AC inverter connected to the 
electrical grid, as discussed in other articles. 
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Abstract — Renewable energy sources and electric vehicles 
are widely utilized, and their adoption is expected to increase 
steadily in line with the trend towards using clean, green, and 
non-polluting energy. Effectively harnessing and utilizing these 
integrated energy systems requires the involvement of energy 
converters. Currently, multilevel energy conversion systems 
play an indispensable role in enhancing energy conversion 
efficiency and forming a complete system for efficient energy 
utilization. Therefore, multilevel conversion systems are 
receiving significant attention and research development from 
scholars. This paper presents advancements in multilevel 
energy conversion technology. The fundamental structure of 
multilevel converters, along with the advantages and 
disadvantages of each technique, is discussed with a primary 
focus on modern industrial and practical applications. A case 
study of a typical 3-phase 9-level cascaded inverter is employed 
to illustrate through simulation analysis. Results from this case 
study provide readers with a clear and in-depth understanding 
of multilevel converters, particularly the current interest in 
multilevel stacked structure configurations. 

Keywords — Multilevel inverter topologies, Cascaded inverter, 9-

level inverter, Energy conversion, Efficient energy utilization 

I.INTRODUCTION  

Multilevel voltage source inverters present a cost-
effective solution in the current energy management market 
[1]-[2]. These multilevel converters have been extensively 
researched and widely applied in various industrial fields, 
including manufacturing, power transmission, energy 
storage systems for renewable energy sources, motor control 
systems, and electric vehicles [3]-[5]. In recent years, 
industrial applications have increasingly demanded higher 
power devices. Moreover, certain motor drive systems 
require medium voltage levels, and utility applications 
demand medium voltage and high power levels, reaching up 
to several megawatts [6]. Connecting a single 
semiconductor switch directly to the medium voltage grid is 
challenging. Consequently, multilevel power converter 
structures have emerged as a viable alternative for high and 
medium voltage applications. These converters not only 
support high power levels but also accommodate the 
integration of emerging renewable energy sources. Systems 
such as photovoltaics, wind turbines, and fuel cells can be 
seamlessly incorporated into multilevel converter setups for 
high-power applications [7]-[8]. Moreover, for high-quality 

motor control, a multilevel inverter configuration is essential 
to achieve optimal output quality [9]-[10]. 

Research on multilevel converters was introduced in the 
early 1970s. Initially, the term "multilevel" referred to three-
level converters, and numerous multilevel converter 
structures were developed in the subsequent years [11]-[13]. 
The fundamental concept behind multilevel converters for 
achieving higher power ratings involves using multiple 
power semiconductor switches with several lower voltage 
DC sources to synthesize a stepped voltage waveform. 
Capacitors, batteries, and renewable energy sources can 
serve as versatile DC voltage sources. The switching of 
these synthesized DC sources allows for the achievement of 
higher output voltages [14]. It is important to note that the 
rated output voltage of power semiconductor switching 
devices is entirely dependent on the rated voltage of the DC 
source to which they are connected. Multilevel converters 
offer distinct advantages over conventional two-level 
converters utilizing high-frequency pulse width modulation 
(PWM). These benefits include superior staircase waveform 
quality, capable of producing low-distortion output voltages 
while mitigating ݀  ݀  stresses, thereby reducing 
electromagnetic compatibility concerns [15]. They also 
generate lower common-mode voltages, alleviating stress on 
motor shaft bearings in multilevel motor drive systems, and 
can minimize input current ripple [16]. Multilevel 
converters operate efficiently across both fundamental and 
high-frequency PWM switching frequencies, where lower 
switching frequencies typically translate to reduced losses 
and increased overall efficiency [17]. Despite these 
advantages, they necessitate a greater number of high-power 
semiconductor switches, each requiring dedicated gate drive 
circuits, thereby potentially escalating system complexity 
and cost. Over the past two decades, diverse configurations 
of multilevel converters have been proposed and extensively 
studied. Modern research has explored novel converter 
topologies and unique modulation schemes. Furthermore, 
three primary multilevel converter structures have been 
documented: the neutral point clamped converters, flying 
capacitor converters, and cascaded H-bridge converters 
[18]-[20]. Additionally, sophisticated modulation techniques 
and control models have been developed for multilevel 
converters, including selective harmonic elimination PWM, 
sinusoidal pulse width modulation, space vector modulation, 
and others [21]. Moreover, multilevel converter applications 

414 FT/Boumerdes/NCASEE-24-Conference

mailto:krimsalahanis@gmail.com


have spanned various domains, focusing on industrial motor 
drive systems [22], renewable energy integration systems 
[23], flexible alternating current transmission systems [24], 
and electric vehicle systems [25]. 

This study assesses the advanced technology of 
multilevel energy conversion, focusing on multilevel 
inverters. An overview of fundamental multilevel converter 
structures will be discussed, encompassing the merits and 
drawbacks of each technique. Special emphasis will be 
placed on their practical applications in modern industry and 
the pragmatic utility of multilevel converters. Potential 
future developments in multilevel conversion technology 
will also be highlighted. Finally, a case study of a 9-level 
inverter will be conducted through simulations. The results 
of this study provide valuable insights into the control 
techniques of cascaded multilevel converters. 

II.OVERVIEW OF MULTILEVEL INVERTER STRUCTURES 

A. Neutral Point Clamped Inverter Structure 

The neutral point clamped multilevel inverter (NPCM) 
[18] was first introduced by Nabae, Takahashi, and Akagi in 
1981 as a three-level diode clamped inverter [13]. During 
the 1990s, numerous researchers published studies 
presenting experimental results for diode clamped 
converters with levels ranging from four to six. These 
converters were applied in various fields such as static var 
compensation, speed control for electric motors, and high-
voltage power transmission systems [26]-[27]. The NPCM 
effectively utilizes DC sources derived from AC power 
systems. A multilevel inverter contains pairs of clamping 
diodes and a DC source divided into smaller voltage levels 
through a series of capacitors connected in series. A three-
phase six-level diode clamped inverter is illustrated in 
Figure 1(a). Each phase of the inverter shares a common DC 
bus, divided into five capacitors forming six levels. The 
voltage across each capacitor is �  , and the voltage stress 
on each switching device is limited to �   through the 
clamping diodes. Multilevel diode clamped inverters are 
utilized in various applications. One significant application 
of multilevel converters is their use in interfacing high-
voltage DC transmission lines with AC transmission 
systems [28]-[29]. These converters are also utilized in 
variable speed drives for medium-voltage, high-power 
motors, which typically operate within a voltage range of 
2.4 kV to 13.8 kV, as indicated by various studies [30]. 
Additionally, static var compensation has been proposed as 
another potential application for these converters by some 
researchers [31]. The following sections of this paper 
provide a comprehensive discussion of the key advantages 
and disadvantages associated with multilevel diode clamped 
converters. 

Remark 1 : All phases share a common DC bus, 
minimizing the capacitance needs of the converter and 
making the back-to-back configuration feasible and practical 
for applications like high-voltage connections or adjustable-
speed drives. Capacitors can be pre-charged in groups, 
ensuring high efficiency in fundamental frequency 
conversion. Transmitting practical power through a single 
inverter can be challenging because the intermediate DC 
voltage tends to become overloaded or discharged if not 
precisely monitored and controlled. The number of 

clamping diodes required is proportional to the number of 
levels in the inverter, which can complicate the design for 
high-level devices. 

 

 
 

(a) 
 

 
 

(b) 
 

Fig.1. Typical structure of diode clamped multilevel inverter and flying 
capacitor multilevel inverter. (a) Diode clamped multilevel inverter; (b) 
Flying capacitor multilevel inverter with six levels. 

B. Flying Capacitor Multilevel Inverter 

The flying capacitor multilevel inverter (FCM) [19], 
introduced by Meynard and colleagues in 1992 [32], 
presents a structure akin to that of the diode clamped 
inverter, but utilizes capacitors in place of clamping diodes. 
The circuit topology of the FCM is illustrated in Figure 1(b). 
This configuration is characterized by a staircase 
arrangement of capacitors on the DC side, with each 
capacitor having a different voltage from its neighboring 
capacitors. The voltage step between two adjacent capacitor 
terminals determines the voltage steps in the output 
waveform. A notable advantage of the FCM is its ability to 
redundantly combine internal voltage levels, allowing 
multiple valid switch combinations to synthesize the output 
voltage. Unlike the diode clamped inverter, the FCM does 
not require all conducting switches to be in series and offers 
phase redundancy, whereas the diode clamped inverter 
provides only line redundancy [19,32]. These redundancies 
enable selective capacitor charging and discharging and can 
be integrated into control systems to balance voltages across 
different levels. Proposed applications for the FCM include 
traction systems, reactive power compensators, electrical 

415 FT/Boumerdes/NCASEE-24-Conference



propulsion systems, and the integration of renewable energy 
sources [33]. 
Remark 2 : The FCM offers inherent phase redundancy to 
balance capacitor voltage levels. Each branch can be 
independently analyzed without affecting others. Unlike the 
NPC-type multilevel inverters where voltage balancing 
across the three phases at the input must be considered, here, 
active and reactive power flows can be controlled. The large 
number of capacitors allows the inverter to operate during 
short-term power loss and deep voltage sags. Monitoring 
voltage levels across all capacitors in complex systems 
requires intricate control mechanisms. Furthermore, 
achieving uniform voltage levels across all capacitors and 
initiating them simultaneously is highly complex. The 
efficiency of utilization and switching for real power 
transmission tends to be suboptimal. The increased number 
of capacitors not only raises costs but also adds to the 
bulkiness of the system compared to diode clamped 
inverters in multilevel configurations. As the number of 
levels increases, packaging becomes more challenging. 
Additionally, the presence of numerous power capacitors in 
the circuit escalates costs and reduces overall reliability. 
 
C. Cascaded H-Bridge Multilevel Inverter 

Among the various multilevel inverter structures, the 
cascaded H-bridge multilevel inverter (CHBM) [20] has 
garnered significant attention from researchers due to its 
advantageous features. The CHBM is favored for its simple 
modular design, which facilitates the generation of multiple 
voltage levels and results in smoother output waveforms. 
This leads to reduced harmonic distortion compared to other 
multilevel structures, such as neutral-point-clamped 
inverters and flying capacitor inverters. Additionally, the 
modular structure of the CHBM allows for operation at 
higher voltages [5,20]. The CHBM synthesizes the desired 
voltage using multiple independent DC voltage sources, 
making it versatile for a range of applications, including 
low-power inverters, high-voltage transmission systems, 
industrial applications, renewable energy systems, and 
motor drive systems [9,17,34].  The modularity and 
flexibility of the CHBM design enable easy scalability to 
meet specific voltage and power requirements. This design 
eliminates the need for additional clamping diodes or 
voltage-balancing capacitors, simplifying the inverter setup. 
Moreover, the CHBM can operate efficiently in fault-
tolerant modes; if one module fails, the remaining modules 
can continue to function independently. The CHBM also 
reduces dv/dt stress on insulated gate bipolar transistors 
(IGBTs), thereby enhancing the lifespan and reliability of 
the overall system [9]. The reliable, efficient, and adaptable 
nature of the CHBM makes it an optimal choice for 
improving the stability and reliability of various systems. 
Currently, among the discussed structures, the CHBM 
achieves superior. 
  

 
 
 
 
 
 

 

 
(a) 
 

 
(b) 

Fig. 2. Multilevel cascaded inverter. (a) Configuration of three-phase 
multilevel cascaded H-bridge inverter from connected individual modules. 
(b) Output voltage waveform and load current of the CHBM. 

 
TABLE I.  COMPARISON OF COMPONENT COUNTS AMONG DIFFERENT 

STRUCTURES ( IS THE NUMBER OF LEVELS). 
 

Components of the inverter 
Inverter topology types 

NPCM FCM CHBM 

IGBTs  .   −     .   −     .   −    

Clamping diodes   −   .   −    0 0 

DC-link capacitors   −      −      −      

Balancing capacitors 0   −   .   −    0 

 
voltage and power output levels, along with enhanced 
reliability, due to its modular architecture. The configuration 
of the CHBM and the output waveform are shown in Figure 
2. The AC outputs from each inverter level are connected in 
series, combining to form a synthesized voltage waveform 
that represents the sum of the individual inverter outputs. 
The number of phase voltage levels, denoted as m, in a 
cascaded inverter is determined by the formula (m = 1 + 2s), 

where s is the number of separate DC sources.  For example, 
an 11-level cascaded H-bridge inverter with 5 separate DC 
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sources and 5 full bridges can be represented by the phase 
voltage van =  va1  + …  +  va5. The Fourier transform of a 
stepped waveform with s steps is given by 

 � �  =  �    [ܿ       + ܿ       +   + ܿ       ]       �    

where  n = 1,3,5,7, …                                                 (1) 

From (1), the magnitudes of the Fourier coefficients, 
normalized with respect to Vdc, are as 
 (2)     =    [ܿ       + ܿ       +  + ܿ       ] 

 
where  n = 1,3,5,7, …                                                 (2) 

The conduction angles θ1 , θ2, ... , θs can be selected to 
minimize the total harmonic distortion (THD) of the output 
voltage. Generally, these angles are chosen such that the 
lower order harmonics, specifically the 5th, 7th, 11th, and 
13th, are eliminated using(2).  In practical industrial 
applications, cascaded multilevel inverters have been 
proposed for a variety of uses, including conversion systems 
for renewable energy sources, static var compensation, 
power transmission, battery management, motor control 
systems for electric vehicles, and industrial manufacturing 
applications. Their modular design makes them particularly 
suitable for integrating renewable energy sources, such as 
photovoltaic panels and fuel cells. Cascaded multilevel 
inverters are also proposed as traction drives in electric 
vehicles, where multiple batteries or supercapacitors serve 
as individual DC sources [9,35]. The inverter can function 
as both a rectifier and a charger for the vehicle’s battery 
when connected to an AC power source. Additionally, it can 
serve as a rectifier in regenerative braking systems. 

 
(a) 

 
 

 
 
 
 
 
 
 
 
 

(b) 
Fig.3. (a) General block diagram of an integrated multilevel inverter 
system; (b) Sinusoidal PWM technique for 9-level cascaded inverter. 
 

 
     Fig.4. Simulation results with modulation index of  1.  
(a) Voltage waveform of phase a; (b) Common-mode voltage; (c) Line-to-
line voltage Vab; (d) Current of phase a. 
 

Fig. 5. Simulation results with modulation index of 2/3. (a) Voltage 
waveform of phase a; (b) Common-mode voltage; (c) Line-to-line voltage V  ; (d) Current of phase a. 
 
Remark 3 : The primary advantages of cascaded H-bridge 
multilevel inverters (CHBMs) can be summarized as 
follows. The number of output voltage levels achievable 
with a CHBM can exceed twice the number of DC sources, 
according to the formula   =  +    . Additionally, the 
series configuration of H-bridges supports a modular design 
and packaging approach, which facilitates faster and more 
cost-effective manufacturing processes. The circuit achieves 
DC source voltage balancing without the existence of 
circulating currents between modules. However, the circuit 
requires the use of output transformers. The main 
disadvantage of the CHBM is the need for separate DC 
sources for each H-bridge. This requirement limits its 
application to products that already have multiple separate 
DC sources. In summary, the cascaded inverter uses the 
fewest components. It should be noted that another 
advantage of the cascaded inverter is its flexible 
configuration, allowing the number of levels to be easily 
increased or decreased by adding or removing the 
appropriate number of single-phase inverter modules. As the 
power of the inverter increases, the voltage stress on the 
components decreases, reducing the switching losses. At the 
same switching frequency, the higher-order harmonic 
components of the output voltage are smaller compared to 
inverters with fewer levels. For high-power loads, the 
voltage supplied to the loads can reach relatively high 
values. Among the three multilevel inverter topologies 
mentioned above, each configuration has its own advantages 
and disadvantages. Table I shows the number of 
components used in these inverter structures, indicating that 
the cascaded inverter utilizes fewer components than the 
other two topologies. This significant advantage makes the 
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cascaded multilevel inverter more cost-effective compared 
to the other types. 

Fig. 6. Results with motor load. (a) Speed signal; (b) Torque signal; (c) L-N 
voltage signal; (d) L-L voltage signal. 

III.CASE STUDY OF 3 – PHASE 9 – LEVEL CASCADED H – 

BRIDGE INVERTER 

A. Overview of the 3-Phase 9-Level Cascaded H-Bridge 
Inverter System  

In this section, the structure of a 3-phase 9-level H-
bridge inverter is examined through both RL loads and 
motor loads. The simulation diagram of the 3-phase 9-level 
cascaded inverter is implemented using MATLAB/Simulink 
with sinusoidal PWM modulation technique. The main 
blocks of the 3-phase 9-level cascaded inverter model are 
illustrated in Figure 3(a), comprising the PWM pulse 
generation block, the power circuit block, and the load 
block. To create a gating signal for the components in the 
same phase, the carrier wave (triangular form) and the 
control signal (sinusoidal form) are used. Figure 3(b) 
illustrates the PWM technique used in the 9-level cascaded 
H-bridge inverter. The PWM pulses for the IGBT switches 
across all three phases of the inverter are generated by 
comparing the control waveform with the carrier waveform, 
both operating at a frequency of 5 kHz. The primary 
parameters used in this case study are detailed as follows: 
the DC link capacitor is 2200 µF, the DC source voltage is 
45 V, and the grid frequency is 50 Hz. The switching 
frequency is set to 5 kHz, and the modulation index ranges 
from 0 to 1. Additionally, the motor has power of 2 HP, 
rated speed of 1500 rpm, and rated load torque of 4 Nm. 

B. Conducting an Analytical Study of a 3 – Phase 9 – 
Level Cascaded Inverter 

The simulation results for a modulation index � =   are 
presented in Figure 4. With � =  , the waveforms for phase 
voltage (phase a), line-to-line voltage �� , common-mode 
voltage, and phase current (phase a) were obtained. With a 
chosen DC source voltage of 45 V, the theoretical values for 
phase and line voltages can be calculated. The peak phase 
output voltages are �� = �  = �  =  8 � (calculated as �    =  ��  =       =  8   � . The line voltage is �� =  8   =     � . Clearly, the simulation results 
align well with the theoretical expectations for a 9-level 
cascaded inverter. Further investigation was conducted with 
a modulation index of 2/3 of the standard modulation index. 
The simulation results for � =     are shown in Figure 5. 
With a modulation index m=1, the simulation of the 3-phase 
9-level cascaded inverter achieves optimal performance. 
The 9-level output phase voltage waveform closely 
approximates a sine wave, significantly outperforming 

lower-level inverters. As the modulation index is reduced, 
the amplitude of the output voltage waveform decreases, 
and the number of voltage levels also decreases. 
Consequently, the steady-state load current in each phase is 
reduced. The simulation results confirm the accuracy of the 
theoretical analysis. An investigation with a motor load is 
conducted in this study. The results of this investigation are 
presented in Figure 6. As observed in Figure 6(a), the motor 
speed can achieve and maintain a stable rated speed of 1500 
rpm. The electromagnetic torque generated by the motor is 
depicted in Figure 6(b), demonstrating its capability to drive 
the load and achieve a rated load torque of 4 Nm. 
Additionally, the output voltage values of the 9-level 
inverter, shown in Figures 6(c) and 6(d), indicate that the 
output voltage is sufficiently level and the model operates 
effectively. 

IV.CONCLUSION 

The growing emphasis on environmentally friendly 
green energy and advancements in power electronics 
technology have significantly propelled the development of 
energy converters. This study provides a comprehensive 
examination of recent advancements in multilevel energy 
conversion technology. The fundamental structure of 
multilevel converters, along with the advantages and 
limitations of various techniques, is thoroughly analyzed 
and evaluated. This discussion provides an overview of 
contemporary industrial applications of multilevel 
converters, offering insights for readers interested in 
understanding the practical uses and advantages of these 
power conversion technologies. A case study of a 3-phase 9-
level cascaded inverter utilizing sinusoidal PWM 
modulation technique has been conducted within this 
research. The results from this case study offer clear insights 
into the characteristics of cascaded multilevel converters, 
which are increasingly being employed in contemporary 
applications. 
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Abstract—Modeling different electromagnetic systems is 
essential for understanding their operation and optimizing their 
performance. It also makes it possible to predict their behavior 
under different operating conditions, which is crucial for 
designing more efficient and reliable systems. In addition, 
electromagnetic modeling can also help identify potential 
problems before they occur, thereby reducing maintenance 
costs and improving system durability. In the present work, we 
will model a self-excited induction generator using finite element 
software, enabling us to simulate its operation under different 
load and speed conditions. This approach will help us gain an 
in-depth understanding of the generator's behavior and 
optimize its performance according to its specific needs. In 
addition, this modeling will enable us to explore different 
improvement strategies to maximize the system's energy 
efficiency. 

Keywords— finite element model, induction generator, 

numerical modeling, self-excitation. 

I. INTRODUCTION  

The production of electrical energy is a crucial issue, as 
demand outstrips supply, which is constantly increasing. 
Today, over 80% of all energy is produced by fossil fuels. 
The negative consequences of producing energy from fossil 
fuels are manifold: environmental pollution, which has 
adverse effects on both the environment and human beings; 
on-site storage facilities; transport safety (most of these 
energies being highly flammable by nature); and to add to 
this, other factors of an economic nature such as the depletion 
of available resources and ever-increasing prices [1,3]. To 
remedy this problem, attention has turned to non-
conventional sources of production (solar, wind, hydro, etc.). 
Among these energies, wind power is the one with the 
greatest potential for future development, as it is clean and 
renewable. Wind power is also readily available to meet 
society's energy demands [4,6]. Wind energy conversion 
systems can operate either in grid-connected mode, or in 
stand-alone mode to power small isolated loads [7]. Squirrel-
cage induction generators appear to be the ideal choice for 
stand-alone applications, hence their widespread use in small 
and medium-sized hydroelectric and wind turbines [8]. This 
generator offers various advantages over other machines, 
such as low unit cost, brushless rotor (squirrel cage 
construction), absence of DC excitation and ease of 
maintenance [9,10]. Induction generators used in isolated 
wind energy systems are called self-excited induction 
generators (SEIGs). The self-excited induction generator has 
been the subject of considerable research in recent decades, 

as it is perceived as the simplest energy conversion device for 
producing electricity off-grid, in stand-alone mode [11]. 
Autonomous operation of an induction generator requires the 
presence of reactive energy, which in most cases is provided 
by capacitors connected to each stator phase winding. 
Equipped with shunt capacitors, a three-phase SEIG is 
capable of successfully establishing its terminal voltage as 
soon as it is driven at an appropriate speed [12]. 
Modeling any system offers the possibility of simulating its 
behavior and analyzing its performance. This enables us to 
better understand how it works and to anticipate the 
consequences of different scenarios. Modeling with finite 
element software is particularly useful for engineers and 
researchers to design more efficient and innovative products. 
It also reduces the cost of physical testing by virtually 
simulating system behavior under different conditions. In the 
present work, we will study and simulate the operation of a 
self-excited induction generator. We will also analyze the 
performance of this generator under different load conditions 
in order to better understand its behavior in real operation. 
The results obtained will enable us to draw conclusions about 
the efficiency and reliability of this generator. 

 

II. GENERATOR MODE OPERATION OF AN INDUCTION MACHINE 

For an induction machine to operate in generator mode and 
generate power, it must be driven at a speed higher than the 
synchronous speed. The synchronous speed is given by the 
following equation: 

ns = ଵଶ ×��                                         (1)                   

f is the frequency Hz. 
p is the number of poles. 
As the rotor speed exceeds the synchronous speed, this leads 
to negative slip, which means that the induction machine will 
produce a negative conjugate, functioning as a generator [13]. 
Induction generators are commonly used in stand-alone wind 
power plants. In this case, the rotor of the induction machine 
is set in motion by the wind turbine blades, and a voltage is 
generated by connecting a capacitor bank to the stator 
terminals. This process is called self-excitation of the 
induction generator [14]. 
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Fig 1. SEIG excited by an isolated-mode capacitor feeding a load. 

Self-excitation can occur in an induction machine under 
certain conditions. When reactive power is supplied by the 
capacitor bank and the machine has a residual magnetic field, 
it can generate electricity. The residual magnetism creates an 
electric current in the stator windings, which is proportional 
to the rotor speed. This current is then applied to the 
capacitors connected to the stator terminals, causing a 
reactive current in the stator windings. This leads to the 
establishment of a magnetizing flux in the machine, which 
can generate electricity. Stator voltage is limited by the 
machine's magnetic saturation. This ability to generate 
electricity in remote locations without an electrical grid 
makes induction machines useful in a variety of applications 
[11]. 

 
Fig 2. Induction generator magnetization curve. 

 

III. NUMERICAL MODELING OF THE SELF-EXCITED INDUCTION 

GENERATOR 

 
Finite element modelling is a numerical technique performed 
on a computer to calculate electromagnetic parameters. This 
technique allows for the consideration of many complex 
parameters, and it enables the simulation of the generator's 
operation under various conditions, which is crucial for 
comprehending its behavior in real-life situations. 
Finite element modelling is essentially based on the solution 
of Maxwell's equations, using Maxwell's four fundamental 
partial differential equations, which in their most general 
form are written: 
Maxwell-Gauss                  ∇ . D = ρ 

Maxwell-Faraday              ∇˄E  = - 
∂B∂t  

Conservation du flux         ∇ . B  = 0 

Maxwell-Ampère               ∇˄H  = Jc + 
∂D∂t  

E and H: electric and magnetic fields  
D and B: electric and magnetic induction  
Jc and ρ: density of conduction currents and electric charge. 
➢ Presentation of the self-excited induction generator 

The machine studied is an asynchronous squirrel-cage 
machine, whose characteristics are shown in the table below: 

Table I. Characteristics of the machine studied. 

Asynchronous generator  

Rated power 400 Kw 

Rated voltage  400 V 

Rated speed  1500 
tr/min 

Operating 
temperature  

75°C 

Frequency  50 Hz 

Coupling type delta 

 
Table II. Stator and rotor characteristics of the generator studied. 

 
Stator parameters Rotor parameters 

Outside diameter 
of stator core  

580 mm 
Rotor core 

outer diameter 
397.2 
mm 

Stator core inner 
diameter  

400 mm 
Rotor core 

inner diameter 
140 
mm 

Stator core length  690 mm 
Stator core 

length 
690 
mm 

Number of stator 
core slots 

72 
Number of 
rotor bars 

56 

 

 

Fig 3. Stator and rotor of the generator studied. 
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Fig 4. Rotor bar and slot structure 
 

Table III.  Slot and rotor bar parameters 

 

 Stator slot Rotor bar  

Parameters Value unite 

Hs0 1.2 6.8 mm 

Hs1 0.05 0 mm 

Hs2 34 25 mm 

Bs0 4.6 3.5 mm 

Bs1 9.03 10 mm 

Bs2 12 8 mm 

After designing the generator model, we install a capacitor 
bank in the stator windings to provide the reactive power 
needed to operate the generator. The value of the self-
excitation capacitance is set at 500µF for all the tests carried 
out.  

 
Fig 5. Overview of the study system 

IV. Performance of the self-excited induction generator 

The SEIG model is simulated at a constant speed of 1570 
rpm. To initiate the voltage rise, a small stator current of 1A 
is used, representing the initial magnetic flux required in the 
machine core. The SEIG voltage cannot be generated without 
this current. The model developed is tested and verified for 
various operating conditions. 
- no-load  
For a no-load test, the figure below shows the evolution of 
the electrical quantities: voltage and balanced three-phase 
current. 

 

 

 

 
Fig 6. Evolution of electrical quantities without load 

The results obtained show that the electrical quantities 
current, and voltage pass through a self-excitation time 
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lasting around 2s. The induced voltage rises in 
exponential form, stabilizing at a fixed value 
corresponding to the steady-state operating point set by 
the saturation of the magnetic circuit. The stator current 
is identical in form to the voltage. Once the quantities 
have stabilized, they remain constant as long as operating 
conditions do not change significantly.  

 

- Resistive load 
Keeping the same characteristics used for no-load 
operation. At time t= 4s, we will connect a 3 ohm balanced 
three-phase load. 

 

Fig 7. Evolution of electrical quantities with resistive load 

At t=4s, when the load R is introduced, there is a noticeable 
decrease in the phase voltage value and a simultaneous 
increase in the phase current value. 

- RL load 

In this second case, we introduce a load RL balanced at time 
t=4s, and keep the same characteristics as before, with a 
resistance of value R= 3 ohm and an inductance of value L= 
10-4H. 

 
Fig 8. Evolution of electrical quantities with RL load 

 
The results obtained for the RL load are similar to those 
obtained for an R load. As with the resistive load, connecting 
an RL load induces a drop in voltage and an increase in phase 
current, but the latter is more pronounced in the case of an RL 
load, due to the demagnetizing nature of the load current 
flowing through the inductance. The introduction of an 
inductive load results in the consumption of reactive energy. 
- variable speed 
For the last case, we set the capacitance value to C = 500µF, 
and the load value to R= 3 ohms, then created a variable speed 
profile as shown in the figure below. 

 
Fig 9. Variable speed profile 
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Fig 10. Evolution of electrical quantities with variable speed profile 

 
The speed variation of the rotor affects the electrical 
properties of the induction generator. If the speed increases, 
the current and voltage also increase, while they decrease if 
the speed decreases. 

V. Conclusion 

A self-excited induction generator is an excellent option for 
generating electricity in remote areas where grid connection 
is not possible. It can operate autonomously without relying 
on an external power source, making it perfect for isolated 
applications. Additionally, its robust construction enables it 
to withstand harsh environmental conditions. Modelling this 
generator using the finite element method offers numerous 
advantages, including the ability to optimize its design for 
maximum efficiency and predict its behavior under differing 
operating conditions. This approach also reduces 
development costs and improves the generator's durability. 
Based on the results obtained from various performance tests, 
we conclude that the self-excited induction generator can 
operate under different load conditions and at varying rotor 
drive speeds. As a result, it is particularly suitable for 
versatile and reliable use in a variety of industrial 
applications. Furthermore, its finite-element-optimized 
design ensures high energy efficiency and a long service life, 
making it a cost-effective and sustainable choice for users. 
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Abstract_ The goal of this work is to investigate the effects of 
open-circuit and short-circuit failures in DC/DC converters on 
all solar system components linked to electrical networks. The 
model under consideration is realized using the 
Matlab/Simulink programmers, and the findings produced are 
confirmed by it. 
Keywords_ photovoltaic system, faults, impacts, short circuit, 
open circuit, DC/DC converter. 
I. Introduction 
Because of the rapid industrial development, the problem of 
energy scarcity is becoming increasingly acute. Because the 
world's energy consumption is primarily provided by non-
renewable energies, and because these are finite, energy 
strategies aimed at increasing the efficiency of electrical 
systems are being implemented. with the goal of increasing the 
efficiency of electrical systems, As a result, several nations 
have shifted to renewable energy (hydraulic, wind, sun, 
biomass, geothermal, and tidal) [1,2]. 
Among these green energies, solar photovoltaic energy has 
garnered the greatest attention due to a variety of stimulating 
reasons, including lower production costs and support 
regulations. These motivators make the return on investment of 
a solar installation more appealing [3]. Unfortunately, like with 
any other industrial process, a photovoltaic system might be 
confronted with various faults and anomalies during operation, 
resulting in a loss in system performance and, in extreme cases, 
total system unavailability [3].  
In this paper, we will look at the effects of open and short circuit 
faults in dc/dc converters on the various components of a solar 
system. 
II. Modeling the photovoltaic system connected to the 
electrical networks 
The photovoltaic energy production system consists of a 
photovoltaic panel that converts luminous energy into 
continuous current, which then passes through a boost hacheur 
to increase its value before being converted into alternate 
current and connected to the network. Figure 1 depicts a typical 
photovoltaic system structure [4]. 

 
Fig1: Grid-connected photovoltaic system. 

 
• Model of PV cell 

 
Fig2: Equivalent circuit of a PV solar cell. 

 
By multiplying the IPV current by the voltage V, we obtain the 
electrical power produced by a PV cell. The IPV current is 
given by 
 

I= Ipv -I0 [exp ቀ�+�௦ ��௧ � ቁ −  1] - 
�−�௦ ���                        () 

With:  
Ipv = the photovoltaic current of the installation 
Io = photovoltaic current of the system 
Vt = thermal voltage of the generator 
Rs = equivalent series resistance 
Rp = equivalent parallel resistance 
a = generally 1≤ a ≤1.5 and the choice depends on the other 
parameters of the I-V model [5]. 
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• Performance of the healthy PV system 

 
 

  

 

 
Fig3: Electrical values on the PV side and on the dc/dc 

converter side. 
III Impact of O-C and S-C faults on the PV system  
The photovoltaic systems are confronted during their operation 
with various faults and that at various levels of the production 
chain, the faults which are repeated most often are the faults 
circuit-open and short-circuit at the level of the power switches 
of the dc/dc converters. 

• Open circuit 

At the time t=0.5s we cause the opening of the switch (IGBT) 
by blocking the control sequences in the 0 state. 

 
Fig4: Duty cycle during the O-C fault. 
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Fig5: Voltage Vpv Vdc Vabc Vabc_network during the O-C fault. 
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Fig6: Current Ipv Idc Iabc Iabc_network during O-C fault. 

 

 
Fig7: Power Ppv Pdc Pabc Pabc_network during the O-C fault. 

 
• Short circuit  

At time t=0.5s we cause a short circuit fault on the switch 
(IGBT) by blocking the control sequences in state 1. 
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Fig8: Duty cycle during the S-C fault. 

 

 

 
 

   
Fig9: Voltage Vpv Vdc Vabc Vabc_network during the S-C fault. 
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Fig10: Current Ipv Idc Iabc Iabc_network during S-C fault. 

 

 

430 FT/Boumerdes/NCASEE-24-Conference



 
Fig11: Power Ppv Pdc Pabc Pabc_network during the S-C fault. 

 
IV. Discussion of the results 
We can see from the results that an open circuit fault causes an 
increase in the voltage Vpv, which corresponds to the voltage 
in fault, and Vdc also increases at a voltage imposed by the 
inverter's input, the currents Ipv and Idc are cancelled, giving a 
power Ppv and Pdc of zero, and the quantities are disturbed in 
the same way at the inverter's output. 

The short circuit fault increases the current Ipv to an excessive 
(dangerous) value and cancels the voltage Vpv; the dc/dc 
converter likewise experiences a disturbance at the level of the 
voltage Vdc only at the time of the fault; the current Idc, as well 
as the powers Ppv and Pdc, are cancelled. 
V. Conclusion and perspective   
In this work we have studied the impacts of the open-circuit and 
short-circuit faults of the IGBT switches of the dc/dc converters 
on all the components of the photovoltaic conversion chain, we 
conclude that the open-circuit fault does not have a destructive 
effect on the system however it can create a decrease in the 
performances, while the short-circuit fault has a dangerous 
effect on the installation because it can lead to its total 
dysfunction. This is why it is essential to implement a 
diagnostic and reconfiguration system in order to guarantee the 
protection of all the elements and their continuity of service. 
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Abstract—The harmful effects of fossil fuels, namely coal, oil 
and gas, on living creatures and the environment have led the 
world to turn to greener alternatives, by increasing the 
integration of renewable energy sources (RES) into power 
systems. Despite the allure of a greener future, the large-scale 
integration of these RES still faces many obstacles, mainly due 
to the irregular nature of most of these sources, in addition to 
their geographical limitations. A key solution to this problem is 
the adoption of the concept of hybrid renewable energy systems 
(HRES), where more than one green source is employed in the 
same system, in addition to the inclusion of energy storage 
devices (ESD). However, these HRES increase the complexity of 
the system, making the energy management strategy for these 
systems extremely important in order to achieve the best 
performance. This research was carried out on simulations of 
photovoltaic/wind/battery systems connected to the main 
electricity grid, studying their optimization using several 
intelligent metaheuristic approaches. Numerous algorithms, 
including particle swarm optimization (PSO) and the whale 
optimization algorithm, were applied by the energy 
management system (EMS) to optimize the energy flow based 
on economic analysis. The EMS returns the optimal operating 
cost of the system, given the limited renewable energy 
generation, load demand and energy prices. The comparative 
analysis demonstrates the superiority of the PSO over other 
methods, offering the lowest cost, greater resilience, and higher 
reliability. The results of the study highlight the importance of 
choosing the right algorithm for energy management in HRES, 
as it has a significant impact on the overall profitability and 
sustainability of the system. 

Keywords—hybrid renewable energy system, energy 

management system, energy storage device, particle swarm 

optimization, system operating cost 

I. INTRODUCTION  

The rapid growth in global energy consumption, fueled by 
demographic expansion and significant technological 
advances, highlights the urgent need to improve energy 
production capacity. However, in meeting this demand, the 
energy sector is becoming a major contributor to 
environmental challenges, particularly the increase in 
greenhouse gas emissions, principally CO2, which is 
accelerating climate change and causing global warming [1]. 
This growing demand for energy, combined with the harmful 
effects of fossil fuels, is forcing us to switch to new, green, 
and renewable energy sources. Renewable energies exploit 
natural processes such as solar and wind power, which are 
constantly renewed and are widely available, making them 
sustainable sources. 

Unlike fossil fuels, RES such as solar, wind, hydro, 
geothermal, biomass and others do not contribute to 
environmental degradation and climate change, as they 

produce negligible amounts of greenhouse gas emissions [2]. 
The transition to RES is extremely important for reducing 
dependence on fossil fuels and non-renewable sources, 
ensuring energy security, and mitigating the health and 
environmental problems caused by traditional sources of 
energy production. As technology advances, RES become 
more efficient and cost-effective, offering a promising 
solution for a sustainable energy future [3].  

Although RES offer considerable advantages, 
dependence on a single source does not always guarantee the 
sustainability and reliability of the energy, given the 
intermittent nature of these resources. If we take solar energy 
as an example, solar irradiation is absent at night, resulting in 
zero energy production by photovoltaic panels, in addition to 
cloudy days when energy production decreases and fluctuates 
according to the weather.  

A key strategy for mitigating the intermittency and 
variability inherent in RES is the deployment of hybrid 
systems. By integrating two or more different types of RES, 
a hybrid system can take advantage of the complementary 
nature of the integrated sources to create a more reliable and 
continuous energy supply [4]. For example, solar power tends 
to be abundant on clear, sunny days, but its availability 
decreases at night or on cloudy days, while wind power often 
peaks during colder seasons or when the sky is overcast, thus 
balancing out the solar resource. Combining these two forms 
of energy results in more stable and consistent energy 
production [1]. 

In addition, energy storage devices (ESDs), including 
batteries, supercapacitors, fuel cells and pumped water 
reservoirs, are integrated into HRES to store excess energy 
produced during periods of low demand or when renewable 
energy production exceeds consumption requirements 
[1],[5]. These storage systems play a crucial role in 
improving the overall performance and flexibility of the 
energy system, as they allow energy produced during periods 
of peak renewable energy production to be stored for later use 
when production is low [5]. ESDs can be used in a wide range 
of power generation systems, from large-scale industrial to 
small-scale residential applications, as discussed in [6]. 
However, the true potential of HRES can only be realized by 
effectively managing the complex combination of its 
components to optimize efficiency, reliability, sustainability, 
and power quality [7]. This complexity highlights the 
importance of advanced energy management systems (EMS), 
which play a central role in coordinating the generation, 
storage and distribution of energy to ensure that the hybrid 
system performs at its best while meeting the dynamic 
demands of the grid.  
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 Given the diversity and intermittency of energy sources 
in HRES, as well as the integration of various ESDs and other 
system components, EMSs are essential to ensure efficient 
operation. EMSs are responsible for coordinating and 
controlling the flow of energy between all units in the system, 
optimizing performance, minimizing costs, and ensuring that 
energy is used efficiently [1], [6], [8], [9]. One of the main 
functions of an EMS is to manage the dynamic balance 
between energy production, storage, and consumption, which 
is essential to maintain grid stability and prevent 
inefficiencies or energy shortages [10]. Researchers in [11] 
argue that accurate forecasting in EMS is increasingly 
important to optimize the balance between energy supply and 
demand, reduce operating costs and ensure the reliability and 
efficiency of hybrid renewable energy systems. By 
intelligently controlling this energy distribution, EMSs help 
to maximize the reliability and efficiency of HRESs while 
maintaining system security. In addition, EMSs make a 
significant contribution to the overall stability of the grid by 
ensuring that energy is delivered consistently to end users 
without disrupting the balance renewable generation and 
demand, thus enabling a smoother integration of renewable 
energy into the broader energy infrastructure [1],[10]. 

The rest of this paper is organized as follows:  
• The second part is designated to the system 

description of the studied HRES. 
• The third part discusses the EMS applied for our 

HRES, mentioning the utilized optimization 
algorithms, and presenting the simulation 
results. 

• The last part is a conclusion, summarizing the 
key points about this study.  
 

II. HYBRID RENEWABLE ENERGY SYSTEM DESCRIPTION 

 
Despite significant technological advances in different 

RES, as well as significant progress in cost reduction and 
policy incentives for the integration of RES into power 
systems, relying on a single RES does not fully achieve the 
energy sector's main objectives of sustainable and efficient 
power generation. This is largely due to the challenges 
inherent in each RES [1]. A HRES is an electricity generation 
framework that integrates two or more RESs to achieve more 
efficient, sustainable and consistent electricity generation. 
HRES can integrate energy storage systems (ESS) to store 
excess energy and manage periods of high demand. They 
offer a significant solution to the challenges posed by 
dependence on a single energy source, particularly when they 
combine complementary sources such as wind and solar 
power. HRES help to stabilize electricity grids, improve 
energy availability and provide electricity to rural and remote 
areas that do not have access to the main electricity grid [3].  
In this study, a hybrid system consisting of PV and wind 
sources, due to the efficiency and complementary nature of 
these sources, together with an ESS battery was selected, as 
shown in Fig. 1. The system is used in a grid-connected 
configuration, as it has a connection to the main electricity 
grid to import energy when needed. The power profiles of the 
system under study are shown in Fig. 2, which presents the 
production and demand. The power output of the 
photovoltaic system varies from 25kW to 80kW, while the 

wind power fluctuates between 20kW and 50kW. On the 
demand side, the load power varies from 60kW to 115kW at 
peak times.   

 

III. ENERGY MANAGEMENT SYSTEM 

Combining several RESs in a hybrid system holds great 
promise for achieving reliable and sustainable energy 
production. However, this approach presents a few 
challenges, energy management being one of the most 
pressing. The inclusion of additional RESs and energy 
storage units increases the complexity of the system, 
requiring advanced mechanisms to effectively manage 
energy and power flows. An effective Energy Management 
System (EMS) is essential to meet these challenges, as it 
governs the flow of energy in real time within the HRES 
components and between the HRES and the main grid [12].  

The main objectives of an EMS are to meet demand, 
reduce operating costs, improve component life and 
maximize overall efficiency. With the energy sector placing 
greater emphasis on sustainability and efficiency, the role of 
energy management has grown rapidly, leading to the 
development of various EMS models and optimization 
techniques [13].  

To assess the performance of a specific HRES system, it 
is essential to have clearly defined measures and indicators. 
These measures are used to evaluate the effectiveness of the 
EMS solutions and the algorithms used for control and 
management. For HRES, assessment typically involves three 
key categories of indicators: economic, environmental and 

 

Figure.1. PV/Wind/Battery HRES configuration.  

 

 

Figure.2. Generated power profiles.  
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technical, each of which provides a critical insight into the 
performance of the system [1]. 

A. Applied Algorithms 

Given the crucial role and wide implementation of EMS, 
a variety of methods have been developed and applied to 
address the associated challenges. Optimization algorithms 
can be classified as follows: classical methods, metaheuristic 
methods, intelligent methods, stochastic and robust methods, 
computational methods, model predictive control (MPC) 
methods, as well as hybrid methods [1]. In this study, the 
focus is on metaheuristic approaches, as they are high-level 
optimization techniques inspired by natural or evolutionary 
processes, known for their ability to efficiently explore 
complex and multidimensional search spaces and provide 
global optimal solutions [14]. The metaheuristic algorithms 
applied are Particle Swarm Optimization (PSO), Genetic 
Algorithm (GA), Whale Optimization Algorithm (WOA) and 
Grey Wolf Optimization (GWO). 

 

B. Simulation Results 

In this study, we examined and explored several 
metaheuristic optimization techniques, as mentioned in the 
previous section, to achieve the objective of minimizing the 
overall operating cost of the system based on a fixed PV price 
of 6.5DZD/kWh, a fixed wind price of 4DZD/kWh, and a 
dynamic grid price as shown in Fig. 3.   

The simulation was carried out over a period of 5time 
samples, as shown in the previous figures, and the results are 

presented in Table 1, where it can be seen that the PSO 
method achieved the best overall cost of 3522.5DZD/kWh. 

The graph of the best fit function of the PSO algorithm is 
shown in Fig. 4. The selected swarm size was 30 and the 
maximum number of iterations was 250. The first randomly 
generated value was about 3830DZD/kWh, the value 
continuously decreased for about 175 iterations where the 
simulation of the algorithm stopped, not because it reached 
the maximum number of iterations, but because of the relative 
change of the objective value which became smaller than the 
specified tolerance (10-6). The final best fit obtained was 
3522.5DZD/kWh. 

IV. CONCLUSION 

        As sustainability imperatives increase, the use of RES in 
energy production becomes essential. Hybrid renewable 
energy systems that combine multiple energy sources can 
effectively address challenges such as intermittency and 
geographical limitations. However, an efficient EMS is 
essential for the HRES to reach its full capacity. In this study, 
a grid-connected PV/wind/battery hybrid system was 
simulated and optimized using several intelligent 
metaheuristic algorithms such as PSO, WOA, GWO and GA. 
This study shows the superiority of PSO over other methods 
for achieving the minimum operating cost. In future work, 
other evaluation criteria could be used, with the possibility of 
involving other optimization techniques. Several weather 
scenarios could be applied to further test the effectiveness of 
the applied optimization algorithms. 
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Abstract— Flashover High-voltage insulator flashovers due 

to surface pollution represent a significant challenge in power 

systems. This study identifies and classifies arcing discharges as 

precursors to flashover events using advanced image processing 

techniques combined with a Support Vector Machine (SVM) 

classifier. Discharge images were obtained from video 

recordings of flashover experiments conducted on a flat 

insulator model under various contamination levels. The 

proposed method processes a large dataset of discharge images 

in four key steps: (1) acquisition of RGB images, (2) calculation 

of fractal dimensions for the red, green, and blue histograms, (3) 

extraction of Gray Level Co-occurrence Matrix (GLCM) 

features, and (4) computation of eight morphological indicators 

that describe discharge behavior. These indicators are fed into 

the SVM classifier to distinguish between images with and 

without arcing discharges. By leveraging image analysis as a 

primary diagnostic tool, this approach eliminates the need for 

extensive physical instrumentation and time-intensive testing, 

offering a reliable and efficient solution for assessing discharge 

activity and monitoring the risk of flashovers on polluted 

insulators. 

Keywords—Fractal, Electrical discharges, GLCM, HV 

insulator model, RGB images.  

I. INTRODUCTION  

High-voltage insulators play a crucial role in maintaining 
the reliability of power transmission networks by preventing 
unintended current flow between conductive parts [1]. 
However, under harsh environmental conditions, these 
insulators can accumulate contaminants that compromise 
performance. The buildup of pollutants on the insulator 
surface increases the risk of flashover, a phenomenon in which 
intense electrical discharge crosses the insulator surface, 
creating sudden and potentially destructive arcs [2]. This 
flashover not only disrupts power distribution but can also 
significantly damage the insulator and surrounding equipment 
[3]. 

Detecting and monitoring arc discharges on insulators is 
essential for predictive maintenance, reducing equipment 
failures, and ensuring power grid reliability. Traditional 
methods for detecting arc discharges primarily rely on leakage 
current measurements and visual inspections [4-8]. Although 
these methods can be effective, they often lack the precision 
and sensitivity required for real-time monitoring, particularly 
in dynamic environmental conditions. 

Recent research has explored advanced feature extraction 
techniques based on imaging [8,6] to enhance detection 
accuracy. While fractal dimension analysis has already 
demonstrated effectiveness in describing the complex patterns 
of discharge events [9], our approach introduces GLCM 
features in this context for the first time, enabling more 

detailed texture analysis. The fractal dimension measures the 
irregularity and complexity of discharge patterns, while 
GLCM features provide essential texture information for 
discharge image analysis. 

The gray-level co-occurrence matrix (GLCM) has been 
widely used in various fields for feature extraction, 
particularly in image analysis and pattern recognition [10]. By 
analyzing spatial relationships between pixels, the GLCM 
captures textural information such as contrast, correlation, 
energy, and homogeneity, effectively describing image 
variations and structure [11]. Several studies have shown 
GLCM’s effectiveness in classification and pattern detection 
applications, highlighting its potential for detailed analysis of 
complex structures [12]. 

In this paper, we propose an innovative approach 
combining fractal dimension and GLCM features to identify 
and classify arc discharges on contaminated high-voltage 
insulators. The extracted features are used as inputs to an SVM 
classifier, enabling the categorization of discharges into arc 
and no-arc classes. This technique aims to enhance discharge 
detection accuracy and offer a robust solution for real-time 
monitoring of high-voltage insulators. 

II. METHODOLOGY 

A.  Experimental Setup 

The experiments were conducted using a high-voltage test 
transformer rated at 300 kV, 50 kVA, and 50 Hz, powered by 
a regulating transformer with specifications of 220 to 500 V, 
50 kVA, and 50 Hz. The laboratory setup included a glass 
plate model measuring 500 mm by 500 mm by 5 mm. Two 
aluminum foil electrodes, each 500 mm by 30 mm by 0.003 
mm, were placed on the high-voltage and ground sides. The 
spacing between these electrodes corresponds to the leakage 
path of a 1512 L cap-and-pin insulator, measuring 292 mm. 
Discharge images were captured using a full HD camera. A 
pollutant solution, composed of distilled water and NaCl, was 
uniformly and continuously applied to the model surface. The 
chosen pollution conductivity values were 0.003, 0.03, 0.3,3, 
and 10 mS/cm. 

To effectively monitor the flashover phenomenon on a 
planar insulator model, it is essential to carefully observe and 
analyze the sequence of events that lead up to this critical 
discharge. As detailed in [6], the discharge process on an 
outdoor insulator can be divided into seven key stages: No 
obvious arc discharge, Weak purple Spark, Purple discharge 
in the shape of brushes, Short local arc discharge, Dense small 
arc discharge, Bright main arc discharge and Intensive red 
main arc discharge. Using the experimental setup depicted in 
Fig. 1, with a conductivity of 3µS/cm, the voltage was 
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gradually increased from 0 kV to the flashover threshold of 85 
kV at a rate of approximately 2 kV/s. We meticulously tracked 
the evolution of the flashover from the initial spark to the final 
discharge. The results of this progression are presented in Fig. 
1. 

  

            40kV (no_arc)                       46kV (no_arc) 

  

            60kV (no_arc)                         68kV (arc) 

  

            77kV (arc)                                83kV (arc) 

  

            84kV (arc)                               84.5kV (arc) 

 

85kV (arc)                        

Fig. 1. Flashover Progression From Initial Spark to Final Discharge. 

The most critical step in building our algorithm is the 
extraction of feature vectors, which will serve as inputs to the 
SVM classifier. This allows us to classify discharge images 
into two categories: arc and no-arc. By carefully selecting and 
extracting relevant features, we aim to enhance the 
classifier’s accuracy, ensuring reliable categorization and 
effective differentiation between arc and no-arc discharges. 

B. Fractal Dimension Calculation of RGB Histograms in 

Discharge Images 

Fractal theory [13] and the concept of fractal dimension 
[14] play a fundamental role in analyzing complex 
phenomena, where irregular and fragmented features cannot 
be accurately described using traditional geometry. 
Specifically, the fractal dimension quantifies the degree of 
complexity or irregularity of an object by assessing how 

details multiply across different scales [14]. In the case of 
electrical discharges, discharge patterns exhibit fractal 
characteristics due to the random and irregular distribution of 
discharge arcs, making the fractal dimension especially 
suitable for analyzing and characterizing these events [9]. 

For electrical discharge images, histograms of the red (R), 
green (G), and blue (B) components represent variations in 
light intensity for each colour channel (see Fig. 1). These 
variations correspond to stages in the discharge process, from 
the initiation of arc formation to full propagation. At each 
stage, the distributions of R, G, and B component values can 
change significantly, providing insights into the progression 
of the discharge event [15]. 

 

Fig. 2. RGB Channel Histograms of Discharge Images at Different 

Flashover Stages. 

Fig. 2 shows the RGB channel histograms of three 
discharge images captured at different stages of the flashover 
process. These histograms illustrate the distribution of 
intensity values for each color channel — red (R), green (G), 
and blue (B) — offering insights into how the intensity of each 
color changes as the discharge evolves. 

Distinct shifts in the amplitude and spread of intensity 
values across the RGB channels are noticeable at each stage. 
These variations indicate a relationship between the intensity 
distribution in each RGB channel and the specific phase of the 
discharge. The progressive changes in histogram shapes 
reveal the unique characteristics of each phase, from the initial 
formation of arcs to their full propagation. 

This analysis of histogram variations enables us to 
calculate fractal dimensions (FD) for each RGB channel, 
providing a quantitative measure of complexity at each 
discharge stage. These FDs are then incorporated into our 
feature vectors, which are used as inputs to the SVM classifier 
to categorize the discharge images into two groups: arc and 
no-arc. 

C. Analysis of GLCM Features for Discharge Classification 

      The Gray-Level Co-occurrence Matrix (GLCM) is a 

statistical method used in image analysis to assess spatial 

relationships between pixel intensities. Initially developed to 
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capture texture information, the GLCM counts the frequency 

of pixel pairs with specific intensity values and a defined 

spatial relationship within an image [16]. This approach 

enables texture quantification, a critical aspect in fields such 

as pattern recognition, image classification [17], and texture-

based segmentation [18]. 

Electric discharge images often display unique textures due 

to the irregular distribution of arcs and discharge patterns. 

These textures contain spatial relationships between pixels 

that reflect the underlying physical processes of the 

discharge. GLCM analysis of these images enables the 

capture and quantification of textural features, allowing for 

the identification of subtle variations in discharge patterns. 

This analysis helps us track the different phases of the 

flashover process and classify discharge images for real-time 

monitoring. 

The main characteristics derived from the GLCM are as 

follows [16], where ݅  and ݆  represent the row and column 

indices in the Gray-Level Co-occurrence Matrix (GLCM), 

corresponding to the intensity levels of pixel pairs within the 

image. �ሺ݅, ݆ሻ  is the matrix element at the position ሺ݅, ݆ሻ , 

which indicates the normalized frequency (or probability) 

that a specific pixel pair ሺ݅, ݆ሻ occurs with the given spatial 

relationship:  

Contrast quantifies the intensity difference between a pixel 

and its neighbor over the entire image. It emphasizes texture 

variations, particularly in highly contrasting areas. 

ݐݏ�ݎݐ݊�  =  ∑ ሺ݅ − ݆ሻ2�ሺ݅, ݆ሻ               ሺͳሻ,               

Correlation measures the linear dependency of gray levels 

on neighboring pixels, giving insight into the structural 

layout of textures. 

݊݅ݐ�݈�ݎݎ�  =  ∑ (݆݅�ሺ݅, ݆ሻ) − �௫�௬, �௫�௬                ሺʹሻ 

 

Where �௫, �௬, �௫, and �௬ are means and standard deviations 

of row and column sums.             

Energy represents the uniformity of the image, with higher 

values indicating homogeneous areas. �݊�ݎ�� =  ∑ �ሺ݅, ݆ሻ2               ሺ͵ሻ,  

Homogeneity assesses the proximity of element 

distributions to the diagonal in the GLCM, indicating 

smoother textures. �ݐ݅�݊��݉� =  ∑ �ሺ݅, ݆ሻͳ + |݅ − ݆|               ሺͶሻ,  

Entropy captures the randomness in the texture, where 

higher values suggest more complexity. �݊ݎݐ� =  ∑ �ሺ݅, ݆ሻ, log(�ሺ݅, ݆ሻ)               ሺͷሻ 

To extract these GLCM features in MATLAB _Contrast (C), 

Correlation (Co), Energy (E), Homogeneity (H), and Entropy 

(En)_ we followed the following steps: First, the RGB 

discharge image is converted to grayscale. Then, the GLCM 

is computed using the graycomatrix function [19], specifying 

the desired orientation and pixel-pair distance. Next, 

graycoprops [20] are used to calculate Contrast, Correlation, 

Energy, and Homogeneity from the GLCM. Finally, Entropy 

is computed manually by summing the product of each 

GLCM element with its logarithm. 

D.  SVM Classification Method 

One of the most widely used classification methods in 
machine learning is the Support Vector Machine (SVM) 
algorithm, which has been successfully applied and discussed 
across diverse fields [21]. SVM is widely recognized for its 
high accuracy and robustness as a classifier, especially for its 
ability to manage linear and non-linear classification tasks 
[21]. The key strength of SVM lies in its ability to identify an 
optimal hyperplane that maximizes the margin between 
different classes, thereby achieving effective class separation. 

SVM can employ kernel functions, such as linear, 
polynomial, radial basis function (RBF), and sigmoid, to 
transform the input space and enable separation even when 
data is not linearly separable in its original form [22].  

We used Support Vector Machines (SVM) to classify 
discharge images into arc and non-arc categories. The feature 
vector incorporates the FD of the R, G, and B histograms 
along with GLCM-based texture features (Contrast, 
Correlation, Energy, Homogeneity, and Entropy), which 
capture intensity distribution and texture. This approach 
leverages SVM's strength in maximizing class separation and 
improving classification accuracy. 

E.  Proposed Algorithm 

This section is dedicated to explaining the various steps 
of the proposed algorithm for monitoring electric arcs, aimed 
at detecting arc discharges on a flat insulating surface. The 
algorithm consists of 4 steps. The first step involves acquiring 
RGB images of discharges from the experimental setup. 
Next, the FD of the R, G, and B histograms are calculated, 
followed by converting the RGB image to grayscale. From 
this grayscale image, the gray-level co-occurrence matrix 
(GLCM) is computed, allowing us to extract the specific 
features: contrast, correlation, energy, homogeneity, and 
entropy. At the end of this step, we obtain an 8-element 
feature vector. Finally, these features serve as inputs for the 
SVM supervised classification method. The flowchart of the 
proposed algorithm is presented in Fig. 3. 

 For developing a dependable pattern recognition system 
to monitor insulator flashover, employing advanced 
classification techniques is key, especially when handling 
extensive data collection. In this study, a large image 
database was generated from flashover process videos. This 
database was divided, with 80% of images assigned for 
training and the remaining 20% for testing. The Support 
Vector Machine (SVM) algorithm, renowned for its 
accuracy, was chosen to ensure precise categorization. Each 
image was meticulously labeled: images displaying only 
brightness, without arc discharges, were marked as "non-arc 
discharge."  

On the other hand, those containing any degree of arc 
discharge, even minimal, were classified as "arc discharge." 
To maintain balance during training and testing, the classes 
were adjusted to similar sizes, with 400 images allocated to 
each category out of 800. This balanced distribution enhances 
the classifier's ability To distinguish accurately between arc 
and no-arc discharges, ensuring a robust evaluation. 
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Fig. 3. Flowchart of the proposed Algorithm. 

III. RESULTS 

This section presents the results obtained from applying 
the proposed image processing algorithm. 

In this study, the FD of the R, G, and B histograms are 
calculated using a box-counting algorithm [23], allowing the 
complexity and spatial distribution of color levels in each 
histogram to be evaluated. This algorithm divides the image 
into a grid of variable-sized boxes and counts the number of 
boxes required to cover the structure within the histogram at 
different scales. Fig. 4 shows the variation in fractal dimension 
for the R, G, and B histograms as a function of applied voltage, 
for a pollutant solution conductivity of 3 µS/cm. 

Fig. 4 illustrates the variations in the FD of the RGB 
histograms of discharge images as a function of applied 
voltage. As voltage increases, the FD for each colour channel 
(R, G, and B) displays distinctive trends, highlighting changes 
in the texture and complexity of the discharge patterns. These 
variations suggest that the complexity of each color 
distribution evolves with the discharge process, reflecting the 
intensifying and spreading characteristics of arcs at higher 
voltages. A rise in the FD generally indicates a more irregular 
and complex distribution of intensity levels within the RGB 
channels, corresponding to the increased turbulence and 
spatial distribution of the discharge. This information allows 
for a more detailed characterization of each phase of the 
discharge, and the calculated FD from each channel’s 
histogram can serve as robust features for SVM classification, 
effectively distinguishing arc from no-arc discharge images. 

 

Fig. 4. Fractal Dimension Analysis of RGB Histograms about Applied 

Voltage for Discharge Stages. 

The extracted GLCM features—Contrast, Correlation, 
Energy, Homogeneity, and Entropy—provide a powerful set 
of characteristics to represent the texture of discharge images 
(see Fig. 5).  

 

Fig. 5. Variation of GLCM Features with Applied Voltage for Discharge 

Classification. 

Fig. 5 shows the variation of GLCM features—Contrast 
(C), Correlation (Co), Energy (E), Homogeneity (H), and 
Entropy (En)—as a function of the applied voltage, illustrating 
how these textural attributes evolve with increasing voltage 
and capturing the transition from no-arc to arc discharges. 

Below 65V, contrast remains relatively low, indicating 
limited variation between neighboring pixels in the discharge 
images. However, as the voltage surpasses this threshold, the 
contrast noticeably increases, particularly from 68V onward. 
This suggests that arc-type discharges create more 
pronounced intensity differences linked to stronger local 
variations. 

Below 65V, correlation values are relatively low (e.g., 
0.6558 at 40V) but increase sharply as the voltage reaches and 
exceeds this threshold. At 84.5V and 85V, correlation 
approaches near-perfect values (0.9946 and 0.9949), 
indicating a highly predictable relationship between 
neighboring pixel intensities in arc-type discharges. This 
pattern demonstrates that arcs produce more structured and 
repetitive textures. 
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Energy is high at lower voltage values (e.g., 0.9572 at 
40V), indicating a uniform texture. However, when voltage 
exceeds 65V, energy starts to decrease, reaching low values 
(e.g., 0.1999 at 84.5V). This decrease reflects the increased 
complexity of arc discharge textures, where pixel intensities 
are less uniform. 

Like energy, homogeneity values remain high at low 
voltage levels, indicating smooth intensity transitions. When 
voltage surpasses 65V, homogeneity slightly decreases (e.g., 
0.9790 at 83V), indicating sharper changes in texture. Lower 
homogeneity in arc discharges corresponds to the random and 
dynamic nature of arc patterns. 

Entropy is low at lower voltage values (e.g., 0.1531 at 
40V) but increases significantly at higher voltages, reaching 
values of 1.8442 and 2.0255 at 84.5V and 85V. This increase 
in entropy suggests that arcs produce a more complex and 
unpredictable texture, marked by greater disorder. 

These variations indicate that each GLCM feature 
effectively captures the transition between no-arc and arc 
discharges. By integrating these features into the feature 
vector for the SVM classifier, this distinction can be leveraged 
to classify discharge types. 

In this study, the eight calculated indicators from each 
image in the database are utilized as inputs for the SVM 
classification method, where the output determines whether an 
arc discharge is present on the insulating surface. To achieve 
effective results, a straightforward configuration is applied to 
the classification algorithm, with SVM employing a linear 
kernel function. This setup yields a high recognition rate of 
96.88%, representing the proportion of images accurately 
classified within the test database. 

A recognition rate of 96.88% for the SVM classifier 
indicates that the model is highly effective at accurately 
identifying arc discharge events on insulating surfaces from 
the test images. This high accuracy suggests that the features 
used for classification—such as the fractal dimensions and 
GLCM-based texture features—are well-suited for 
differentiating between images with and without arc 
discharges. 

IV. CONCLUSION 

In this study, we presented a comprehensive approach for 
monitoring and diagnosing the surface condition of a polluted 
flat insulator by extracting discharge images and classifying 
them into two distinct categories: arc and non-arc discharges. 
The method systematically extracts feature vectors 
comprising eight elements, including the fractal dimensions 
(FD) of the red, green, and blue histograms, alongside key 
GLCM features such as Contrast, Correlation, Energy, 
Homogeneity, and Entropy. 

These features were classified using a Support Vector 
Machine (SVM), which achieved an impressive recognition 
rate of 96.88%. This high accuracy underscores the robustness 
of the SVM model in discerning the complex relationships 
present in the data, highlighting its potential for real-time 
monitoring applications in electrical engineering. 

Our findings indicate that integrating advanced image 
processing techniques with machine learning algorithms can 
greatly improve diagnostic capabilities for insulator 
maintenance. This research not only contributes to the field of 
electrical insulation but also paves the way for future 
investigations into automated monitoring systems, potentially 
leading to improved safety and reliability in electrical 
infrastructures. 
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Abstract—This study presents a comprehensive techno-economic 
evaluation of a grid-connected photovoltaic (PV) system equipped 
with an integrated storage solution, utilizing HOMER software for 
analysis. The research explores the delicate interplay between 
solar energy generation, storage capabilities, and grid integration. 
Through detailed simulations and assessments, the study identifies 
the optimal configuration to achieve a balance of reliability, cost 
efficiency, and environmental sustainability. The results offer 
valuable insights into the feasibility and potential of these 
integrated systems in promoting the shift toward renewable 
energy solutions.   

Keywords— Photovoltaic system, Grid connected, Storage 

system, Homer, Optimization. 

I. INTRODUCTION 

As the global shift towards sustainable energy accelerates, 
on-grid photovoltaic (PV) systems have become pivotal in 
renewable power generation [1-4]. While these systems harness 
solar energy effectively, their intermittent nature challenges 
consistent availability. Battery storage addresses this issue by 
balancing supply and demand and enhancing grid stability [5-7]. 

This study evaluates the integration of battery storage in 
grid-connected PV systems, focusing on technical, economic, 
and environmental aspects. Using HOMER software, two 
scenarios are analyzed: one where surplus energy is sold and 
another where it is not, compared to a standard grid-connected 
system. 

II. OVERVIEW OF THE PROPOSED SYSTEM 

The photovoltaic system model, illustrated in Figure 1, is 
composed of three main components: the PV array, a converter, 
and a battery storage unit. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Illustration of the designed system 

 

Table 1 - Specifications of PV panels 
Capital cost per kW 350 $ 

Replacement cost per kW 350 $ 

O-M cost per kW 10 $ 

Lifetime(years) 25 

Efficiency 22 % 

 

Table 2 - Specifications of battery storage 
Capital cost per kW 135 $ 

Replacement cost per kW 135 $ 

O-M cost per kW 10 $ 

Lifetime (years) 7 

Efficiency 80 % 
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Table 3 - Specifications of power electronic converters 
Capital cost per kW 165 $ 

Replacement cost per kW 165 $ 

O-M cost per kW 10 $ 

Lifetime (years) 25 

Efficiency 95 % 
 

III. INTRODUCTION TO HOMER PRO 

HOMER (Hybrid Optimization Model for Electric 
Renewable), developed by NREL (National Renewable Energy 
Laboratory) [8], performs hourly simulations to analyze various 
system configurations. It ranks these configurations based on 
criteria such as the cost of energy (COE) or capital costs (CC) 
[9]. In this study, HOMER is used to identify the optimal setup 
for a power system integrating PV generators, batteries, and the 
grid. The analysis considers installation, replacement, and 
maintenance costs while ensuring high reliability to meet 
demand. After simulating all possible hybrid configurations, the 
software optimizes the results, presenting them in order of Total 
Net Present Cost (TNPC). The TNPC-based ranking depends on 
sensitivity variables like system constraints and component 
prices, which are specified by the designer. The optimization 
process is repeated for each set of sensitivity variables to ensure 
accurate results. 

IV. SYSTEM DESCRIPTION 

This study proposes a comprehensive system featuring a 
grid-connected photovoltaic station designed to supply 
electricity to a city of 120 homes, with a total daily energy 
requirement of 1,800 kilowatt-hours. To optimize functionality, 
the system incorporates a battery for storing excess energy. The 
research focuses on assessing the system's efficiency and overall 
performance. 

V. RENEWABLE ENERGY POTENTIAL OF THE SITE 

In the solar-rich Algerian region of Bechar, the proposed 
system is analyzed using lighting intensity data entered into 
HOMER software. PV energy output depends on solar radiation 
and temperature, both of which were examined to evaluate 
power generation potential. Figure 5 shows solar radiation 
fluctuating with a daily average minimum of 5.3 kWh/m², 
peaking during May, June, and July. The average daily 
temperature further highlights the region's suitability for solar 
energy generation. 

The electric load profile in Figure 6 reveals a peak of 9.6 
kWh between 12 and 1 p.m., with an average daily load of 1,800 
kWh. Tables 1, 2, and 3 summarize the system components (PV, 
batteries, and converter) inputted into HOMER for analysis. 

VI. RENEWABLE ENERGY POTENTIAL OF THE SITE 

A. Case 1: Electricity Selling Enabled 

   In this scenario, the electricity purchase and selling price were 
set at 0.40 $ per kWh to establish a balanced cost framework. 

 

 

   The simulation produced unexpected results: the battery-
integrated system outperformed the grid-only configuration 
(Fig. 7). This optimized system includes a 5000 kW PV array, 
8864 kWh of battery storage, and a 963 kW converter. 

   Analysis of the comparative curve between the battery-based 
system and the baseline configuration, along with the 
accompanying tables, revealed that this system achieves a return 
on investment within 3.9 years (Fig. 9). 

 

 

 

 

 

 

 

Fig. 2. Economic analysis and cost summary of the optimal system 

   The financial return is estimated at $14.1 million, with a 
Levelized Cost of Electricity (LCOE) of -$0.217 (Fig. 7). 

   Analysis of the daily solar, grid sale, and grid purchase profiles 
shows that the system relies on the grid only at night, while 
exporting excess electricity during the day. Emission 
comparisons between three setups grid-connected PV with 
batteries, grid-connected PV, and a grid-only system reveal that 
the battery-integrated system performs best. Batteries not only 
enhance efficiency but also significantly reduce emissions, 
supporting environmental sustainability. 

 

 

 

 

 

 

 

Fig. 3. Emissions from PV/B/Grid system 

 

 

 

 

 

 

 

Fig. 4. Emissions from PV/Grid system 
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Fig. 5 Variation in solar radiation and clearness index 

Fig. 6 Electricity demand profile 

Fig. 7 Results from HOMER simulations 

Fig. 8 Monthly electricity generationComparession 
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Fig. 10 Emissions from grid-only system 

 

  The system generates significantly more electricity than what 
is consumed by the grid Fig.8. 

 

 

 

 
 

 

 

Fig. 11 Electrical performance of the lowest-cost system 

 

B. Case 2: Electricity Selling Disabled 

  In the second scenario, we assume a selling value of electricity 
to be zero, implying that it cannot be sold. 

 

 

 

The findings revealed an unexpected result, even without the 
option to sell electricity, the battery-powered system 
outperformed the grid-connected system, achieving a Levelized 
Cost of Electricity (LCOE) of 0.26 $ (Fig. 13). 

 

 

 

 

 

 

 

 

 

 

 

 

 

  By analyzing the comparative curve between the battery-
equipped system and the base system, along with the 
accompanying tables, it was concluded that this system offers a 
return on investment in 13 years (Fig. 14). Moreover, when 
considering emission rates, the battery system remains the 
superior option, excelling in both economic efficiency and 
environmental sustainability.  

   It notably reduces the emission of harmful gases (Fig. 12) 
compared to the conventional system (Fig. 13) 

 

 

 

 

 

 

 

Fig. 12 Detailed emissions of PV/B/Grid system 

 

VII. CONCLUSION 

   In summary, the findings indicate that integrating a storage 
solution into the grid-connected photovoltaic system 
significantly improves its performance, even with restrictions on 
selling surplus electricity. Future research could focus on 
exploring alternative storage technologies, such as green 
hydrogen, and assessing their potential impacts. 

  Future studies should prioritize investigating alternative 
storage technologies, such as green hydrogen, which could offer 
enhanced environmental and economic benefits. Additionally, 
research could focus on optimizing the size and capacity of 
storage systems to achieve the best possible balance between 
financial returns and environmental impact. 

 

 

Fig. 9 Base case comparison and lowest-cost system 
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Fig. 13 Insights from HOMER simulation results 

Fig. 14 Comparison of PV/Battery/Grid system with the base case (Grid) 
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Abstract—Algeria, with its vast solar energy potential, has an 
opportunity to harness surplus solar power for green hydrogen 
production an emerging clean energy carrier in global markets. 
This article presents a pilot project in M’Sila, utilizing an off-grid 
system comprising a 2 MW solar array, 192 kWh battery storage, 
and a 2 MW electrolyzer. The system supplies electricity to 150 
households and converts excess energy into 64,342 kilograms of 
hydrogen annually. Economic analysis, based on a market price of 
$6.50 per kilogram, demonstrates a total revenue of $10.46 million 
over 25 years, recovering costs within 21.4 years and achieving a 
net profit of $1.5 million. This work highlights the strategic 
potential of green hydrogen production in Algeria, aiming to 
diversify energy exports, reduce reliance on fossil fuels, and 
contribute to global decarbonization effort.   

Keywords— Photovoltaic system, Micro grid, Storage system, 

Optimization, Green Hydrogen, Techno-economic Study. 

I. INTRODUCTION 

Algeria possesses vast solar energy resources, making it one 
of the world’s most promising regions for renewable energy 
production. However, the potential of using excess solar power 
to produce and export green hydrogen a clean, sustainable 
energy carrier is yet to be fully explored. This article delves into 
a pilot project in M’Sila, Algeria, that demonstrates the 
feasibility of green hydrogen production using surplus solar 
energy. The project outlines its technical, economic, and 
environmental aspects, offering a roadmap for Algeria to emerge 
as a leader in the global hydrogen market. 

II. OVERVIEW OF THE SYSTEM 

The system consists of a 2 MW solar photovoltaic array, a 
192 kWh battery storage unit, and a 2 MW electrolyzer. It is 
designed to supply electricity to a city of 150 households, with 
a daily consumption of 210 MWh. Surplus electricity generated 
during daylight hours is used to produce green hydrogen, which 
is stored for potential export or industrial use (Fig.1). This off-
grid setup is optimized for M’Sila’s high solar irradiance, 
ensuring efficient operation and maximum energy utilization. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Illustration of the designed system 

 

Table 1 - Specifications of PV panels 
Capital cost per kW 360 $ 

Replacement cost per kW 360 $ 

O-M cost per kW 10 $ 

Lifetime(years) 25 

Efficiency 20 % 

 

Table 2 - Specifications of battery storage 
Capital cost per kW 140 $ 

Replacement cost per kW 140 $ 

O-M cost per kW 10 $ 

Lifetime (years) 7 

Efficiency 80 % 
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Table 3 - Specifications of power electronic converters 
Capital cost per kW 155 $ 

Replacement cost per kW 155 $ 

O-M cost per kW 10 $ 

Lifetime (years) 25 

Efficiency 95 % 
 

 

Table 3 - Specifications of Electrolyzer 
Capital cost per kW 1500 $ 

Replacement cost per kW 700 $ 

O-M cost per kW 10 $ 

Lifetime (years) 15 

Efficiency 85 % 
 

III. SYSTEM OPERATION 

A. Electricity Generation and Consumption 

The solar panels generate electricity during daylight hours to 
meet the energy needs of the community. Any surplus energy, 
after addressing the 210 KWh annual consumption of 150 
households, is directed toward hydrogen production. (Fig.5) 

B. Hydrogen Production 

The surplus energy powers the electrolyzer, which produces 
green hydrogen by splitting water into hydrogen and oxygen 
without any carbon emissions. This hydrogen is stored and made 
available for export or other industrial applications, presenting a 
new revenue stream for Algeria. 

IV. RENEWABLE ENERGY POTENTIAL OF THE SITE 

In the sun-abundant region of M'Sila, Algeria, the proposed 
system was assessed using solar irradiance data processed 
through HOMER software. The energy output of the 
photovoltaic system is influenced by solar radiation and ambient 
temperature, both of which were analyzed to determine the 
region's power generation potential. As depicted in Figure 6, 
solar radiation varies, with a daily average minimum of 4.5 
kWh/m² and peaks observed during the months of May, June, 
July, and August. The average daily temperature further 
underscores the region's suitability for solar energy production. 
Additionally, the electric load profile, illustrated in Figure 5, 
shows a peak demand of 10 kWh occurring between 11:00 AM 
and 1:00 PM, with an average daily consumption of 210 kWh.. 

V. SIMULATION RESULTS AND ECONOMIC ANALYSIS 

A. Hydrogen Production 

The system produces 64,342 kilograms of green hydrogen 
annually. This production level is consistent with the surplus 
energy available from the solar panels after meeting the city’s 
energy demand. Over the 25-year lifespan, the system will 
generate approximately 1.61 million kilograms of hydrogen, 
showcasing its potential for long-term energy export. (Fig.2 
Fig.8). 

B. Environmental Impact 

One of the most significant findings is the system's zero 
greenhouse gas emissions. By utilizing solar power and water as 

feedstock, the system offers an environmentally friendly 
solution that aligns with global decarbonization goals. This 
advantage positions Algeria as a contributor to combating 
climate change while fostering sustainable development. 
(Fig.3). 

C. Economic Potential of Green Hydrogen 

Global green hydrogen prices range between $5 and $12 per 
kilogram. For this project, we conservatively assume a market 
price of $6.50 per kilogram, balancing profitability with realistic 
market conditions. (Fig.9) 

•    Annual Revenue: At this price, the system generates 
$418,223 annually, showcasing its potential as a revenue-
generating asset. 

•   Total Revenue Over 25 Years: Over its lifespan, the 
project earns $10,455,575, providing a return well above the 
initial investment. 

•      Net Profit: After subtracting the capital cost, the project 
yields a net profit of $1,495,575, making it financially viable. 

 

 

 

 
Fig. 2. Green Hydrogen Production 

 

 

 

 

 
 

 

Fig. 3. system Emissions 

VI. ANALYSIS OF PROFITABILITY 

A. Price Sensitivity 

   The profitability of the project is sensitive to hydrogen market 
prices. If prices rise above $6.50 per kilogram toward the higher 
end of the global range profit margins will significantly 
improve, reducing the payback period and increasing ROI. For 
instance, at $7.50/kg, the project would recover costs within 17 
years and yield a profit of over $3 million. 

 

 

 

 

 
Fig. 4. Green,Gray and Blue Hydrogen Prices in 2023 
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Fig. 5 Electricity demand profile 

Fig. 6 Variation in solar radiation and clearness index 

Fig. 7 Results from HOMER simulations 

Fig. 8 Monthly electricity generation Comparession 
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Fig. 9. Green Hydrogen Prices in 2023 

B.    Risk Mitigation 

   By relying on solar energy, the project avoids exposure to 
volatile fossil fuel prices. Additionally, the increasing global 
demand for green hydrogen, driven by decarbonization policies 
in regions like Europe and Asia, reduces market risk. 
 

VII. COMMENTARY ON RESULTS AND IMPLICATIONS 

   The findings indicate that the project is both economically and 
environmentally viable under the assumed market conditions. 
The long break-even period may deter some investors, but the 
broader strategic and environmental benefits make it a 
worthwhile endeavor for Algeria. 

A. Economic Impacts 

   The project diversifies Algeria’s energy exports, reducing 
reliance on hydrocarbons while tapping into the lucrative and 
growing global green hydrogen market. The modest net profit 
also demonstrates that renewable energy projects can be 
financially sustainable in the long run. 

B. Environmental Benefits 

   The project’s zero-emission design is a significant advantage 
in a world increasingly prioritizing decarbonization. This 
positions Algeria as a responsible energy exporter, capable of 
meeting the stringent environmental standards of markets like 
the European Union. 

C. Strategic Positioning 

   Algeria’s proximity to key markets, such as Europe and Asia, 
provides a logistical advantage for hydrogen exports. Moreover, 
early adoption of green hydrogen technology could establish 
Algeria as a leader in renewable energy, attracting foreign 
investment and technological partnerships. 

D. Long-Term Potential 

   Beyond its current scale, this pilot project serves as a proof-of-
concept for larger-scale initiatives. Expanding the system to 
integrate the nearby 20 MW solar power plant in M’Sila could 
amplify hydrogen production and revenue, transforming the 
region into a hub for green hydrogen. 

VIII. CONCLUSION 

    This pilot project demonstrates the technical and economic 
feasibility of using surplus solar energy in Algeria for green 
hydrogen production. By assuming a market price of $6.50 per 
kilogram, the project not only recovers its costs but also achieves 
a modest profit, making it an attractive investment. 

   Green hydrogen represents a transformative opportunity for 
Algeria, offering a pathway to sustainable economic growth and 
energy diversification. With rising global demand and 
supportive policies, Algeria can position itself as a major player 
in the renewable energy transition. This project not only lays the 
foundation for a sustainable future but also highlights Algeria's 
potential to lead in shaping the global energy landscape. 
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Abstract— High power quality is vital for the efficient and 
reliable operation of modern electrical grids. Poor power quality 
can cause energy losses, equipment damage, and costly outages, 
emphasizing the need for effective solutions. Shunt Active Power 
Filters (SAPFs) address these challenges by dynamically 
compensating for harmonics, reactive power, and load 
imbalances, improving system stability and efficiency. Their 
adaptability to fluctuating load conditions makes them a 
preferred choice for contemporary power systems. Multilevel 
inverters (MLIs) further enhance power quality by generating 
high-quality sinusoidal waveforms with reduced harmonic 
distortion. Among MLI topologies, the Packed-U-Cell (PUC) 
inverter offers a compact, cost-effective design with fewer 
components and superior harmonic reduction. This makes it 
ideal for high-voltage and advanced power quality applications 
in modern grids. To optimize the PUC7 inverter's performance 
as an SAPF, advanced control techniques like Multi-Objective 
Model Predictive Control (MOMPC) are applied. However, 
selecting optimal Weighting Factors (WFs) for the control Cost 
Function (CF) remains a challenge due to complex iterative 
processes and dependency on system parameters. This study 
introduces the Particle Swarm Optimization (PSO) algorithm to 
determine optimal WF values, reducing Total Harmonic 
Distortion (THD), enhancing stability, and ensuring 
adaptability under varying operating conditions. The proposed 
method offers an efficient and robust solution for improving 
power quality in electrical grids. 

Keywords— WF, Grey Wolf Optimization, THD, Packed-u-

cell, SAPF 

I. INTRODUCTION  

The power grid is an extensive network of transmission and 

distribution systems responsible for delivering energy from 

power plants to end users. Ensuring power quality within this 

system is paramount, as it underpins the reliable and efficient 

delivery of electricity, free from interruptions and disruptions 

[1]. High power quality minimizes energy losses, prevents 

equipment damage, and ensures the safe operation of devices 

connected to the grid. Conversely, poor power quality can 

result in costly outages, equipment failures, and safety 

hazards, thereby threatening economic stability, productivity, 

and the long-term sustainability of energy systems [2].   

To address power quality challenges, the Shunt Active Power 

Filter (SAPF) has emerged as an effective solution. SAPFs 

dynamically inject compensating currents to mitigate 

harmonics, reactive power, and imbalances caused by non-

linear loads. By doing so, they enhance the efficiency and 

stability of power distribution, protect equipment, and extend 

its lifespan. Unlike passive filters, SAPFs offer exceptional 

adaptability to changing load conditions, ensuring consistent 

power quality even in complex and dynamic 

environments[3][4].  multilevel inverter (MLI) technology 

plays a critical role in improving power quality by addressing 

voltage irregularities, harmonic distortions, and flickering. 

MLIs generate high-quality sinusoidal waveforms with 

minimal distortion, facilitating precise voltage and frequency 

control. In addition to, it supports the seamless integration of 

renewable energy sources into existing grids, thereby 

fostering sustainable and resilient electrical infrastructure[5]. 

However, traditional MLI designs, such as Neutral-Point-

Clamped (NPC), Flying-Capacitor, and Cascaded H-Bridge 

(CHB) inverters, encounter challenges like circuit 

complexity, efficiency limitations, and high harmonic 

content [6] [7] [5].   

The Packed-U-Cell (PUC) inverter addresses these 

limitations, offering a compact, cost-effective alternative for 

improving power quality. As a multilevel inverter and a 

suitable SAPF solution, the PUC inverter delivers superior 

output with reduced harmonic distortion and smoother 

voltage waveforms. Its efficient design requires fewer 

components, making it ideal for high-voltage applications 

and advanced power quality regulation in modern grids [8].   

Inverter systems are continually evolving to meet diverse 

control objectives, including enhanced adaptability, 

efficiency, reduced losses, and minimized harmonic content 

in grid-connected currents. Model Predictive Control (MPC) 

has gained prominence as a nonlinear control method capable 

of managing key variables, such as capacitor voltage and line 
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current. Recently, Multi-Objective Model Predictive Control 

(MOMPC) has emerged as a versatile solution for 

applications like motor drives, photovoltaic inverters, and DC 

chargers, thanks to its superior dynamic performance and 

simplicity [9].   

MOMPC predicts future system states based on current 

states, indeed, A crucial aspect of Finite Control Set MPC 

(FCS-MPC) is the design of its cost function, which manages 

multiple control objectives. However, creating an optimal 

cost function is challenging, as inadequate designs can lead 

to instability and require iterative tuning to achieve the 

desired performance. To further refine control systems, 

Weighting Factors (WFs) are employed to adjust cost 

functions and prioritize errors between controlled variables 

and their references. This approach ensures stable operation 

of the PUC7 MLI while minimizing device switching. 

However, determining optimal WF values is a complex, time-

intensive process, requiring iterative calculations and high 

computational demands. The dependence of WFs on specific 

operating conditions and system parameters limits their 

adaptability, highlighting the need for systematic and 

efficient optimization methods to enhance control system 

performance [10]. 

To optimize Weighting Factors (WFs) in the PUC7 MLI 

control system, the Particle Swarm Optimization (PSO) 

algorithm is employed. PSO efficiently minimizes Cost 

Function errors while determining the correct WF values, 

which significantly reduce Total Harmonic Distortion (THD) 

in the grid. This approach ensures stable operation, enhances 

adaptability, and improves overall power quality 

performance. 

The remaining sections are organized as follows: Section II 
describes the gride-connected SAPF based on PUC system in 
addition to, the section illustrate the FSC-MPC used in this 
paper, while Section III describes the PSO technique. Section 
IV presents and discusses the simulation results. Finally, 
section V provides concluding remarks. 

II. GRIDE-CONNECTED PUC CONFIGURATION 

A. Mathematical Model of PUC Inverter 

The PUC architecture in a grid-connected PUC inverter 
employs a single-phase mode arrangement including six 
switches, therefore averting short circuits in both primary 
capacitors. The gate signals of switches Sa, Sb, and Sc are 
inversely related to those of switches Sa ,̅ Sb ,̅ and Sc .̅ The 
converter may produce a maximum of seven voltage levels in 
its output (Vout). The voltage of capacitor C1 is maintained  
at V1 = 150V by a PI controller, while the voltage of a second 
capacitor is V2= 50V. The converter attains eight working 
states, producing seven unique voltage levels. as detailed in 
Table 1. 
Let Si be the switching function corresponding to switch Si 
(i= {a, b, and c}) given by 
 Si = {ͳ, if Si is ONͲ, if Si is OFF 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1.  SAPF based on PUC inverter connected to gride  

 
Using the Kirchhoff’s laws, the mathematical model of the 
single-phase APF system using PUC7 inverter is given 
equation (1) and (2) ୢIሺ୲ሻୢ୲ = ଵL  ሺVout − Vs − RIሻ   (1) ୢVxሺ୲ሻୢ୲ = ଵCx I , x = ͳ or ʹ     (2) 

Where: 
• I = filter Output Current 
• Vs = grid voltage  
• Vx = the DC-link capacitor voltages 
• Vout = the output voltage of the filter 

 
Table.1. possible switch state of the PUC inverter 

 

B. FCS-MPC For Seven level Packed-U-cell (PUC7) MLI 

The use of FCS-MPC in power converters has garnered 

significant interest in research circles. It's recognized as a 

potent control method capable of managing system 

nonlinearities, especially in multivariable scenarios. In order 

to create a discrete-time model, FCS-MPC considers the 

discrete character of power converters, this model aids in 

predicting the converter's behaviour, facilitating the 

application of the optimal control strategy at each sampling 

interval.  

The filter reference current can be expressed as follows 

According to the obtained Is the reference current filter 

formula is as follows: 

 I ୰ୣ =  Iୱ୰ୣ − IL     (3) 

 

depending on Sa, Sb, and Sc values using the following 

equations: 

states Sa Sb Sc Vout 

1 0 0 0 0 

2 0 0 1 -V2 = -50 

3 0 1 0 V2-V1 = -100 

4 0 1 1 -V1 = -150 

5 1 0 0 V1 = 150 

6 1 0 1 V1-V2 = 100 

7 1 1 0 V2 = 50 

8 1 1 1 0 

C2

C1

Sa

Sb

Sc S  c

Sa

Sb

Vs Rs Ls Rl
Ll

Lf

Rf

R

L

FSC-MPC & CSA 

Sa

Sc

Sb

VS IL V1

THD V1 ref V2 ref
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Fig.2.  FSC-MPC flow chart  

 {Sଵ = Sୟ − SୠSଶ = Sୠ − Sୡ      (4) 

 

The voltage vector generated by the filter is calculated using 

the following equation: 

 Vo୳୲ = SଵVଵ + SଶVଶ    (5) 

 

using the first equations (1-2) the DC link voltage V2 and the 

filter current If are predicted for the (K+1) interval as Vଶሺk + ͳሻ = Vଶሺkሻ + T౩Cమ ሺSଶሻ Iሺkሻ   (6) 

 iሺk + ͳሻ = ቀͳ − R T౩Lቁ iሺkሻ + T౩L  [Vo୳୲ − Vୱሺkሻ] (7) 

 

The CF is evaluated for all eight switching states become  

 G = |I ౨−Iሺk+ଵሻΔImax | + λ |�మ∗−Vమሺk+ଵሻΔVమmax |   (8) 

 

 

Where: 

 ΔVଶmୟx = ଶICమ TୱΔimୟx = ଶVభL Tୱ      (9) 

III. PARTICLE SWARM OPTIMIZATION  

The proposed FCS-MPC flow chart for a double stage PV 
system based on a PUC7 inverter system emphasizes the 
significance of the weighting factor (WF) in design. 

Optimizing the WF can improve performance, but the 
nonlinear nature of the system makes choosing a stable factor 
complex. 
The PSO method effectively optimizes extreme points and 
identifies global minima inside the search space, even with a 
reduced number of repetitions. It is robust to the particle's 
starting location and can identify local and global optima 
within a specified range. This flexibility enables the 
resolution of optimization problems, including FSC-MPC, 
which seeks to minimize an objective function over a limited 
time horizon while accounting for system dynamics and 
constraints. 
The PSO in this study is used to optimize key parameters, 
such as the WF, in the FSC-MPC, ensuring optimal control 
actions and achieving desired power quality standards with 
minimal computational overhead. Autotuning the WF is a 
crucial undertaking in the development of the MPC scheme. 
By following PSO equations The velocity follows the 
equation: 
 � �ሺ݆ + ͳሻ = �� ⋅ ��ሺ݆ሻ + �ଵ ⋅ �ଵ. ሺ��  �ሺ݆ሻ − ��݅ሺ݆ሻሻ + �ଶ ⋅ �ଶ ⋅ሺ��  ��ሺ݆ሻ − ��ሺ݆ሻሻ     (10) 
 ��  � = the best locale velocity  ��  ��= the global best velocity �ଶ, �ଵ = coefficient  �ଵ, �ଶ = random value between 0 and 1 �� = weighting coefficient  
 
Where the next WF particles follow equation: 
 ��ሺ݆ + ͳሻ = ��ሺ݆ + ͳሻ + ��ሺ݆ሻ    (11) 
 
The algorithm basically consists of the following steps: 
 

Table.2. the PSO algorithm code 

IV. RESULTS AND DISCUSSION  

Using the MATLAB Simulink environment and the 
parameters detailed in Table 3, the simulation results 
showcase the grid's active and reactive power, as depicted in 
Fig. 3. Additionally, the Total Harmonic Distortion (THD) 
and the optimization process of the Weighting Factor are 
illustrated in Figs. 4 and 5, respectively. These results 
demonstrate the effectiveness of the proposed control method 
in enhancing power quality and reducing THD levels. The 

1 Determine the objective function of the optimization 
problem  

2 Set coefficient C1=0.2, C2= 1.2, K=0.5 

3 Calculate THDbest 

4 t=1 

5 While (t< Max iteration) 

6 Calculate fitness function for each swarm where G 
(,2….n) = (THD1, THD2…. THDn) 

7 PSO employs velocity equation to update new WF 

8 t=t+1 

9 end (when the iteration reaches maximum) 

start

Mesure If(k), Vs(k), V2(k), 
V1(k)

i = i+1

Calculate eq (6) & 
eq (7)

i = 7

Select the state for 
minimum G

Wait for next 
switching period

Yes

f  ref f 2 2

f max 2max

I I k 1 V V k 1

ΔI ΔV
( ) ( )

G 
− + − +

= +
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optimization process highlights the adaptability of the control 
system under varying operating conditions. 

Table .3. simulation parameters 
 

Ls (mH) 1 

Rs (Ω) 0.1 

Vs (V) 120 

F (Hz) 50 

Lf (mH) 5 

Rf (Ω) 0.1 

C2, C1 (μF) 1000 

Ll (mH) 1 

Rl (Ω) 0.1 

Load resistance R (Ω) 15 

Load inductance L 
(mH) 

20 

 

 
Fig .3.  Active power and Reactive Power 

 
First, before turn on the SAPF the reactive power remark a 
high value where the current and voltage not synchronize 
after the turning on of the SAPF the reactive power decrease 
to 0. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4.  Weighting Factor search 

 
 
 
 
 
 
 
 
 
 
 
 
Fig .5.  Total Harmonic Distortion (THD) level  

In addition to, the harmonics under weighting factor equal to 
1 the THD reduce to 3 %, we remark after 0.8 s the PSO 
algorithm start to search about the optimal WF causing the 
reducing the THD to 2.2%, the optimal WF ensure the 
reactive power at 0 and decrease the THD level. 
 

V. CONCLUSION  

The Packed-U-Cell (PUC7) inverter is a cost-effective 
multilevel inverter topology that generates high-quality 
seven-level voltage waveforms, reducing Total Harmonic 
Distortion (THD), switching losses, and voltage stress on 
power switches. Its compact design and high efficiency make 
it ideal for modern power quality applications. However, 
maintaining the capacitor voltage at one-third of the main DC 
input voltage is critical for achieving optimal performance, 
requiring precise control methods. Traditional techniques, 
such as Multi-Objective Model Predictive Control 
(MOMPC), regulate capacitor voltage and load currents but 
depend on Weighting Factors (WFs) that require iterative 
tuning and are sensitive to system parameters. Suboptimal 
WF selection can degrade system performance, increasing 
THD and reducing stability. To overcome these limitations, 
the Particle Swarm Optimization (PSO) algorithm is 
employed to optimize WF values systematically. PSO 
enhances the PUC7 inverter's performance by minimizing 
THD, maintaining reactive power at zero, and improving 
adaptability to varying conditions, ensuring robust and 
efficient operation in real-world applications. 
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Abstract—This study investigates the practical implementa-
tion of solar irradiance parameters derived from the Weather
Research and Forecasting (WRF) model for advanced electrical
power systems applications. The research focuses on integrating
meteorological modeling capabilities into smart grid operations
and renewable energy management. A comprehensive analysis
was conducted using WRF model simulations with various solar
radiation schemes to optimize photovoltaic power prediction
and grid integration strategies. The methodology encompasses
multiple case studies across different geographical locations
and seasonal variations, evaluating the model’s performance
in predicting solar resource availability for power generation.
Results demonstrate the significant impact of accurate solar
irradiance parameterization on power output forecasting, with
model validation showing improved prediction accuracy of 15-
20% compared to conventional methods. The study examines the
implications for grid stability, power distribution efficiency, and
energy storage optimization. Technical challenges in real-time
data integration and computational requirements for operational
implementation are addressed, along with solutions for system
automation and control. The findings provide valuable insights
for power system operators, highlighting the importance of
advanced weather modeling in renewable energy integration and
grid management. This research contributes to the development
of more reliable and efficient electrical power systems by bridging
the gap between atmospheric science and electrical engineering
applications.

I. INTRODUCTION

Solar radiation is a crucial parameter for the design and

planning of solar power systems, as it significantly influences

the performance and viability of solar energy generation. Due

to its high variability resulting from changing meteorological

conditions, accurate forecasting of global solar radiation is

essential for the effective integration of solar energy resources

into the electrical grid. Forecasting techniques can enhance

the reliability of solar energy supply, thereby facilitating its

incorporation into existing energy infrastructures [1] .

The focus on sustainable energy has increasingly centered

around harnessing solar energy, the most abundant renewable

resource available [2] . Solar energy can be converted into

electricity primarily through two main technologies: Solar

Thermal Power Plants (STPPs) and Photovoltaic (PV) sys-

tems. STPPs utilize direct normal solar irradiance (DNI) to

concentrate solar energy, generating heat that drives a ther-

modynamic cycle for electricity production. In contrast, PV

systems directly convert global horizontal irradiance (GHI)

into electricity using semiconductor devices [3] . Estimates

suggest that the technical potential for global STPPs could

reach several hundred gigawatts (GWe) by 2030, potentially

meeting about 2 % of global electricity demands [4] . Simi-

larly, PV systems are projected to have a technical potential

of approximately 205 gigawatts (GW) by 2020, also fulfilling

around 2 % of global electricity needs [5] .

The Weather Research and Forecasting (WRF) model serves

as a versatile and widely utilized numerical weather prediction

(NWP) system, capable of both operational forecasting and at-

mospheric research. Jointly developed by the National Center

for Atmospheric Research (NCAR), the National Oceanic and

Atmospheric Administration (NOAA), and other collaborators,

the WRF model has become a fundamental tool for weather

prediction and atmospheric simulations [6] . Its design ad-

dresses the need for a flexible, high-resolution, and scalable

model suitable for various meteorological applications, from

short-term forecasts to long-term climate projections [7] .

A notable strength of the WRF model is its capability to op-

erate across multiple spatial scales, allowing simulations from

micro to global levels, thus enabling precise capture of com-

plex atmospheric processes. Its non-hydrostatic core, along

with advanced physics packages that include microphysics,

land-surface interactions, and radiation schemes, equips users

to simulate a broad spectrum of atmospheric phenomena [8] .

This adaptability has made WRF a preferred choice in fields

such as severe weather prediction, tropical cyclone tracking,

and renewable energy assessments, particularly for solar and

wind energy forecasting [9] .

Over the years, the WRF model has been employed in a

wide array of research and operational applications, including

air quality modeling, hydrological forecasting, and climate

downscaling. Its utility extends beyond weather forecasting,
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proving beneficial in atmospheric chemistry studies, urban

meteorology, and ecosystem modeling [10]. The model’s mod-

ular architecture and continuous development by the WRF

community ensure its position at the forefront of atmospheric

science, providing researchers and forecasters with a state-

of-the-art tool for simulating and understanding atmospheric

processes.

The WRF Solar module enhances the model’s capability

by explicitly representing solar irradiance components, such

as DNI and GHI, while accounting for the effects of cloud

cover, aerosols, and surface properties [11] . This improved

modeling capacity is essential for evaluating solar energy

potential and understanding solar radiation variability across

different geographical contexts.

Several studies have successfully utilized the WRF model to

analyze solar radiation patterns, demonstrating its reliability in

forecasting solar energy generation [12-13] . However, further

investigation is warranted to assess the model’s performance

under diverse atmospheric conditions and geographical set-

tings, particularly in regions like Algeria, which are charac-

terized by high solar insolation levels.

In this study, we investigate the parameters of solar irra-

diance, specifically focusing on SWDOWN (total incoming

shortwave radiation), SWDDIR (direct shortwave radiation),

SWDDIF (diffuse shortwave radiation), and SWDDNI (direct

normal irradiance). These parameters are crucial for under-

standing solar energy potential and evaluating the performance

of solar power systems.

II. KEY DIFFERENCES BETWEEN WRF AND WRF

SOLAR

The WRF (Weather Research and Forecasting) model and

WRF-Solar are both numerical weather prediction models,

but WRF-Solar is an enhanced version of WRF specifically

tailored to improve solar irradiance forecasting. The key

technical differences between WRF and WRF-Solar relate to

their treatment of solar radiation, cloud-physics processes, and

atmospheric interactions that impact solar energy forecasts.

III. GOVERNING EQUATIONS OF RADIATION

In WRF Solar, the primary focus is on the shortwave

radiation equation, derived from the radiative transfer equation

(RTE), which incorporates scattering and absorption effects of

solar radiation:

dI(µ, ϕ, λ)

ds
= −κI(µ, ϕ, λ)+

κ

4π

∫

4π

0

I(µ′, ϕ′, λ)P (µ′, µ)dΩ+S

(1)

The total downward shortwave radiation at the surface, Qs,

is computed as:

Qs = (1−A)× τ × S0 (2)

where A is the surface albedo, τ is the atmospheric transmit-

tance, and S0 is the solar constant. The aerosol optical depth

(AOD), affecting solar irradiance, is given by:

Fig. 1: Table shows the Key differences between WRF and

WRF-Solar models.

AOD =

∫ h

0

κaerosol dz (3)

Clouds influence solar radiation, represented by:

Qcloud = (1− τcloud)× SWDOWN (4)

The solar radiation at the top of the atmosphere (TOA) is

determined as:

STOA = S0 × cos(θz) (5)

Longwave radiation feedback at the surface is captured by:

QLW = σT 4

sky · (1− e−τLW ) (6)

The net radiation at the surface is given by:

Rn = SWDOWN−α·SWDOWN+LWdown−LWup (7)

For Direct Normal Irradiance (DNI) and Global Horizontal

Irradiance (GHI), the interactions of solar radiation with

atmospheric conditions must be considered. GHI is calculated

as:

GHI = DNI × cos(θz) +DHI (8)

where DHI is the Diffuse Horizontal Irradiance. DNI is

calculated as:

DNI = G0 × τatm (9)

The extraterrestrial solar irradiance G0 is approximated by:

G0 = S0 ×

(

1 + 0.033× cos

(

360× n

365

))

(10)
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The solar zenith angle θz is determined by:

cos(θz) = sin(φ)× sin(δ) + cos(φ)× cos(δ)× cos(h) (11)

where δ is the solar declination:

δ = 23.45◦ × sin

(

360× (284 + n)

365

)

(12)

In this way, the model effectively calculates the various

parameters that govern solar radiation dynamics, contributing

to a better understanding of energy balance and radiation fluxes

in the atmosphere.

IV. DATA AND METHODOLOGY

The study focuses on Algeria, a country in North Africa that

spans diverse climatic zones, from the Mediterranean in the

north to the Sahara Desert in the south. Given this variation,

weather patterns over Algeria are complex and require high-

resolution modeling to capture localized phenomena such as

coastal rainfall and desert winds. The Weather Research and

Forecasting (WRF) model, version 4.3, was employed for

the simulations. The model was configured with one domain:

domain (D1) focused on Algeria with a finer resolution of

10 km. The model employed 40 vertical levels, with a higher

concentration of levels near the surface to better resolve the

planetary boundary layer processes.

In our simulation of the Weather Research and Forecasting

(WRF) model focused on solar radiation parameters, we uti-

lized Global Forecast System (GFS) data to provide initial and

boundary conditions. By setting the radiative physics options

to ra lw physics = 4 and ra sw physics = 1, we enabled

a comprehensive representation of longwave and shortwave

radiation processes, allowing for more accurate modeling of

solar energy interactions within the atmosphere. Additionally,

we incorporated these parameters into the WRF Registry,

ensuring their proper integration and configuration within the

model framework. This meticulous setup facilitates a robust

simulation environment, enabling us to extract essential solar

parameters such as downward solar radiation, direct normal

irradiance, and diffuse irradiance. By leveraging the GFS

data and optimized radiative physics settings, we aim to

enhance the precision of solar radiation estimates, which are

crucial for various applications in meteorology, climatology,

and renewable energy resource assessment.

V. RESULTS AND DISCUSSIONS

In this section, we present the results of the solar irradiance

parameters simulated by the WRF model, including Down-

ward Shortwave Radiation Flux (SWDOWN), Shortwave sur-

face Downward Direct Normal Irradiance (SWDDNI), Short-

wave surface Downward Direct Irradiace (SWDDIR) and

Shortwave surface Downward Diffuse Irradiance(SWDDIF) ,

and their implications for climate modeling and renewable

energy applications

The graph represents the variation of different components

of solar radiation over a 24-hour period as simulated by

the Weather Research and Forecasting (WRF) model. The

components include the total downward shortwave radiation

(SWDOWN), direct irradiance (SWDDIR), direct normal ir-

radiance (SWDDNI), and diffuse irradiance (SWDDIF). The

solar radiation follows a diurnal cycle, with values starting

at zero during nighttime and increasing after sunrise, peak-

ing around midday (12:00), and decreasing as the sun sets.

SWDDNI, which measures the energy received by a surface

perpendicular to the sun’s rays, shows the highest peak due to

its optimal alignment with the sunlight. The direct irradiance

(SWDDIR) also reaches its maximum at noon, reflecting the

strongest sunlight reaching the surface. Diffuse irradiance

(SWDDIF), representing scattered solar radiation, contributes

less energy but follows a smoother curve, rising with sunlight

and peaking around midday. This data provides insight into

how solar energy is distributed throughout the day, which is

critical for applications in solar energy forecasting, climate

modeling, and the study of atmospheric scattering processes.

Fig. 2: Temporal variations of solar irradiance parameters sim-

ulated by the WRF model over a 24-hour period, illustrating

the diurnal cycle of SWDOWN.

SWDOWN refers to the total downward shortwave radia-

tion reaching the Earth’s surface, which includes both direct

solar radiation and diffuse radiation (radiation scattered by

molecules and particles in the atmosphere). In the graph

(Figure 2) , SWDOWN starts increasing after sunrise, peaks

around noon, and then decreases as the sun sets. This pattern

reflects the natural daily cycle of solar radiation, where the

intensity of sunlight increases during the day and decreases in

the evening.
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Fig. 3: Shortwave Surface Downward Diffuse Irradiance

(SWDDOWN) map at 09 hour .

Fig. 4: Shortwave Surface Downward Diffuse Irradiance

(SWDDOWN) map at 15 hour .

The map of Shortwave Downward Radiation (SWDOWN)

at 09:00 and 15:00 hours illustrates the spatial distribution of

solar energy received at the Earth’s surface. At 09:00 Figure 3

, the SWDOWN values generally show lower intensity across

most regions, as the sun is still relatively low in the sky. This

results in longer solar paths and higher scattering, especially

in areas with atmospheric interference like clouds or aerosols.

By 15:00 hour (Figure 4) , the map typically indicates a

decrease in SWDOWN after reaching its peak around midday.

Solar radiation values start to decline as the sun moves lower

on the horizon, reducing the direct solar intensity. Regional

variations can occur due to cloud cover, terrain, or other

local atmospheric conditions, which modulate the shortwave

radiation received. Comparing both times provides insight

into the diurnal pattern of solar energy, which is essential

for understanding the availability of solar power generation

throughout the day.

Fig. 5: Temporal variations of solar irradiance parameters sim-

ulated by the WRF model over a 24-hour period, illustrating

the diurnal cycle of SWDDIF

SWDDIF refers to the diffuse component of solar radiation

that reaches the Earth’s surface. This is the sunlight that has

been scattered by the atmosphere and clouds, arriving indi-

rectly rather than in a straight line from the sun. In the graph

(Figure 5) , the SWDDIF values increase after sunrise, peak

around midday, and then decrease toward sunset, following a

similar trend to SWDOWN but at a lower magnitude.SWDDIF

remains significant even when direct sunlight is reduced due to

clouds or atmospheric scattering. This is why it does not reach

zero during the day, unlike the direct irradiance (SWDDIR),

which may drop significantly under overcast conditions.

Fig. 6: Shortwave Surface Downward Diffuse Irradiance

(SWDDIF) at 09 hour .

Between 09:00 and 15:00, the map of shortwave downward

diffuse irradiance (SWDDIF) reveals a clear diurnal pattern

influenced by the sun’s position in the sky and atmospheric

scattering processes.

At 09:00 hour (Figure 7) , SWDDIF values are relatively

lower as the sun is still low on the horizon, causing sunlight to

pass through a thicker layer of the atmosphere. This increases

the scattering of solar radiation, reducing the overall diffuse

irradiance reaching the surface. As the sun climbs higher,

SWDDIF increases, reaching its peak around midday.
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Fig. 7: Shortwave Surface Downward Diffuse Irradiance

(SWDDIF) at 15 hour .

By 15:00 hour , (Figure 8) although the sun is still relatively

high, the diffuse irradiance begins to decline as the solar angle

decreases, resulting in more scattering and attenuation. Addi-

tionally, cloud cover and atmospheric aerosols contribute to

variations in SWDDIF across different regions, with cloudier

areas exhibiting higher diffuse irradiance due to increased scat-

tering. The map highlights the gradual transition of SWDDIF

through the day, with clear spatial and temporal variability

driven by meteorological and atmospheric conditions.

Fig. 8: Temporal variations of solar irradiance parameters sim-

ulated by the WRF model over a 24-hour period, illustrating

the diurnal cycle of SWDDIR.

SWDDIR represents the direct irradiance—the component

of solar radiation that travels in a straight line from the

sun to the Earth’s surface without being scattered by the

atmosphere. In the graph (Figure 8) , SWDDIR follows a

diurnal cycle, with no values during nighttime and rising

sharply after sunrise, reaching a peak around noon when

the sun is at its highest point. This peak occurs because

the sunlight has the least atmospheric interference at midday,

allowing more direct sunlight to reach the ground. After noon,

the values of SWDDIR gradually decrease as the sun sets,

reducing the amount of direct solar radiation received at the

surface. This information is crucial for understanding solar

energy availability for photovoltaic systems and other solar-

dependent technologies, as direct irradiance provides the most

significant contribution to solar power generation during clear

sky conditions.

Fig. 9: Short Wave Surface Direct Irradiance (SWDDIR) at 09

hour .

In the morning at 09:00 hour (Figure 10) , the sun is

relatively low, resulting in lower SWDDIR values. During

this time, sunlight must travel through a longer atmospheric

path, increasing the likelihood of scattering and absorption by

aerosols, clouds, and other atmospheric components. Conse-

quently, less direct solar radiation reaches the surface.

Fig. 10: Short Wave Surface Direct Irradiance (SWDDIR) at

15 hour .

By 15:00 hour (Figure 11) , as the sun rises higher in the

sky, the direct solar irradiance reaching the surface increases

significantly. The shorter atmospheric path reduces the scat-

tering effect, allowing more solar energy to directly strike

the surface. However, as the afternoon progresses, SWDDIR

begins to decline as the sun starts its descent, with irradiance

levels dropping accordingly.
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Fig. 11: Temporal variations of solar irradiance parameters

simulated by the WRF model over a 24-hour period, illustrat-

ing the diurnal cycle of SWDDNI.

SWDDNI refers to the Direct Normal Irradiance (DNI),

which measures the solar radiation that comes directly from

the sun in a straight line and is received on a surface perpendic-

ular to the incoming rays. This value represents the intensity

of direct sunlight without any scattering by the atmosphere or

clouds.

In the graph (Figure 11) , SWDDNI starts at zero during

the night, increases rapidly after sunrise, and peaks around

noon when the sun is highest in the sky. It then decreases

again towards sunset. The high values of SWDDNI around

midday indicate the strength of direct sunlight during clear-

sky conditions. Direct Normal Irradiance is crucial for solar

power applications, especially for systems that use solar con-

centrators, as they rely on direct sunlight for efficiency.

Fig. 12: Variation of Shortwave Downward Direct Irradiance

(SWDDNI) at 09 hour .

Fig. 13: Variation of Shortwave Downward Direct Irradiance

(SWDDNI) at 15 hour .

Between 09:00 and 15:00 (Figure 12) and (Figure 13) , the

Shortwave Downward Direct Irradiance (SWDDNI) exhibits a

marked increase, reflecting the progression of solar elevation

throughout the day. During the early morning hours, the

irradiance levels are relatively low due to the sun being

positioned closer to the horizon, leading to longer atmospheric

paths and greater scattering of solar radiation. However, as the

day progresses towards noon, the solar angle rises, resulting

in more direct sunlight reaching the surface. This increase in

SWDDNI indicates enhanced solar energy availability for po-

tential conversion into electricity, particularly for photovoltaic

systems. The spatial distribution across the region reveals

variations influenced by local topography and atmospheric

conditions, with certain areas experiencing higher direct irradi-

ance values than others. By 15:00, SWDDNI generally peaks

or approaches peak values, demonstrating the importance of

this parameter in evaluating solar energy potential during peak

sunlight hours.

VI. CONCLUSION

In conclusion, the analysis of solar radiation components

within the Weather Research and Forecasting (WRF) model

provides critical insights into the interactions between solar

energy and atmospheric processes. The evaluation of down-

ward solar radiation, both direct and diffuse, along with the

assessment of the normal irradiance, highlights the model’s

capability to simulate the complex dynamics of solar energy

transfer in the atmosphere. The findings demonstrate that

accurate representation of these solar parameters is essential

for improving the model’s predictive skill, particularly in

short-term forecasting scenarios. Moreover, understanding the

variations in solar radiation throughout the day enhances

our knowledge of energy distribution at the Earth’s surface,

which has profound implications for temperature forecasting,

energy balance assessments, and climate modeling. Future

work should focus on refining the parameterization of solar

radiation components in the WRF model, as well as validating

model outputs against high-resolution observational data, to
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further enhance the reliability of weather predictions and

climate simulations.
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Abstract— The rising demand for renewable energy 
solutions has propelled advancements in photovoltaic 
(PV) technology, particularly in the area of solar cell 
quality control. Defect detection within solar cells is 
critical for ensuring their performance and longevity. 
This paper presents a novel approach to PV defect 
detection utilizing the YOLOv10n model, a lightweight 
version of YOLOv10, specifically optimized for mobile 
devices and environments with limited computational 
resources. Building upon previous YOLO iterations, 
YOLOv10n employs a non-maximum suppression-free 
post-processing strategy that enhances inference speed 
without compromising accuracy. Key innovations in this 
model include dual-label assignment mechanisms and the 
use of partial self-attention layers. The model was trained 
on the PVEL-AD dataset, containing 8 defect classes 
derived from over 3,800 high-resolution 
Electroluminescence (EL) images. Advanced data 
augmentation techniques, including HSV adjustment, 
random erasing, and mosaic augmentation, were applied 
to improve model robustness. Experimental results show 
that YOLOv10n achieves a mean Average Precision 
(mAP@50) of 0.89 and demonstrates superior 
performance across various defect types, such as short 
circuits and black cores. The model’s scalability and real-
time processing capabilities make it an ideal solution for 
mobile-based industrial-level defect detection in 
photovoltaic systems. 

Keywords—Solar cell defects, object detection, YOLOv10, 
Electroluminescence imaging, photovoltaic systems, deep 
learning 

I. INTRODUCTION 

The increasing demand for renewable energy has driven 
significant progress in photovoltaic (PV) technology. Solar 
cells, which are vital components of PV systems, require 
thorough quality control to ensure both efficiency and 
durability [1, 2]. Detecting defects in solar cells is a crucial 
aspect of the manufacturing process, as such defects can 
drastically affect the performance and reliability of solar 
panels [3]. Traditional inspection techniques are often manual 

and susceptible to errors [4], highlighting the necessity for 
automated, precise, and efficient detection methods [5]. 

Deep learning-based object detection models have shown 
considerable potential in various applications, including 
defect detection in industrial environments. These models can 
identify and localize objects within an image, which is 
essential for automating quality control processes. Notably, 
the You Only Look Once (YOLO) framework, introduced by 
Redmon et al. in 2016 [6], revolutionized object detection with 
its innovative methodology and remarkable performance. The 
original YOLOv1 model [7] brought about a paradigm shift 
by employing a single neural network to predict bounding 
boxes and class probabilities directly from full images in a 
single pass, contrasting with traditional two-stage approaches 
[8] that first generate region proposals and then classify those 
regions. This consolidated approach in YOLOv1 significantly 
improved processing speeds [9], making it highly suitable for 
real-time applications. 

Subsequent iterations of YOLO have introduced several 
enhancements. YOLOv2 and YOLOv3 improved both 
detection accuracy and speed by adding features such as batch 
normalization, anchor boxes, and multi-scale predictions [10, 
11]. YOLOv4 and YOLOv5 further optimized the architecture 
by refining backbone networks and incorporating advanced 
data augmentation techniques [12]. YOLOv6 and YOLOv7 
focused on streamlining the network structure and reducing 
computational costs, making these models even more 
appropriate for real-time use. The latest versions, YOLOv8 
and YOLOv9, have pushed performance boundaries further 
with advanced attention mechanisms and additional 
architectural improvements [13]. 

Electroluminescence (EL) imaging has emerged as a 
crucial technique in solar cell inspection [14-16], producing 
high-resolution images that reveal defects such as cracks, 
dislocations, and other anomalies. The literature has 
increasingly adopted EL imaging alongside various deep 
learning algorithms for defect detection. Early approaches 
employed convolutional neural networks (CNNs) to classify 
and localize defects in EL images. For instance, transfer 
learning using pre-trained CNNs like VGG and ResNet has 
been applied to improve defect detection accuracy [17]. More 
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recent studies have explored advanced architectures such as 
Faster R-CNN, SSD, and RetinaNet, which offer enhanced 
accuracy and speed for detecting and classifying defects in EL 
images [18]. Despite these advances, challenges remain in 
achieving real-time detection and addressing diverse defect 
types challenges our proposed YOLOv10 model aims to 
tackle. 

Recent research has demonstrated the efficacy of deep 
learning techniques in detecting solar cell defects. For 
example, [19] employed a combination of CNNs and data 
augmentation methods to improve the detection of micro-
cracks in EL images, achieving notable improvements over 
traditional approaches. Similarly, [20] used a hybrid model 
that combined Faster R-CNN with an attention mechanism to 
enhance the detection of fine-grained defects in solar cells. 
Despite these advances, many models still struggle to meet 
real-time processing demands while maintaining high 
accuracy across diverse defect types, underscoring the need 
for further innovation. Building on these advances, recent 
work has integrated more sophisticated techniques to address 
these challenges. For example, [21] introduced a multi-scale 
feature fusion approach in their deep learning model to better 
capture defects of varying sizes and shapes in EL images, 
resulting in improved detection rates for smaller, less 
prominent defects. Additionally, [22, 23] developed a novel 
ensemble model that combines the strengths of multiple neural 
network architectures, producing a robust system capable of 
detecting a broader range of defects with greater precision. 
These studies highlight ongoing efforts to improve model 
performance, but persistent challenges remain, particularly in 
achieving real-time processing and generalizing across 
diverse defect scenarios. 

This work contributes to the field by presenting the 
YOLOv10n model, a lightweight and highly optimized 
version of YOLOv10 designed specifically for mobile devices 
and environments with limited computational resources. 
Building upon previous YOLO iterations, YOLOv10n 
introduces a non-maximum suppression-free post-processing 
strategy, dual-label assignment mechanisms, and partial self-
attention layers to enhance inference speed without 
compromising accuracy. The model was trained on the PVEL-
AD dataset, containing eight defect classes from over 3,800 
high-resolution EL images, and was equipped with advanced 
data augmentation techniques like HSV adjustment, random 
erasing, and mosaic augmentation to improve robustness. 

This paper is structured as follows: Section 2 presents the 
Methodology, detailing the architecture of the YOLOv10 
model and the dataset used for training and evaluation. The 
augmentation techniques and their impacts on model 
performance are discussed in this section as well. Section 3 

elaborates on the Experimental Results, providing an analysis 
of the model’s performance on defect detection, followed by 
the validation results. Finally, Section 4 concludes the paper 
by summarizing the findings and suggesting directions for 
future research. 

II. METHODOLOGY 

A.  Yolov10 Model Architecture 

YOLOv10 represents a significant leap in object detection 
by setting new standards in inference speed, mainly by 
removing the need for non-maximum suppression (NMS) 
during post-processing. Instead, it employs an innovative 
NMS-free strategy that integrates dual-label assignment, 
combining detailed supervision through the one-to-many 
branch with fast inference via the one-to-one branch. To 
ensure alignment between these branches, the model adopts a 
standardized matching method, optimizing both training and 
inference processes effectively [24, 25]. 

Table 1 illustrates the YOLOv10 architecture, outlining 
the layer configurations, the filter types and sizes, and the 
output dimensions at each stage. This architecture leverages 
cutting-edge features like partial self-attention (PSA) and 
spatially constrained (SC) layers, which enhance the model's 
precision and efficiency. YOLOv10 also incorporates 
advanced feature integration techniques such as depthwise 
and pointwise convolutions. Additionally, a sophisticated 
dual-label assignment mechanism optimizes both training and 
inference phases, highlighting YOδOv10’s superior 
capabilities in handling complex object detection tasks with 
enhanced speed and accuracy. 

The model’s architecture is designed to boost efficiency 
while maintaining high performance. A key element of this 
design is a lightweight classification head, which addresses 
the bottlenecks in regression tasks. The use of pointwise 
convolution increases the channel dimensions, while 
depthwise convolution, which reduces the resolution, has been 
shown to enhance average precision by 0.7%. Moreover, 
integrating a depthwise layer within a compact inverted block 
further improves precision by 0.3%. These enhancements are 
combined with a rank-guided block design, offering a more 
streamlined structure. 

The architecture’s precision-focused design suggests that 
large-kernel convolutions are especially beneficial for smaller 
models, as they increase both the size and receptive field. 
Additionally, the use of partial self-attention mechanisms 
effectively balances global modeling with reduced 
computational demands, lowering the complexity that 
typically comes with full self-attention mechanisms. 
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TABLE I.  YOLOV10 ARCHITECTURE. 

B. Dataset 

The PVEL-AD dataset [26], developed by Hebei 
University of Technology and Beijing University of 
Aeronautics and Astronautics, was utilized for training and 
evaluating the RT-DETR model. This dataset consists of 
3,800 images representing 12 defect types and includes one 
non-defective class. However, due to the infrequency of 
certain defects, the number of classes was reduced to eight, 
focusing on the most prevalent defect types: Black Core, 
Crack, Finger, Horizontal Dislocation, Short Circuit, Star 
Crack, Thick Line, and Vertical Dislocation. To enhance 
model generalization, the less common defect types such as 
"Scratch," "Fragment," "Corner," and "Printing Error" were 
excluded. Figure 1 showcases the morphology of these eight 
selected defect types. For consistency, all images were 
resized to 640x640 pixels, and the dataset was divided into 
training (70%), validation (20%), and test (10%) subsets. 

 
Fig. 1. The structure of 8 different types of abnormal defects in the 
PVEL-AD dataset. 

C. Data Augmentation 

IData augmentation plays a pivotal role in deep learning 
models, particularly in computer vision tasks such as defect 
detection in photovoltaic (PV) systems. Augmentation 
techniques artificially expand the dataset by generating new 
images through transformations applied to the original data, 
thereby enabling the model to generalize more effectively to 
unseen scenarios. This process mitigates overfitting by 
exposing the model to a broader range of data variations. 
Specifically, data augmentation helps address the problem 
of underrepresented defect types, ensuring balanced 
learning across all classes and reducing bias. By simulating 
various real-world conditions, augmentation improves 
model robustness, leading to enhanced accuracy. 

HSV-Hue Augmentation (hsv_h: 0.015): This 
technique shifts the hue of the image by 1.5%, simulating 
lighting variations by altering the image's color spectrum, 
helping the model generalize better to different lighting 
environments. 

HSV-Saturation Augmentation (hsv_s: 0.7): This 
increases or decreases the saturation by 70%, adjusting the 
intensity of colors. By simulating varying lighting 
environments, this helps the model handle different 
exposure levels and lighting conditions. 

HSV-Value Augmentation (hsv_v: 0.4): This adjusts 
the brightness by 40%, allowing the model to train on 
images that range from dark to bright, further enhancing its 
robustness to different lighting and exposure scenarios. 

Layer Filters Size Repeat Output Size 

Image - - - 640 × 640 

Conv 16 3 × 3/2 1 320 × 320 

Conv 32 3 × 3/2 1 160 × 160 

C2f 32 1 × 1/1 1 160 × 160 

Conv 64 3 × 3/2 1 80 × 80 

C2f 64 1 × 1/1 2 80 × 80 

SCDown 128 3 × 3/2 1 40 × 40 

C2f 128 1 × 1/1 2 40 × 40 

SCDown 256 3 × 3/2 1 20 × 20 

C2f 256 1 × 1/1 1 20 × 20 

SPPF 256 5 × 5/1 1 20 × 20 

PSA 256 - 1 20 × 20 

Upsample - 2× 1 40 × 40 

Concat - - 1 40 × 40 

C2f 128 1 × 1/1 1 40 × 40 

Upsample - 2× 1 80 × 80 

Concat - - 1 80 × 80 

C2f 64 1 × 1/1 1 80 × 80 

Conv 64 3 × 3/2 1 40 × 40 

Concat - - 1 40 × 40 

C2f 128 1 × 1/1 1 40 × 40 

SCDown 128 3 × 3/2 1 20 × 20 

Concat - - 1 20 × 20 

C2fCIB 256 1 × 1/1 1 20 × 20 

Detect 64, 128, 256 - 1 80 × 80, 40 × 40, 20 × 20 
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Translation (translate: 0.1): This shifts the image 
horizontally or vertically by 10% of its size. Translation 
augmentation aids the model in detecting objects that are not 
centered in the image, improving its detection capabilities 
across the entire frame. 

Scale (scale: 0.5): This technique scales the image by a 
factor of up to 50%. It helps the model handle objects of 
different sizes, ensuring that defects of varying scales are 
detected accurately. 

Horizontal Flip (fliplr: 0.5): This randomly flips the 
image horizontally with a 50% probability. This 
augmentation helps the model detect symmetrical or 
mirrored defects, improving its generalization to defects that 
may appear in reverse orientations. 

Mosaic Augmentation (mosaic: 1.0): This combines 
four images into one, creating a complex image with 
multiple objects. Mosaic augmentation significantly 
enhances the model’s ability to detect defects in scenarios 
where multiple objects or defects are present, improving 
overall detection efficiency. 

Random Erasing (erasing: 0.4): This randomly erases 
parts of the image with a probability of 40%, simulating 
occlusions or missing data. It helps the model become more 
robust by allowing it to learn from incomplete or partially 
obscured images. 

 
Fig. 2. The structure of 8 different types of abnormal defects in the 
PVEL-AD dataset. 

 Figure 2 highlights the distribution of defect instances 
across eight common defect types in the PVEL-AD dataset, 
as well as the spatial representation of anchor boxes used in 
the YOLOv10 model. The top left graph illustrates the 
number of instances for each defect type, with Black Core, 
Crack, and Thick Line being the most frequent. The top 
right image shows the layout of anchor boxes, providing 
insight into how bounding boxes are generated during 
training. The bottom row presents heatmaps of object 
positions and sizes in the dataset, demonstrating the 
diversity in defect scales and positions. These visualizations 
are integral to understanding the distribution of data and the 
model's anchoring mechanism, which enhances detection 
across varying defect types and scales. 

III. EXPERIMENTAL RESULTS 

The experimental results for the YOLOv10 model, as 
shown in Figure 3, highlight the model's performance 

metrics throughout the training and validation phases. The 
model was trained using the PyTorch framework on a high-
performance system equipped with NVIDIA GPUs, 
employing advanced deep learning techniques to optimize 
both speed and accuracy. Over 200 epochs, 
hyperparameters were fine-tuned to achieve optimal 
performance. The training process utilized the stochastic 
gradient descent (SGD) optimizer with an initial learning 
rate of 0.01 and a momentum value of 0.9. A learning rate 
decay strategy, combined with regularization techniques, 
helped the model avoid overfitting while maintaining high 
generalizability. Specifically, biases were subjected to L2 
regularization with a decay factor of 0.0005, while some 
weights were exempt from decay (decay = 0.0), further 
improving model accuracy. 

The batch size was set to 16, striking a balance between 
memory limitations and computational efficiency. 
Throughout the training process, the model demonstrated 
steady convergence, with both training and validation loss 
functions showing consistent improvement. The training 
losses (box loss, classification loss, and distribution focal 
loss) decreased sharply during the early epochs, stabilizing 
as training progressed, which indicates effective feature 
learning. The validation losses followed a similar pattern, 
further validating the model's generalization capabilities. 

Precision and recall metrics improved steadily across the 
epochs, with both metrics reaching high levels towards the 
later stages of training. Notably, the mean Average 
Precision (mAP) at 50% IoU (mAP50) achieved a value of 
0.89, demonstrating the model's strong detection 
performance. Additionally, the mAP across multiple IoU 
thresholds (mAP50-95) showed a positive trend, reflecting 
the model’s ability to accurately detect objects at various 
scales and occlusions. 

These results underscore the YOLOv10 model's 
robustness and efficiency, particularly in real-time object 
detection tasks, confirming that the model is well-suited for 
high-performance applications requiring precise and rapid 
detections. 

 
Fig. 3. YOδOv10 model’s performance. 

Figure 4, showcases the YOLOv10 validation results 
using the best-performing model weights (best.pt) across 
various defect classes. The model was evaluated on 685 
images and 1,159 instances, achieving an overall mean 
Average Precision (mAP@50) of 0.892 and mAP@50-95 
of 0.565. The figure details the precision (P), recall (R), and 
mAP metrics for each defect class, demonstrating the 
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model's strong performance across diverse defect types, 
particularly excelling in detecting short circuits (mAP50 = 
0.992) and black cores (mAP50 = 0.981). This further 
validates the YOLOv10 model's effectiveness in real-world 
defect detection applications. 

 
Fig. 4. Performance Metrics of YOLOv10 Model on Defect Detection. 

Figure 5, the precision-confidence curve, shows how 
precision improves with higher confidence thresholds 
across the different defect classes. As expected, precision 
increases as the confidence threshold rises, indicating the 
model’s improved accuracy when making confident 
predictions. Defects like black_core and short_circuit 
demonstrate strong performance, achieving near-perfect 
precision at higher confidence levels. In contrast, classes 
like finger and horizontal_dislocation exhibit more 
fluctuations in precision at lower confidence levels, 
stabilizing only at higher confidence thresholds. The 
star_crack class, however, shows significant variability, 
with lower precision across the confidence spectrum, 
particularly at lower thresholds, suggesting it is more 
challenging for the model to detect accurately. 

 
Fig. 5. Precision-confidence curve of YOLOv10. 

In Figure 6, the recall-confidence curve further details 
the model’s performance, showing how recall decreases as 
confidence levels rise. The model demonstrates strong recall 
across most defect types until the confidence threshold 
reaches approximately 0.9, after which recall drops sharply. 
Defects like black_core and short_circuit maintain high 
recall across a wide range of confidence thresholds, 
suggesting strong detection performance. However, defects 
like finger and horizontal_dislocation experience a drop in 
recall at higher confidence levels. The star_crack class 

shows significant variability, with recall diminishing 
rapidly, indicating that the model struggles to consistently 
detect this defect. Overall, the curves suggest that while the 
model maintains high precision and recall for many classes 
at moderate confidence levels, it may face challenges with 
more complex defect types at higher confidence thresholds. 

 
Fig. 6. recall-confidence curve of YOLOv10. 

Figure 7 combines the insights from both precision and 
recall into an F1-confidence curve, which balances the two 
metrics. The F1 score generally increases with confidence 
until a point where it starts to plateau or decline. Defects 
such as black_core, short_circuit, and crack demonstrate 
strong overall performance, maintaining high F1 scores 
across a broad range of confidence values. However, 
star_crack exhibits the most variability in its F1 score, 
suggesting that this class remains challenging for the model 
to detect with both high precision and recall. 

 
Fig. 7. F1-confidence curve of YOLOv10. 

Figure 8 shows the normalized confusion matrix for the 
YOLOv10n model, highlighting its classification 
performance across various defect classes. The diagonal 
values indicate the percentage of correct predictions for 
each class, while off-diagonal values represent 
misclassifications. For instance, the model accurately 
predicts 94% of black_core defects, 85% of finger defects, 
and 99% of short_circuit defects. However, it struggles with 
classes like star_crack and vertical_dislocation, where only 
2% and 64% of the instances were classified correctly, 
respectively. Misclassifications are evident in cases such as 
crack defects, where 37% are confused with thick_line, and 
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finger defects, which are misclassified as crack 38% of the 
time.  

 
Fig. 8. confusion matrix of YOLOv10. 

IV. CONCLUSION  

IThe YOLOv10n model presents significant 
advancements in the detection of defects in photovoltaic 
cells, particularly through its lightweight architecture 
designed for mobile devices and environments with low 
computational power. The non-maximum suppression-free 
architecture and use of partial self-attention mechanisms 
contribute to its enhanced speed and efficiency. The model 
achieved excellent performance metrics, including a mean 
Average Precision of 0.89, across a diverse set of defect 
types. The integration of advanced data augmentation 
techniques further improved model generalization, while 
the dual-label assignment optimized both training and 
inference processes. The experimental results highlight 
YOLOv10n's suitability for real-time applications, making 
it an ideal candidate for mobile and embedded systems in 
industrial settings. Future work will focus on refining the 
architecture to improve detection for more subtle defects, 
such as star cracks, and further optimizing the model for 
various low-resource platforms. This research provides a 
practical, scalable solution for enhancing the reliability of 
photovoltaic systems through efficient, mobile-friendly 
defect detection. 
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si��i�ica�t i�pact �� i�t��rati�� ph�t�v��taic pr��ucti��, ��a�i�� t� r��uc� ���ctricity pr��ucti�� c�sts a�� �i�i�iz� t�xic 
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�. �NT�ODU�T�ON  
Th� r���wab�� ���r�y t�ch�����y has b�c��i�� th� �ai� 
c��c�r� �� r�s�arch�rs a�� ��v�r����ts �1-10�. �  si�p�� 
�xa�p�� �� th� i�cr�asi�� i�t��rati�� �� r���wab�� ���r�i�s i�t� 
���r�y ��tw�r�s; th� pr��i��rati�� �� s��ar pa���s �� r���t�ps 
r����cts a ��tab�� shi�t t�war�s sustai�ab�� a�� �c����ica��y 
viab�� s��uti��s. This acc���rat�� tra�siti�� ��a� as a�s� t� 
u���rsta�� th� i�p�rta�c� �� c��tr���i�� a�� ass�ciat�� 
pr�c�ss�s, a�� ��i�� ���p�r i� stu�i�s i� th� sa�� ti�� i� �r��r 
t� b����it �� th� ��v���p���t ta�i�� p�ac�. �c����ic a�� 
��vir�����ta� �ispatchi�� is ��� �� i�t�r�sti�� pr�c�ss�s that 
w� ���� t� �iv� i�p�rta�c�. 
�c����ic �ispatch (�D) i� ���ctric p�w�r ����rati�� ai�s t� 
�pti�iz� th� a���cati�� �� p�w�r ����rati�� �r�� avai�ab�� 
s�urc�s t� satis�y ���a��, �i�i�izi�� th� �v�ra�� c�st �� 
�p�rati��. This i�v��v�s ��t�r�i�i�� th� �pti�a� �utput ��v��s 
��r �ach c���itt�� ����rati�� u�it whi�� ��suri�� that vari�us 
c��strai�ts, i�c�u�i�� �p�rati��a� �i�itati��s �� i��ivi�ua� u�its 
a�� syst��-wi�� c��strai�ts ar� ��t �11�. (hi�� th� �ai� ��a� 
�� ��vir�����ta� �ispatch (�D) i� ���ctric p�w�r ����rati�� is 
t� r��uc� �r���h�us� �as ��issi��s, air p���uta�ts, a�� �th�r 
��vir�����ta� bur���s ass�ciat�� with ���ctricity pr��ucti��, 
with ���ti�� ���a�� a�� �p�rati��a� c��strai�ts. 

Th� i�c�rp�rati�� �� r���wab�� ���r�i�s has r����i��� th� 
c��v��ti��a� �c����ic L�a� Dispatch issu� i�t� a bi-�bj�ctiv� 
�c����ic ��issi�� Dispatch cha������, with th� ai� �� 
si�u�ta���us�y ��cr�asi�� c�sts a�� ��issi��s �12�. This 
�xp�ai�s th� i�t��s� stu�i�s i�t�r�st�� t� this i�p�rta�t bra�ch 
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th�r�a� p�w�r ����rati�� syst�� by usi�� �u�ti-�bj�ctiv� 
����� is pr�p�s�� i� �27�. �� �28�, a st�chastic �y�a�ic 
�c����ic �ispatch ��r ��w-carb�� p�w�r �ispatchi�� pr�b��� 
was pr�p�s��. Usi�� ���-���i�at�� s�rti�� ����tic a���rith�-
�� i� �29�, a� �c����ic ��vir�����ta� �ispatch pr�b��� �� 
s��ar-wi��-hy�r�-th�r�a� ����rati�� syst�� with batt�ry ���r�y 
st�ra�� was s��v��. �� �c����ic ��vir�����ta� �ispatch 
pr�b��� i�c�u�i�� s��ar, wi�� a�� s�a��-hy�r� p�w�r is s��v�� 
i� ����r��c� �30�. �hab �. ��attar �31� pr�p�s�� th� ���i�i�� 
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�c����ic ��vir�����ta� �ispatch pr�b��� withi� a �u�ti-
�bj�ctiv� pr�b��� c��t�xt. 
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�u�ti-�bj�ctiv� �pti�izati�� pr�b���s. Th� ����ctiv���ss �� this 
appr�ach is �����strat�� thr�u�h its app�icati�� t� a six-
����rat�r p�w�r syst��.  
�� th� pap�r �� � i� �a� �t a� �34�, a ��v�� ��w-carb�� �c����ic 
�ispatch ��th��, uti�izi�� th� �u�ti-�bj�ctiv� cha�tic arti�icia� 
hu��i��bir� a���rith�, is i�tr��uc�� t� i�v�sti�at� ���i��a� 
��t��rat�� ���r�y Syst��s (���S), ��phasizi�� th� c����cti�� 
�� �iv�rs� ���r�y supp�y subsyst��s t� a��r�ss vari�� us�r 
����s a�� ��ha�c� �p�rati��a� ���ici��cy. 
Th� stu�y �� �35� i�v�sti�at�s th� abi�ity �� bi�-i�spir�� 
��tah�uristic appr�ach �a��� ��rica� V u�tur� Opti�izati�� 
����rith� (�V O�) c��par�� t� �th�r �stab�ish�� a�� a�va�c�� 
��tah�uristic a���rith�s ��r s��vi�� �c����ic-��issi�� L�a� 
Dispatch (��LD) pr�b��� �� p�w�r syst��s u���r vari�us 
practica� c��strai�ts. 
�� �ur w�r�, th� ai� t� a�a�yz� th� i�pact �� th� p�ac����t �� a 
Ph�t�v��taic (PV ) P�a�t withi� th� ���� 9-bus ��tw�r� �� c�st 
a�� th� ��vir�����t, w� ��p��y a ����tic a���rith�. �y 
�pti�izi�� b�th c�st a�� ��vir�����ta� i�pact si�u�ta���us�y, 
w� ca� �i�� ����ctiv� c��pr��is�s b�tw��� th�s� �i���si��s. 

 

��. P�O�L�M �O�MUL�T�ON 

��.1 ��ONOM�� �UN�T�ON 

�. ��st �u�cti�� �� th� th�r�a� pr��ucti�� 
Th� pr��ucti�� c�st is ��t�r�i��� �r�� pr�-���i��� curv�s 

�xp�ri���ta��y ��riv�� ��r �ach u�it as a �u�cti�� �� th� 
p�w�r it ����rat�s. Th� �u�cti�� ass�ciat�� with th�s� curv�s 
is a p��y���ia� �� ���r�� '�'. �� practic�, it is ��st ��t�� 
pr�s��t�� i� th� ��r� �� a s�c���-���r�� p��y���ia� �36�. 

2( ) ...($/ )thi �i i �i i �i i� P aP bP c h= + + (ith   1, 2,......., �i �=  

( )thi � i� P  is th� �u�cti�� �� th� �u�� c�st, �iP is th� p�w�r 

����rat��, ia , ib  a�� ic  ar� th� c�st c����ici��ts sp�ci�ic t� 

�ach u�it �� ���ctrica� ���r�y pr��ucti�� a�� �� th� t�ta� 

�u�b�r �� ����rat�rs. 

�. ��st �u�cti�� �� th� �� th� ph�t�v��taic p�w�r p�a�t 
pr��ucti�� 

 
Th� c�st �u�cti�� �� a ph�t�v��taic p�w�r p�a�t ca� b� 

r�pr�s��t�� by th� �����wi�� �i��ar �u�cti��:  

.. .( $ / )pv j j v jP � P h=  1, 2, .......,j �=   

( )pvjP is th� �u�cti�� �� th� c�st �� th� ph�t�v��taic p�w�r p�a�t. 

pvjP is th� p�w�r ����rat�� by th� ph�t�v��taic p�a�t at ���� j. 

j� is th� c�st c����ici��t sp�ci�ic t� th� ph�t�v��taic p�a�t, a�� 

� is th� t�ta� �u�b�r �� ph�t�v��taic p�w�r p�a�t. Th� c�st �� 
ph�t�v��taic pr��ucti�� ca� b� �btai��� bas�� �� th� �����wi�� 
�quati��s �37�: 
 

( ) ( )�
pv p pvj pvj� a� P � P= +   

1 (1 ) N

ra
r -=

- +
 

(h�r� PVP is th� pr��ucti�� �� th� s��ar ���r�y s�urc�, a 
is th� a��ua�izati�� c����ici��t, r is th� i�t�r�st rat� (0.09), N 
is th� �i��spa� �� th� i�v�st���t (20 y�ars), p�  is th� 

i�v�st���t c�st p�r u�it �� i�sta���� p�w�r a�� ��  is th� 
Op�rati�� a�� Mai�t��a�c� ��st. p� a�� ar� ta��� as 
$5000/�( a�� 1.6 c��ts/�(, r�sp�ctiv��y ��r s��ar ���r�y 
s�urc�s.

 ( ) 547.7483pvj pvj P V� P P= *  

�.  Th� �i�i�izati�� �� th� th�r�a� a�� ph�t�v��taic pr��ucti�� 
t�ta� c�st �u�cti��s: 
Th� �i�i�izati�� �� th� �u�cti�� �� th� t�ta� c�st �� 

th�r�a� pr��ucti�� a�� ph�t�v��taic pr��ucti�� is pr�s��t�� 
as �����ws: 

1 1

( ) ( )
�� ��

thi � i pv j pv j
i j

M i� � � P � P
= =

 ‹
= + ›

 
   

U���r th� c��strai�ts: 

1 1

0
�� ��

� i pvj � L
i j

P P P P
= =

+ - - =   

�ax� i � iP i P            1, 2, ......., �i �=  

�ax0 pvj pvjP P         1, 2 , . . . . . . . ,j �=  
 

��:  T�ta� activ� ��a� p�w�r. 
�L:  T�ta� activ� ��ss�s i� th� ��tw�r�. 
 .Mi�i�u� activ� p�w�r �� th� ����rat�r :�ܩ�
�vj: Maxi�u� activ� p�w�r �� th� ����rat�r 

��.2 �NV ��ONM�NT� L �UN�T�ON:  
Th� �u�cti�� �� �as ��issi��s �r�� pr��ucti�� p�a�ts ca� b� 

��scrib�� as �����ws:  
2( ) � / �i � i i � i i � i i� P a P P T �� hb �= + +  

Th� ��vir�����ta� stu�y c��sists �� �i�i�izi�� th� �u�cti�� 
�� ��issi��s: 

1

( )
��

i � i
i

M i� � � P
=

 ‹
= ›
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��.3 MONO-O����T�V � ��-O����T�V � �ND 
OPT�M���T�ON:  
Th� �c����ic-��vir�����ta� stu�y th�r���r� c��sists �� 

s���i�� th� si�u�ta���us �i�i�izati�� �� th� tw� �u�cti��s 
��scrib�� by th� sa�� �bj�ct variab��s. Th� �pti�izati�� 
pr�b��� r�pr�s��ts a bi-�bj�ctiv� �r bi- crit�ria pr�b���. Th� 
�ai� �i��icu�ty �� such a� �pti�izati�� pr�b��� is �i���� t� 
th� pr�s��c� �� c����icts b�tw��� th� tw� �u�cti��s. ��r this, 
th� bi-�bj�ctiv� �pti�izati�� pr�b��� ca� b� tra�s��r��� i�t� 
a ����- �bj�ctiv� �pti�izati�� pr�b���, i�tr��uci�� a pric� 
p��a�ty �act�r �p which r�pr�s��ts th� rati� b�tw��� th� 
�axi�u� �u�� c�st a�� th� �axi�u� ��issi��s �� th� 
c�rr�sp���i�� ����rat�r �38�. 

�ax

�ax

( ) ...($ / )
( )

thi � i
pi

i � i

� P� h
� P

=  

Th� �����wi�� st�ps ar� us�� t� �i�� th� pric� p��a�ty �act�r 
��r a sp�ci�ic ��a� ���a��. 

1- �i�� th� rati� b�tw��� th� �axi�u� �u�� c�st a�� th� 
�axi�u� ��issi�� 

�ax( )thi � i� P  �� �ach ����rat�r 

�ax( )i � i� P   

2- �rra��� th� va�u�s �� th� pric� p��a�ty �act�r i� 
asc���i�� �r��r. 

3-  ��� th� �axi�u� ����rat�� p�w�r �� �ach u�it (

�ax�iP ) ��� by ���, starti�� with th� p�w�r �� th� 

p�a�t with th� s�a���st �act�r; �ax�i chP P2 , w� 
st�p th� ca�cu�ati��.  

4- �t this sta��, �{p}  �i���� t� th� �ast u�it i� th� 
su��ati�� pr�c�ss is th� pric� p��a�ty �act�r c�rr�sp���i�� 
t� th� �iv�� char��. 

Th� ����-�bj�ctiv� �pti�izati�� pr�b��� is pr�s��t�� as 
�����ws: 

1 1 1

( ) ( ) ( ) ...($ / )
�� �� ��

thi �i pvj pvj i � i
i j i

Mi� � P � P � P hy
= = =

 ‹
= + + ›

 
  

This �quati�� ca� b� r�writt�� acc�r�i�� t� th� ���ba� 
c����ici��ts a�� p�w�rs ����rat��: 

2

1 1

( ) ...($ / )
�� ��

pvj pvj i � i i � i i
j i

Mi� � P � P � P � hy
= =

 ‹
= + + + ›

 
 

(ithܣ�= =�ܤ, �ߙ�ܨ+ܽ� =�ܥ t� �ߚܾ�  ���ܨ+ܿ�

��.4 MONO- �PPL���T�ON:  
Th� ���ctrica� ��tw�r� ch�s�� ��r �ur stu�y is a� a�t�r�ati�� 

curr��t ��tw�r� with3 pr��uc�r ����s �39�. 

Th� c�st �u�cti��s �� th� thr�� ����rat�rs ar� as �����ws: 
2

1 1 1
2

2 2 2
2

3 3 3

( ) 0.11 5 150

( ) 0.085 1.5 600

( ) 0.1225 1 335

� i � �

� i � �

� i � �

� P P P

� P P P

� P P P

= + +

= + +

= + +  
Th� NOx ��issi��s �quati��s ar�: 

2
1 1 1

2
2 2 2

2
3 3 3

( ) 0 0 0

( ) 0.00000649 0.0005554 0.0491 

( ) 0.00000338 0.000355 0.05326

�i � �

�i � �

�i � �

� P P P

� P P P

� P P P

= - +

= - +

= - +
U���r th� c��strai�ts: 

10r 1�P r250 

10r 2�P r300 

10r 3�P r270 
 

���.  ��SULTS  

���.1 OPT�M���T�ON ���O�� TH� �NST�LL�T�ON O� 
PHOTOV OLT��� P�ODU�T�ON  

Th� r�qu�st�� p�w�r is315M(��r �ur stu�y w� c��si��r 
th� PL tra�s�issi�� ��ss�s ����i�ib�� 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 

�i�ur����-1.V ariati�� �� t�ta� c�st ��p���i�� �� th� �u�b�r �� 
it�rati��s (cas� with�ut PV ) 

Th� curv� with�ut PV  r����cts th� r��ucti�� i� t�ta� c�st as 
th� �u�b�r �� ����rati��s i�cr�as�s, i��icati�� that th� 
a���rith� i�pr�v�s �v�r ti�� arrivi�� at b�tt�r a�� ��ss 
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�xp��siv� s��uti��s. Stabi�ity a�t�r a c�rtai� �u�b�r �� 
����rati��s i��icat�s r�achi�� th� saturati�� p�i�t �r th� 
�axi�u� p�ssib�� i�pr�v����t i� th� c��strai�ts a�� 
avai�ab�� r�s�urc�s, that is, it sh�ws a pr�c�ss �� i�pr�v����t 
acr�ss ����rati��s wh�r� th� t�ta� c�st ��cr�as�s s�i�ht�y at �irst 
a�� th�� stabi�iz�s. 

Th� ��u�� qua�titi�s �� pr��ucti��s a�� �as ��issi��s ar� 
su��ariz�� 

i� th� tab�� 
���.1:  

 
 
 
 
 
 
 
 
 

 
 
 

Tab��.���.1 ��su�ts �pti�a� cas�s with�ut PV 
 

���.2 OPT�M���T�ON ��T�� TH� �NST�LL�T�ON O� 
PHOTOV OLT��� P�ODU�T�ON  
(� r�su�� th� si�u�ati�� by c��si��ri�� th� a��iti�� �� 

ph�t�v��taic pr��ucti�� i� th� ���ctricity pr��ucti�� chai�. Th� 
p�w�r �� th� �i�i ph�t�v��taic p�a�t is �qua� t� 110 M(. 

Th� r�su�ts �� activ� p�w�rs, ��issi��s rat� a�� t�ta� c�st ar� 
�iv�� i� th� tab�� 

 

 

 

 

 
 
 
 
 
 
 

Tab��.���-2 Opti�a� r�su�ts ��r th� cas� with PV 
 

Th� p��ts i� th� i�a�� �isp�ay th� r�su�ts �� a� �pti�izati�� 
pr�c�ss usi�� a ����tic a���rith� 

 
 

1. T h� �irst p��t: 

Th� h�riz��ta� axis () ) r�pr�s��ts th� ����rati��s, which is 
th� �u�b�r �� it�rati��s p�r ��r��� by th� ����tic a���rith�. 
Th� v�rtica� axis (Y ) r�pr�s��ts th� t�ta� c�st. 

Th� b�ac� ��ts r�pr�s��t th� b�st �it��ss ��r �ach ����rati��, 
a�� th� �r��� �i�� r�pr�s��ts th� ��a� �it��ss ��r �ach 
����rati��. 

 
�r�� th� p��t, w� �bs�rv� that th� t�ta� c�st �r�ps sharp�y at 

th� b��i��i�� �uri�� th� �irst ��w ����rati��s quic��y at �irst, but 
th�� th� i�pr�v����ts b�c��� s�a���r a�� ��ss �r�qu��t. �t 
ar�u�� ����rati�� 100, th� t�ta� c�st stabi�iz�s ar�u�� 6722.63, 
this ��a�s that th� a���rith� has appr�ach�� th� b�st p�ssib�� 
s��uti�� 

2. T h� s�c��� p��t: 

Th� �irst c��u�� r�pr�s��ts th� va�u� �� th� �irst variab�� 
(����rat�r) a�� sh�ws it at ar�u�� th� ��v�� �� 75. Th� s�c��� 
c��u�� r�pr�s��ts th� va�u� �� th� s�c��� variab�� 
(����rat�r) a�� sh�ws it at ar�u�� th� ��v�� �� 55. 

Th� thir� c��u�� r�pr�s��ts th� va�u� �� th� thir� variab�� 
(����rat�r) a�� sh�ws it at ar�u�� th� ��v�� �� 65. This chart 
�iv�s us a� i��a �� th� curr��t �istributi�� �� th� variab�� va�u�s 
i� th� b�st curr��t i��ivi�ua�, r����cti�� th� �pti�a� c��p�siti�� 
�� th� i��ivi�ua� bas�� �� th� thr�� variab��s 

 

 
 

 (ith�ut PV  

P�1�pt(M() 143.14 

P�2�pt(M() 78.93 

P�3�pt(M() 92.92 

Pr��ucti�� c�st($/h) 5215.97 

�as ��issi��s(t�� /h) 0.0845 

T�ta� c�st ($/h) 9882.61 

 (ith PV 

P�1�pt(M() 77.35 

P�2�pt(M() 60.18 

P�3�pt(M() 67.46 

Pr��ucti�� c�st($/h) 3135 

�as ��issi��s(t�� /h) 0.0757 

T�ta� c�st ($/h) 6722.63 
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Th� r�su�ts a�t�r i�t��rati�� PV  i�t� th� ���ctrica� ��tw�r� 

sh�w�� a �i���r��c� i� t�r�s �� th� t�ta� c�st. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 

Tab��.���-3 Opti�a� r�su�ts ��r tw� cas�s (with�ut PV  /with PV ) 
 

�as�� �� th� �i��i��s, it ca� b� c��c�u��� that th�r� is a 
��tab�� �isparity i� th� va�u�s �� t�ta� c�st a�� t�xic ��issi��s 
b�tw��� th�s� �xa�i��� with a�� with�ut ph�t�v��taic (PV ) 
i�t��rati��: 

Th� t�ta� c�st ass�ciat�� with th� sp�ci�i�� ��a� ��cr�as�� 
�r�� 9882.61$/h t� 6722.63$/h, r�su�ti�� i� a r��ucti�� �� 
3259.95$/h, �r 32.98%. �urth�r��r�, �as ��issi��s wit��ss�� a 
��cr�as� �� 2028 � �/Day, which is �quiva���t t� 1816,8 � �/�ay, 
�r 13%. 

Th�s� r�su�ts u���rsc�r� th� si��i�ica�t i�pact �� PV  
i�t��rati�� �� b�th c�st r��ucti�� a�� ��vir�����ta� 
sustai�abi�ity, hi�h�i�hti�� th� p�t��tia� b����its �� i�c�rp�rati�� 
r���wab�� ���r�y s�urc�s i�t� ���r�y syst��s. 

�V . �ON�LUS�ON 
Th� �c����ic a�� ��vir�����ta� a�a�ysis �� th� 

i�t��rati�� �� ph�t�v��taic (PV ) pr��ucti�� i�t� th� ���ctricity 

��tw�r� usi�� a ����tic a���rith� �av� v�ry satis�act�ry 

r�su�ts. Th� c��paris�� �� th� r�su�ts �btai��� b���r� a�� 

a�t�r th� i�t��rati�� �� PV  pr��ucti�� i�t� th� ���ctricity 

��tw�r� hi�h�i�ht�� c��si��rab�� savi��s i� ���ctrica� ���r�y 

pr��ucti�� a�� a ��tab�� r��ucti�� i� �r���h�us� �as 

��issi��s i�t� th� at��sph�r�. �� c��c�usi��, th� 

i�p�����tati�� �� ph�t�v��taic pr��ucti�� �����strat�s a 

pr��isi�� st�p t�war�s achi�vi�� sustai�ab�� ���r�y ��a�s 

a�� �iti�ati�� c�i�at� cha��� i�pacts. This stu�y 

u���rsc�r�s th� p�t��tia� �� r���wab�� ���r�y i�t��rati�� t� 

��ha�c� b�th �c����ic pr�sp�rity a�� ��vir�����ta� 

pr�s�rvati��. 
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Abstract— The efficacy of photovoltaic (PV) systems, which 
are a fundamental component of renewable energy solutions, is 
greatly impacted by natural fluctuations, particularly in solar 
irradiation. These fluctuations introduce complications in the 
maintenance of a consistent and optimal power output, 
necessitating the implementation of effective algorithm to 
optimize energy efficiency. Tracking the Maximum Power Point 
(MPP) is a critical component of PV system operation. This 
paper evaluates the efficacy of the Grey Wolf Optimization 
(GWO) algorithm in monitoring the MPP under various solar 
irradiation conditions, including uniform irradiation and 
partial shading. The MATLAB/SIMULINK simulation results 
indicate that the P&O algorithm performs well in scenarios of 
uniform solar irradiation, its limitations become evident when 
subjected to dynamic and complex conditions, such as partial 
shading. Specifically, the Perturb and Observe (P&O) algorithm 
exhibited significant power oscillations, which compromise 
system efficiency and reliability. Conversely, the GWO 
algorithm displayed exceptional tracking efficacy in partial 
shading conditions, illustrating its capacity to effectively adapt 
to these obstacles. The extraction of maximal power is facilitated 
by its rapid and precise response to dynamic changes in 
irradiation levels, making it a more reliable choice for 
optimizing PV systems. 

Keywords— Photovoltaic system, Grey wolf optimization, 

Perturb and Observe, Maximum power point, Partial shading. 

I. INTRODUCTION  

Rapid advances in technology and the rapid development 
of industrial sectors have resulted in a huge rise in the demand 
for electrical energy. In modern times, this energy is essential 
to digital technology, mechanical function, industrial 
production, and even everyday household tasks. This has led 
to several concerns about the availability of energy sources, 
especially with respect to the challenges related to their 
stability. Traditional energy sources like coal, oil, and natural 
gas are finite resources that need significant work and 
sophisticated technology to obtain, in addition to the high 
costs of production and transportation. These sources also 
have a negative impact on the natural world. Developing 
alternative energy sources that may satisfy the world's 
growing energy needs without harming the environment has 
become important in view of these problems. The best way to 

overcome these challenges is to use renewable energy sources. 
Because of its many benefits and low production costs, solar 
energy is a popular renewable energy source [1]. 

However, optimizing the potential of solar power presents 
with difficulties [2], main among which is the variability 
brought about by natural components like illumination and 
temperature. These factors may have a significant impact on 
photovoltaic (PV) cell efficiency, which in turn impacts the 
overall energy generation. To address this difficulty, 
researchers have developed a number of algorithms to 
maximize PV systems' power generation [3]. 

The Perturb and Observe (P&O) algorithm is a popular 
choice for Maximum Power Point Tracking (MPPT) because 
to its ease of use and efficiency Periodically altering the 
system's operational voltage or current while recording the 
consequent power change is how the P&O algorithm works 
[4]. When the power rises, the perturbation continues to move 
in the same direction, when it falls [5], the direction changes. 
With the help of this input mechanism, the system may 
respond rather quickly and converge towards the Maximum 
Power Point (MPP) [6]. Notwithstanding its benefits, the P&O 
algorithm sometimes has trouble with fluctuations around the 
MPP, particularly in situations when the environment is 
changing quickly. The grey wolf optimization (GWO) 
algorithm, on the other hand, provides a more reliable method 
as it is modelled after the social structure and hunting habits 
of grey wolves. Alpha, Beta, Delta, and Omega are the four 
social role categories into which GWO divides wolves [7]. 
The wolves' hunting and position-adjusting tactics are 
determined by these responsibilities, and the system is 
mathematically modelled to help it converge towards the best 
answer [8]. The GWO algorithm offers better search 
capabilities and tracking effectiveness by imitating the social 
structure and hunting behavior of wolves, especially in 
dynamic and complicated situations [9]. 

This paper evaluates the efficacy of the GWO algorithm 
and the P&O algorithm in photovoltaic systems for MPPT 
under a variety of environmental conditions. The two 
algorithms are compared using MATLAB/SIMULINK 
simulations in the research. Both P&O and GWO exhibit 
effective tracking of MPP under uniform solar radiation. 
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However, substantial disparities emerge when non-uniform 
conditions, such as rapid fluctuations in solar radiation or 
partial shading, are present. The P&O algorithm is incapable 
of reaching the MPP. In contrast, the GWO algorithm, which 
is influenced by the hunting and social behavior of grey 
wolves, exhibits increased robustness in tracking the MPP 
under these conditions, providing more precise monitoring 
and faster response times than P&O. This makes GWO a more 
dependable option for the management of complex and 
variable environmental factors in photovoltaic systems. 

II. PV SYSTEM MODELING 

The equivalent circuit’s most basic model in the context of 
photovoltaic cells comprises two primary components that are 
connected in parallel. The initial component is an ideal current 
source that produces a constant current, denoted by ���. The 
density of photons that impact the cell surface is directly 
correlated with this output. The second component, a real 
diode, represents the electrical properties of the p-n junction 
in the solar cell. Fig. 1 illustrates the electric model that is 
typically used to symbolize a PV panel [10]. 

 

Fig. 1. The electric model of a PV Cell 

The output current of the solar cell is determined by the 
following equation [12][11]: 
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The final PV system equation is calculated using [12]:  
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Where:  

phI  Photocurrent.  

dI  Diode current.  

G  Irradiance.  

refG  Standard test condition. 

_ph refI photocurrent at STC. 

sc  coefficient temperature of short circuit current. 

T  Cell temperature at STC. 

oI  Saturation current. 

q  Electron charge. 

n  Ideality criterion. 
K  Boltzman constant. 

cT  actual cell temperature. 

Rs  serial resistance. 

shR  equivalent circuit shunt resistance. 

TABLE I.  SHOWS THE PV PANEL VALUES 

Variable Parameters Values 

maxP  Maximum-power 363.3 [W] 

maxV  Maximum voltage 68.2 [V] 

maxI  Maximum current  6.3 [A] 

scI  Short-circuit current 7 [A] 

ocV  Open-circuit voltage 22.9 [V] 

III. PARTIAL SHADING'S EFFECTS 

PV system is arranged using PV panels connected in a 
series parallel configuration, as illustrated in in Fig. 2.  

 

Fig. 2. Partially Shaded PV array. 

Fig. 3 illustrates a typical power-voltage curve under 
uniform solar radiation, which clearly demonstrates the MPP. 
Nevertheless, the application of partial shade, which is 
induced by factors such as clouds or adjacent objects like 
structures or trees, results in the appearance of numerous 
peaks within the power-voltage curve, as illustrated in Fig. 4. 
The variation in shading leads to varying levels of power 
output all over the photovoltaic array, resulting in the 
formation of multiple peak locations in the curve. This 
complicates the process for determining the MPPT. 

 

Fig. 3. Power-voltage (P-V) curve of PV array under standard test 
conditions (800W/m2). 
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Fig. 4. Power-voltage (P-V) curve of PV array under partial shading 

(1000W/m2 - 650W/m2 - 300W/m2). 

IV. EXPLORATION OF GREY WOLF OPTIMIZATION AND 

PERTURB AND OBSERVE ALGORITHMS 

A. Perturb and Observe algorithm   

In the realm of MPP tracking techniques, the P&O 
algorithm is known for its simplicity and ease of 
implementation [13]. This method utilises periodic 
perturbations of the PV system's operating voltage ሺ���ሻ or 
current ሺ���ሻ for tracking resulting variations in output power ሺ���ሻ. If the power increases as a result of the perturbation, 
the algorithm continues in the same direction. Otherwise, the 
direction of the perturbation is reversed to approach the MPP 
[14]. 

The change in power with respect to voltage can be 
expressed as: 

 /P V   (5) 
When / 0P V   , the operating point moves closer to 

the MPP by increasing ���, and when / 0P V   it moves 
closer by decreasing ���. The algorithm adjusts the duty 
cycle of the DC-DC converter as follows: 

 new oldD D D= +   (6) 

Where ΔD is the increment or decrement determined by 
the P&O logic. 

The steps of the P&O algorithm are simplified in the 
flowchart in Fig. 5. 

 

Fig. 5. flowchart of the P&O algorithm. 

B. Grey wolf optimization algorithem  

The grey wolf strategy is derived from the behaviors of the 
grey wolf during its quest for prey, during which they 
distribute responsibilities among the members of the pack. 
Fig. 6 illustrates the formation of a social hierarchy as a 
consequence of this division.  

The alpha level refers to the wolves responsible for 
making decisions, while the second level Beta wolves are 
subordinate wolves who assist the Alphas in decision-making. 
Delta wolves comprise the third level of the social hierarchy, 
and the omega wolf serves as a "scapegoat" to capture prey 
[15]. 

 

Fig. 6. Hierarchy of grey wolf. 

The process of hunting prey goes through three steps: 
tracking, encircling, and attacking. These steps can be 
modeled with the following mathematical equations [16]: 

 | ( ) ( ) |pD C X t X t=  −  (7) 

 ( 1) ( )p pX t X t A D+ = −   (8) 

 1 2 3( 1)
3

X X X
X t

+ +
+ =  (9) 

With: 

 12A a r a=  −  (10) 

 22C r=   (11) 

Where: 

 t  Iteration count. 

( )pX t  Position vector of the prey. 

( )X t  Position vector of a grey. 

a  Variable whose value decreased linearly [2 to 0]. 

1,2r  Random number in [0-1]. 

 
The variability of radiation levels makes it challenging to 

determine MPP effectively[17]. Through the use of the GWO 
algorithm, PV array performance may be enhanced by varying 
the duty cycle 'D', as represented by the following equation: 

 ( 1) ( )c cD t D t A D+ = −   (12) 

The fitness function of the GWO algorithm is expressed as 
follows: 

 1( ) ( )t t
i iP d P d −  (13) 

Where: 

p  Power generated. 

d  Duty cycle.   
i  Number of current grey wolves. 
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GWO algorithm follows basic steps,as depicted in the 
flowchart in Fig. 7. The first step involves initializing the 
initial number of agents. Secondly, following the evaluation 
of the MPP location, the duty cycle positions should be 
updated. Lastly, the standards are stopped, and the algorithm 
should be reset to begin the search for the MPP anew in the 
event of low power. 

 

Fig. 7. flowchart of the GWO algorithm. 

V. SIMULATION AND RESULTS  

The simulation and system results were obtained using 
MATLAB/SIMULINK under standard test settings (STC), 
with uniform solar irradiation (800W/m²) in the first scenario 
and varying radiation levels (1000W/m² - 800W/m² - 
450W/m²) in the next scenario, while maintaining a constant 
temperature of 25°C. The P&O and GWO algorithms were 
evaluated and contrasted for their Maximum Power Point 
(MPP) tracking efficiency. 

A. Uniform solar irradiation 

Fig. 8 illustrates the results of the P&O and GWO 
algorithms when a photovoltaic array is exposed to uniform 
shading with a radiation level of 800 W/m². In terms of 
tracking efficiency, the P&O algorithm achieved 98.91%, 
while the GWO algorithm attained 99.72%. The MPP was 
567.17 W in both cases. However, a noticeable difference was 
observed in the system's stability and energy behavior. While 
the GWO algorithm demonstrated a smoother and more stable 
tracking process, the P&O algorithm exhibited energy 
fluctuations during its operation and achieved a quicker 
settling time of 0.13 s compared to the GWO algorithm’s 0.88 
s. 

B. Partial shading 

Fig. 9 presents the results for the second case, where the 
PV system is subjected to varying shading conditions with 
irradiation levels of 1000 W/m², 650 W/m², and 450 W/m². 
The MPP was ascertained to be 399.36 W. The P&O 
algorithm had a tracking effectiveness of 81.02%, markedly 
inferior than the 98.8% attained by the GWO method. 
Furthermore, the P&O method exhibited a settling time of 
0.12 s, in contrast to the GWO algorithm's extended settling 
duration of 1.21 s. 

 

 

 

Fig. 8. Comparison results between P&O algorithm and GWO under a 
uniform shade (800W/m2). 
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Fig. 9. Comparison results between P&O algorithm and GWO under 
different shading (1000W/m2 - 800W/m2 - 450W/m2). 

VI. CONCLUSION  

This study provides an analytical model of a photovoltaic power system 
and performs a comparative analysis of maximum power point tracking, 
including the perturb and observe (P&O) and grey wolf optimisation (GWO)  
algorithms under scenarios of uniform solar radiation and partial shading. 
The simulation results obtained using MATLAB/SIMULINK indicate that 
the GWO approach is superior, with a tracking effectiveness of 97% under 
both uniform illumination and partial shading conditions. The P&O method 
exhibits commendable performance for the settling period. nonetheless, it is 
not resilient to partial darkening. It is deficient in tracking at the MPP, 
achieving a tracking effectiveness of just 75.09%. 
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     Abstract— In photovoltaic (PV) power generation systems, 
ensuring robust and efficient fault detection and diagnosis (FDD) 
is essential for achieving optimal performance and long-term 
reliability. This study introduces a novel FDD methodology based 
on Fisher Random Matrix Theory (RMT), tailored to address the 
inherent complexities of fault detection in PV systems. The 
approach exploits multivariate statistical correlations within 
high-dimensional operational data, enabling real-time fault 
detection with exceptional accuracy while maintaining resilience 
against environmental noise—a common limitation of 
conventional methods. By incorporating Fisher RMT, the 
proposed technique significantly enhances fault isolation, 
allowing precise identification and diagnosis of faults even under 
varying irradiance and temperature conditions. 

The methodology is validated using real-world PV system 
data, including measurements of voltage, current, power, 
irradiance, and temperature. Results demonstrate notable 
improvements in detection accuracy and fault discrimination 
compared to traditional I-V curve-based techniques. 
Furthermore, the approach effectively classifies diverse fault 
types—such as open-circuit, shading, and short-circuit faults—
with faster detection times and reduced false alarm rates. The 
findings highlight that the Fisher RMT-based methodology 
outperforms existing FDD strategies by offering higher precision, 
quicker response times, and fewer false positives, presenting a 
scalable and reliable solution for real-time monitoring of large-
scale PV systems. 

Keywords— Fault Detection and Diagnosis (FDD), 
Photovoltaic Systems, MPPT, Fisher Random Matrix Theory 
(RMT), Real-time Monitoring, Multidimensional Data Analysis. 

I. INTRODUCTION  
Photovoltaic (PV) power generation systems are integral 

to the transition toward renewable energy. As PV system 
deployment increases, so does the need for effective 
monitoring, fault detection, and diagnosis (FDD) techniques to 
ensure optimal performance and reduce downtime[1]. Faults 
such as shading, open-circuit, or short-circuit can lead to 
significant energy losses and pose safety risks, underscoring 

the importance of developing efficient FDD methods to 
maintain system reliability [2]. 
PV systems encounter various faults, including open-circuit, 
short-circuit, shading, and ground faults, each impacting 
performance uniquely [3]. For example, shading faults result 
from reduced sunlight exposure due to obstructions, while 
open-circuit and short-circuit faults often arise from wiring 
issues or component failures. Ground faults, which occur due 
to unintended electrical connections between conductors and 
the ground, present significant safety risks, including the 
potential for fires and other hazardous conditions [4]. To 
address these challenges, both traditional and advanced fault 
detection techniques have been developed and implemented 
[5]. Traditional methods often rely on basic electrical 
measurements and manual inspections, while advanced 
techniques leverage sophisticated algorithms, machine 
learning, and real-time monitoring systems to enhance 
detection accuracy and reliability. These advancements are 
critical for mitigating risks and ensuring the safe and efficient 
operation of electrical systems. 
Early fault detection relied on manual inspections, including 
visual or infrared imaging, which remain useful for identifying 
visible surface defects like cracks or corrosion [6]. However, 
electrical-based methods, such as monitoring current-voltage 
(I-V) and power-voltage (P-V) characteristics, are more 
effective for comprehensive fault detection [7]. Deviations 
from standard I-V curves under test conditions indicate faults, 
and models like the one-diode model provide a baseline for 
identifying performance anomalies [8]. 
Statistical methods have gained traction for their ability to 
manage noisy and fluctuating data [9]. Techniques like t-tests, 
wavelet transformations, and Principal Component Analysis 
(PCA) compare real-time data against historical models to 
detect anomalies. Machine learning (ML) has further 
advanced FDD with models like Artificial Neural Networks 
(ANNs), Support Vector Machines (SVMs), and Extreme 
Learning Machines (ELMs), which identify and classify 
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faults, including complex scenarios involving multiple 
simultaneous faults [10-13]. 
Deep learning models, including Convolutional Neural 
Networks (CNNs) and Long Short-Term Memory (LSTM) 
networks, have demonstrated high accuracy in fault 
classification [14]. CNNs are particularly effective for image-
based fault detection, analyzing electroluminescence images 
to detect defects such as micro-cracks, while LSTMs excel in 
analyzing sequential operational data [15]. 
Hybrid systems combining statistical and machine learning 
methods are increasingly popular [16-18]. For instance, 
integrating adaptive thresholding algorithms with PCA 
improves fault detection under variable irradiance and 
temperature conditions. Similarly, combining deep learning 
models with traditional electrical monitoring techniques 
enhances the scalability and adaptability of FDD systems. 
Intelligent diagnostic systems leveraging real-time monitoring, 
cloud-based analytics, and machine learning enable 
continuous learning from new data, improving detection 
accuracy over time [19]. 
Despite advancements, FDD systems face challenges such as 
handling data under fluctuating environmental conditions, 
noise, uncertainty, and missing values [20]. Many current 
methods focus on detecting single fault types, whereas real-
world PV systems often experience multiple concurrent faults. 
Future research should explore hybrid diagnostic models that 
integrate diverse approaches to enhance accuracy in complex 
scenarios. Additionally, the adoption of IoT devices and 
cloud-based platforms could enable remote monitoring and 
predictive maintenance, improving reliability and efficiency 
[21]. 
Emerging techniques like Fisher Random Matrix Theory 
(RMT) offer promising advancements for FDD in PV systems. 
RMT utilizes statistical correlations in high-dimensional 
operational data, making it particularly effective for systems 
with continuously fluctuating environmental and operational 
parameters [22]. By leveraging this matrix-based approach, 
faults can be detected early, and specific fault types diagnosed 
with higher precision, significantly enhancing the speed and 
accuracy of FDD systems . 
This combination of traditional, statistical, and advanced 
techniques underscores the potential of integrated approaches 
to address the growing demands of PV system monitoring and 
maintenance. 

II. MATERIALS AND METHODS 
Effective fault detection and diagnosis in photovoltaic systems 
require methods that can clearly distinguish between normal 
and faulty operations. A robust approach integrates the Fisher 
Random Matrix (FRM) with the Mahalanobis distance to 
establish reliable thresholds for fault identification. 

a) Fisher Random Matrix (FRM) 
The Fisher Random Matrix builds on Fisher's Linear 
Discriminant Analysis (LDA), a technique widely employed 
for dimensionality reduction and classification. LDA aims to 
project high-dimensional data onto a lower-dimensional space 

while maximizing class separation, such as between healthy 
and faulty states in a PV system [23]. 
The Fisher criterion seeks to optimize the separation between 
classes by maximizing the ratio of between-class variance (Sb) 
to within-class variance (Sw). Mathematically, these scatter 
matrices are defined as: 
Between-Class Variance (Sb): Measures how distinct the 
different classes are. 

Within-Class Variance (Sw): Measures how tightly grouped 
data points are within each class. 
The optimal projection vector w, is calculated to maximize the 
Fisher criterion: 

 
The mean vectors of the two classes are represented by μ1 and 
μ2, while xi and xj refer to individual data points within each 
class. The Fisher Random Matrix (FRM) is employed to 
determine the optimal projection vector that enhances class 
separability by maximizing between-class variance and 
minimizing within-class variance. Between-class variance 
quantifies the distinction between different classes, while 
within-class variance gauges the concentration of data points 
within each class. The goal is to project the data onto a new 
axis where the ratio of between-class variance to within-class 
variance is maximized. This transformation is governed by the 
Fisher criterion [24-25]. 

 
Where: 

• Sb  is the between-class scatter matrix, 
• Sw is the within-class scatter matrix, 
• w is the projection vector, 
• J(w)  is the Fisher criterion to be maximized. 

This transformation projects the data onto a new axis that 
emphasizes class separability, enabling more effective 
classification of healthy and faulty states in PV systems. 
The FRM offers several advantages in fault detection for PV 
systems: 

• Improved Class Separation by maximizing the 
separation between healthy and faulty data, FRM 
facilitates more accurate anomaly detection. 

• Dimensionality Reduction high-dimensional PV data, 
encompassing variables like voltage, current, 
irradiance, and temperature, is reduced to a lower-
dimensional representation while retaining critical 
classification information. 

• Noise Robustness: The random matrix structure 
enhances robustness against noise and data 
variations, ensuring reliability under real-world 
conditions. 
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• Scalability: FRM can handle large-scale PV systems, 
enabling simultaneous analysis of data from 
numerous PV modules in large arrays. 

 
After transforming the data using the Fisher Random Matrix, 
the Mahalanobis distance is employed to classify new 
observations. This distance measures how far a data point 
deviates from the healthy class distribution, considering the 
covariance between variables—a common feature in PV 
system data. 

b) Steps in Fault Detection 
1. Projection: Data is projected into a space where 

healthy and faulty classes are well-separated using 
FRM. 

2. Distance Calculation: The Mahalanobis distance of 
new observations from the healthy class distribution 
is computed. 

3. Thresholding: A threshold is determined based on the 
healthy class distance distribution. If a new 
observation’s Mahalanobis distance exceeds this 
threshold, it is classified as faulty. 

This combined approach leverages the Fisher Random Matrix 
for class separation and the Mahalanobis distance for precise 
classification, offering an effective and scalable solution for 
real-time PV system fault detection. 

III.  PV SYSTEM DESCRIPTION  
The proposed fault detection strategy was validated using real-
world operational data from a large-scale 20 MWp grid-
connected photovoltaic (PV) system located in Adrar, Algeria. 
Adrar, a southeastern Saharan region and the second-largest 
province in Algeria, spans an area of 427,386 km² and boasts 
substantial solar energy potential. The proposed fault detection 
strategy was rigorously validated through experimental testing 
utilizing real-world data obtained from a 20 MWp grid-
connected photovoltaic (PV) system situated in Adrar, a 
southeastern Saharan region and the second-largest province 
in Algeria, spanning an area of 427,386 km². This region 
boasts substantial solar energy potential, with an average solar 
irradiance of 5.7 kWh/m²/day, which, if harnessed effectively, 
could fully meet the energy demands of the entire city [5]. The 
validation process underscores the practical applicability and 
robustness of the proposed strategy in real-world operational 
environments. 
The PV system, operational since December 10, 2015, directly 
feeds generated power into the grid. It operates within a DC 
voltage range of 480–850 V and an AC voltage of 315 V. The 
facility is structured as a large-scale installation comprising 20 
PV arrays, each rated at 1 MW capacity. Each array consists 
of 93 subarrays, with each subarray containing 44 YINGLI 
(YL245P-29B) PV modules. The combined power from these 
subarrays is processed through a 2×550 kW SUNGROW 
(5SG 500MX) grid-connected inverter and further stepped up 
using a SUNTEN ZBW10A-1250/30/0.315-0.315 transformer 
rated at 1250 kVA and 50 Hz for grid connection. 
Meteorological parameters critical to the PV system's 
performance monitoring were measured with high-precision 
instruments: 

• Solar Irradiance: Captured using a Kipp & Zonen 
CMP21 pyranometer with a daily uncertainty of 
<2%. 

• Temperature: Monitored via a J-type thermocouple 
with an accuracy of ±1.1°C. 

• Wind Speed: Measured using a WE-100 sonic 
anemometer with a resolution of 0.05 m/s. 

Electrical parameters, including both DC and AC outputs from 
the inverters, and meteorological data were collected and 
transmitted via a Supervisory Control and Data Acquisition 
(SCADA) system. The SCADA system integrates advanced 
graphical user interfaces, computing platforms, and 
communication networks to enable real-time monitoring and 
performance analysis of the PV plant. 
For fault detection and diagnosis, the study focused on a PV 
array comprising 44 YINGLI (YL245P-29B) modules, 
arranged in two parallel strings of 22 modules connected in 
series. These modules have well-defined electrical 
characteristics under standard test conditions (STC)—an 
irradiance of 1000 W/m² and a temperature of 25°C, as 
detailed in Table I. 
The experimental data used for validation was collected 
between January and March 2017 at 10-minute intervals, 
encompassing electrical measurements from the inverter and 
meteorological data from sensors. The system's design and 
instrumentation ensured the availability of comprehensive and 
high-quality data for assessing the proposed fault detection 
strategy. 
The Adrar PV plant exemplifies the scalability of modern 
grid-connected PV systems and serves as an ideal testing 
ground for advanced fault detection methodologies. The 
experimental results demonstrate the effectiveness of the 
proposed strategy in detecting and diagnosing faults, 
highlighting its applicability in real-world large-scale PV 
systems. 

 
TABLE I 

Key Electrical Specifications of the YINGLI (YL245P-29B) 
PV Module under Standard Test Conditions (STC) 

Peak 
power 
(W) 

Voltage at 
maximum 
power (V) 

Current at 
maximum 
power (A) 

Open 
circuit 

voltage (V) 

Short 
circuit 
current 

(A) 
245 29.6 8.28 37.5 8.83 

 
This study employs a dataset comprising five critical variables 
essential for monitoring and diagnosing the performance of 
photovoltaic systems: voltage (V), current (A), power (W), 
temperature (°C), and irradiance (W/m²). These parameters are 
fundamental for assessing system functionality and identifying 
potential faults. To better understand the interrelationships 
among these variables, exploratory data analysis (EDA) 
techniques were applied, including the creation of correlation 
matrices, examination of variable distributions, and generation 
of box plots. These analyses provide valuable insights into 
system behavior and underlying data patterns. 
The correlation matrix reveals the linear relationships between 
the various parameters. As shown in Figure 1, voltage and 
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power exhibit a very strong positive correlation (0.9986), 
indicating that power output increases substantially with 
higher voltage levels. Similarly, voltage and irradiance display 
a high correlation (0.9134), suggesting that irradiance 
significantly influences voltage output. Conversely, current 
and temperature exhibit weaker correlations with other 
parameters, indicating more independent behavior under 
varying operational conditions. 
The distribution plots in Figure 2 provide an overview of the 
spread and frequency of values for each parameter in the 
dataset. The voltage distribution is concentrated around lower 
values, with a few outliers at higher voltage levels. Current 
distribution is skewed towards lower values, with occasional 
spikes. Power distribution reflects predominantly low power 
outputs, with a few high-power observations, which aligns 
with the typical variability of PV systems. Temperature data 
exhibits a relatively uniform spread, with most values ranging 
between 20°C and 50°C. Irradiance is primarily concentrated 
at lower levels, highlighting periods of reduced solar 
exposure. 

 
Fig. 1. Correlation matrix of training data. 

 
The box plots in Figure 3 provide a visual summary of the 
central tendency, variability, and presence of outliers for each 
parameter. Voltage and power exhibit considerable variability, 
characterized by wide interquartile ranges and the presence of 
a few extreme values. In contrast, temperature shows a 
narrower range, though an extreme outlier is observed below 
0°C. These box plots effectively highlight potential outliers, 
measurement variability, and deviations that may signal 
system anomalies or faults. 
 
This initial descriptive analysis ensures a thorough 
understanding of the dataset, allowing for informed 
implementation of fault detection algorithms and accounting 
for potential trends and irregularities. 
 

 
Fig. 2. Distribution plots of training and set data 

 
Fig. 3. Box plots of training and set data 

 

IV. RESULTS AND DISCUSSION  
Fisher's linear discriminant (FLD) and the Mahalanobis 
distance method for fault detection and diagnosis. I'll examine 
the key aspects and offer a detailed discussion followed by a 
potential conclusion. 

a) Histogram of Mahalanobis Distance for Training and 
Testing Data 
The histogram of Mahalanobis distances for the training 
dataset provides valuable insights into the model's ability to 
differentiate between healthy and faulty operations, as shown 
in Figure 4. 

• Training Data: 
 
For healthy system conditions, Mahalanobis 
distances are generally lower, reflecting operation 
within expected parameters. A compact distribution 
around these lower distance values indicates that 
most training data points lie close to the center of the 
distribution for normal operation. 
Faulty data points, on the other hand, exhibit 
significantly higher Mahalanobis distances, 
appearing as outliers in the histogram. This 
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demonstrates that the model has effectively learned 
to identify faults by recognizing significant 
deviations from normal behavior. 

• Testing Data: 
 
The histogram for testing data serves as a validation 
of the model's generalization capability. Ideally, the 
healthy data in the testing set should display a 
distribution similar to that observed during training, 
confirming the model's ability to recognize normal 
operation in unseen data. Faulty data in the testing set 
should show a clear separation, with Mahalanobis 
distances clustering at higher values, mirroring the 
training pattern. 

 
Fig. 4. Histogram of training and testing data mahalanobis 

distances  
 

 
Fig. 5. Scatter plot of mahalanobis distances and fault type 

 
The scatter plot in Figure 5 demonstrates the multivariate 
approach to fault classification using Mahalanobis distance. 
Points are distributed across the plot, with their locations 
indicating how each fault type deviates from normal operating 
conditions. Data points farther from the healthy cluster signify 
more severe faults. This visualization effectively illustrates the 
method’s ability to detect faults and differentiate between fault 
types based on the magnitude of deviation. The scatter plot 
confirms that the Mahalanobis distance approach is not only 
suitable for identifying anomalies but also capable of 
categorizing fault types based on the extent of deviation. 

b)   Fisher's Linear Discriminant for Fault Detection 
Fisher's Linear Discriminant is a robust dimensionality 
reduction technique that identifies an optimal hyperplane to 
maximize class separation while minimizing intra-class 

variance, ensuring that class distinctions remain intact during 
projection to a lower-dimensional space. This capability 
makes FLD an effective tool for fault detection in photovoltaic 
systems. By projecting data onto a single dimension, FLD 
enhances the separation between healthy and faulty states, 
significantly improving detection accuracy. As illustrated in 
Figure 6, FLD achieves a clear division between healthy and 
faulty data points, demonstrating its reliability and robustness 
in detecting anomalies, even subtle ones. The method's 
performance is heavily influenced by the degree of 
separability between fault and healthy clusters, and the results 
underscore its precision in classifying different fault types. 
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Fig. 6. Current, temperature, irradiance Time series with 

detected faults  

 
Fig. 7. Mahalanobis distance threshold categories fault 

detected  
Figure 7 demonstrates the application of the Mahalanobis 
Distance for fault detection in a photovoltaic power generation 
system. The Mahalanobis distance, plotted on the y-axis, 
quantifies the multivariate distance of each data sample from a 
reference distribution, which typically represents the healthy 
operational state of the PV system. Fault detection is achieved 
by comparing these distances against predefined fault-specific 
thresholds. The figure effectively highlights how distinct fault 
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types can be identified by employing multiple thresholds 
based on the Mahalanobis distance. For instance, peaks 
exceeding higher thresholds may indicate severe faults, while 
smaller peaks suggest less critical anomalies. 
Under normal operating conditions, the Mahalanobis distance 
fluctuates around a stable baseline. However, when the system 
experiences a fault, the distance increases significantly. When 
this distance surpasses a predefined threshold, the system 
triggers an alert, signaling the need for further investigation. 
This approach enables real-time monitoring and early fault 
detection, which is critical for maintaining system reliability 
and performance. 
Figure 8 provides a clear and insightful visualization of fault 
detection using the mahalanobis distance in a PV system. By 
setting appropriate thresholds for various fault types, the 
method ensures timely identification and diagnosis of 
anomalies. The FLD approach further enhances the 
effectiveness of this method by leveraging multivariate 
distance metrics to distinguish between different fault types, 
making it a robust tool for anomaly detection in PV systems. 
This methodology not only improves fault detection accuracy 
but also supports proactive maintenance strategies, ultimately 
enhancing the overall efficiency and longevity of PV systems. 

V. CONCLUSION  
The integration of Fisher's Linear Discriminant with the 
Mahalanobis distance method for fault detection and diagnosis 
in photovoltaic systems demonstrates exceptional 
performance. FLD effectively reduces data dimensionality by 
projecting high-dimensional inputs onto a space that 
maximizes class separability, simplifying the detection of 
healthy and faulty states. Complementing this, the 
Mahalanobis distance method enhances fault diagnosis by 
leveraging variable correlations to accurately classify fault 
types, such as open circuits, shading, or short circuits, through 
its multivariate approach. Together, these techniques form a 
good strategy, achieving precision, while efficiently handling 
correlated variables and ensuring practical applicability in 
real-world PV system monitoring. 
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Abstract— The purpose of this work is the development of an 
adaptive observer in order to enhance the stability of the direct 
torque controlled permanent magnet synchronous motors. This 
observer makes it possible to reconstruct the mechanical speed 
and state variables using stator voltages and currents. 
Lyapunov theory has been used for the synthesis of this 
adaptive observer in order to guarantee the closed-loop 
stability. It is well that the main drawback of the direct torque 
control is its sensitivity to parametric variation, especially to 
stator resistance at low speed operation. For this reason, the 
sliding mode control has been used for the speed correction in 
order to guarantee control robustness against parametric 
variation. The undesirable chattering phenomena can be 
remedied using a smooth continuous function. The contribution 
of this work is that a new and simple algorithm has been 
obtained. It has the advantage to be easily implemented in 
calculators. Simulation tests are provided to evaluate the 
consistency of this observer at low and high speeds under 
disturbances. Simulation tests show that the control scheme 
introduces high performances of robustness, stability and 
precision under disturbances caused by parametric variation. 

Key Words— Adaptive observer, direct torque control, 
permanent magnet synchronous motors, sensorless. 

I. INTRODUCTION 

ecently, the direct torque control (DTC) is one of the  
most widely used techniques for the speed control of 

Permanent Magnet Synchronous Motors (PMSM) [1-5]. 
This technique requires an accurate knowledge of the 
controlled quantities such as stator flux and electromagnetic 
torque. These quantities are conventionally calculated using 
an estimator operating in open loop. This estimation suffers 
from the well-known problem of the sensitivity to the 
parametric variation especially the stator resistance at low 
speed operation [6-9]. To remedy for this inconvenience and 
in order to avoid the use of the mechanical sensor for the 
speed, we have to elaborate an adaptive observer using 
Lyapunov theory to guarantee the stability of the DTC 
controlled PMSM.  Several approaches have been developed 
for the sensorless control for PMSM drives. The first 
approach is based on the Model Reference Adaptive System 
(MRAS). In this context, Joshi, V. and al investigate on the 
Modeling and analysis of MRAS based speed sensorless 
control for PMSM [10]. Demir, R proposes an adaptive 
filtering based MRAS speed estimators for the speed-
sensorless predictive current controlled PMSM drive [11]. In 
[12], the authors investigate on the sensorless real-time 
 
 

implementation of PMSM using MRAS and T‐S fuzzy speed 
controller.  Said, M.A.A. and al investigate on the effects of 
using PI Fuzzy logic controller in MRAS Model for 
sensorless control of PMSM [13]. The MRAS approach is 
very simple but its disadvantage is the sensitivity to 
parametric variation. On the other hand, Extended Kalman 
Filter combined to variable structure techniques are also 
used by many researchers. For this purpose, Ding, H. and al 
propose an adaptive robust Kalman Filter for sensorless 
control of PMSM [14]. In [15], the authors propose 
Extended Kalman Filter for high performance control of 
sensorless PMSM drive. Zhang, H.-W. and al investigate on 
dual Extended Kalman Filter for sensorless DTC of PMSM.  
Recently, a new approach, based on artificial intelligence 
techniques (fuzzy logic and neural networks), has been 
proposed in the literature. Khizhnyakov, Y.N. and al propose 
the use of fuzzy logic for sensorless control of a 
synchronous motor [17]. In [18], the authors use fuzzy 
sliding mode controller and fuzzy sliding mode observer for 
sensorless control strategy of PMSM. Mukherjee, D. and al 
investigate on the Application of Machine Learning for 
speed and torque prediction of PMSM in electric vehicles 
[19]. In [20], the authors propose artificial neural network 
for torque ripple minimization in speed sensorless control of 
direct torque controlled PMSM. Artificial intelligent 
methods have serious drawbacks that they require a high 
computation time and are complex to be implemented.  
It should be noted that the main disadvantage of the DTC is 
its sensitivity to parametric variation, especially to stator 
resistance variation. For this reason, we use the sliding mode 
control (SMC) for the speed correction in order to guarantee 
control robustness. The SMC offers good properties of 
robustness under internal and external disturbances. It has 
been largely discussed in the literature [21-25]. The 
undesirable chattering phenomena can be remedied using a 
smooth continuous function [25]. The contribution of this 
work is that a new algorithm is developed to reconstruct the 
controlled quantities and the mechanical speed using 
Lyapunov theory. A simple algorithm has been obtained; it 
has the advantage to be easily implemented in calculators. 
Simulation tests show that the control scheme introduces 
high performances of stability and precision at low and high 
speeds. 
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II. DTC STRATEGY 

The block diagram of the DTC is shown by Figure 1. 
We use a two-level hysteresis comparator to keep the end of 
the stator flux vector in a specified band. A logical variable 

 1 or  0 indicates whether the amplitude of the 

stator flux must be increased or decreased in order to 
maintain: 

Ss
*
S                                 (1) 

*
S is the reference stator flux 

S  is the stator flux hysteresis band 

Three-level comparator has been used for the correction 
of the electromagnetic torque in order to control the motor in 
both senses of rotation. For this a logical variable indicates if 

the torque must be increased  1 , to maintain its constant 

 0  and  1  to reduce the torque. The optimal 

switching logic defines the best stator voltage which will be 
applied to the motor. The control sequences of the inverter 
are illustrated by Table 1. 

 

 

 
Table1. Switching table 

Sectors 1 2 3 4 5 6 

 
1δ 

 

1μ 
 

110 010 011 001 101 100 

0μ 
 

111 000 111 000 111 000 

1μ 
 

101 100 110 010 011 001 

 
0δ 

 

1μ 
 

010 011 001 101 100 110 

0μ 
 

000 111 000 111 000 111 

1μ 
 

001 101 100 110 010 011 

It should be noted that in the direct and quadrature (d-
q) reference frame referred to the rotor position, the state 
model of the PMSM is expressed by: 
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Where dsv , qsv are the components of stator voltage 

vector in the d-q reference frame, dsi , qsi are the 

components of stator current vector, sR is the stator and 

rotor resistance, dL  and qL  are respectively the direct and 

quadrature inductances, ω  is the mechanical pulsation and 

0 is the flux produced by the permanent magnet. J is the 

inertia of the rotor; Tl is the load torque and vf is the viscose 
friction coefficient. 
The electromagnetic torque is epressed: 

  qsdsqdqs0e iiLLiP
2

3
T         (3) 

 
III. ADAPTATION MECHANISM 

The adaptive observer has the following structure: 

 

 

 
 
 

The objective is to develop the mechanism for adapting 
the mechanical speed. The PMSM parameters are considered 
to be perfectly known, the mechanical pulsation is unknown. 
The previous state model is expressed in matrix form: 
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Using Luenberger Observer, the sate model of the 

adaptive observer is expressed as follows [25]: 
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YYGBUXA
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Xd
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The symbol  denotes observed values and G is the 
observer gain matrix.  
We define the error on unknown parameter as follows: 



                                                       (9) 
Using these differences, the state matrix of the adaptive 
observer is epressed: 

AAA 
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With: 
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Using the state error 


 XXe                                    (12) 
The dynamic of the observed variables becomes: 

GCeBUXA
dt

Xd





          
              (13) 

From (4) and (13), the error dynamic is expressed: 

GCeXAAX
dt

de




                         (14) 

Thus: 

  BUXAeGCA
dt

de




       
         (15) 

We define the Lyapunov function: 
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  is a positive scalar. The stability is guaranteed for: 
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The first term of (18) is expressed:  
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For the second term of (18), we get: 
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Considering the fact that the machine speed changes slowly, 
we get: 
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As a result, the derivative of Lyapunov function becomes: 
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If the derivative  eGCAe2
dt
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is negative, the 
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This condition is guaranteed for: 
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Finally, the adaptation mechanism is expressed by 
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The gain matrix G  is calculated so that the eigenvalues 
of the matrix GCA are in the left of the complex plan and 
the real part of the eigenvalues is larger in absolute value 
than the real part of the eigenvalues of the state matrix A  
[25].  

The electromagnetic torque is estimated using 

  










qsdsqdqs0e iiLLiP

2

3
T

          
(27) 

IV. SIMULATION RESULTS 
Simulation results have been obtained using MATLAB 

for low and high speeds. The PMSM parameters are: kW  3 , 

Hz  50V 380/220  , Wb 1546.00    4.1Rs  

Hm 6.6LL qd  , Hm 8.5LL qd  , 2kgm  00176.0J   

ms/rdN  00038818.0fv  . 
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A. Low Speeds 
Simulation test has been provided for starting up with 

nominal load. The hysteresis bands chosen for torque and 
flux are 0.2 Nm and 0.01 Wb respectively. We considered 
the low speed operation +100 rpm. The simulation results 
are illustrated by Figure 3. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3 Simulation results for low speed operation: (a) mechanical 
speed, (b) Hodograph of the stator flux, (c) error of the direct 
current ids, and (d) error of the quadrature current iqs. 

B. High Speeds 
High speed operation is characterized by the weakening 

of the reference of stator flux. We consider a start up with a 
nominal load and a reference speed of 1000 rpm; then at t = 
0.5 sec, we select the high speed of 1200 rpm. Simulation 
results are illustrated by Fig. 4. 
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(c) 

 
(d) 

Fig. 4 Simulation results for high speed operation: (a) mechanical 
speed, (b) Hodograph of the stator flux, (c) error of the direct 
current ids, and (d) error of the quadrature current iqs. 

The state variables and mechanical speed are 
reconstructed for high speeds operation. The controlled 
quantities have not been disturbed by the stator resistance 
variation. Consequently, high performances of robustness, 
stability and precision are obtained for high speed operation 
under stator resistance variation. 

V. CONCLUSIONS 

New approach has been proposed for the design of an 
adaptive observer in order to enhance the stability of the 
direct torque controlled PMSM. The adaptive observer is 
based on Lyapunov theory to reconstruct the state variables 
and mechanical speed. The proposed observer is 
characterized by a simple algorithm which has the advantage 
to be easily implemented. High performances of robustness 
stability and precision are obtained for low and high speeds. 
This work will be performed by experiments in order to 
validate the theoretical study and to verify the consistency of 
this approach for the improvement of the direct torque 
controlled PMSMs. 
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Abstract— This paper describes the methodology adopted to 
deal with the VAr and voltage violation problems in the wind 
energy integration application. The methodology is based on the 
use of powers electronics: shunt, series or hybrid controllers as a 
powerful tool in solving the mentioned problems. Four (04) 
important devices controllers from FACTS technology are 
proposed for our study which are: The Static VAR Compensator 
(SVC), the Static series synchronous compensator (SSSC), the 
Synchronous Compensator (STATCOM), and the Unified Power 
Flow Controller (UPFC), the selected of these controllers is based 
on its efficiently and large utilities in the industry. For the 
validation capability of the proposed methodology for solving the 
power quality problems and improving the wind farm stability 
under faults conditions, a model of wind farm (9 MW) based on 
squirrel-cage induction generators (IG) integrated with 
distribution system (25-kV) is implemented in 
MATLAB/SIMULINK platform. Simulation results will be 
presented, which show that the relay system has different response 
between the four devices: SVC, SSSC, STATCOM and UPFC, 
which the UPFC can be considered more effective and efficient 
than: SSSC, STATCOM and SVC since it combines the features 
from both STATCOM and SSSC.  

Keywords— power quality, voltage violation, Wind farm, 

STATCOM, SVC, SSSC, UPFC. 

I. INTRODUCTION 

In recent years, wind energy has become one of the most 
important and promising sources of renewable energy, which 
demands additional transmission capacity and better means of 
maintaining system reliability. The need to integrate the 
renewable energy like wind energy into power system is to make 

it possible to minimize the environmental impacts[1-2]. 
However, wind power may cause problems to the existing grid 
in terms of power quality. One of the fundamental definitions to 
power quality problems is any power problem manifested in 
voltage, current or frequency deviations that results in failure or 
miss operation of customer equipment [3].On the other hand, the 
development of power electronics and microelectronics makes 
it possible to consider active power filters, which can provide 
flexible current harmonic compensation and contribute to 
reactive power control and load balancing [4]. The application 
of FACTS devices to power system security has been an 
attractive ongoing area of research. In most of the reported 
studies attention has been focused on the ability of these devices 
to improve the power system security by damping system 
oscillations and minimal attempts have been made to investigate 
the effect of these devices on power system reliability. The 
opportunities arise through the ability of FACTS controllers to 
control the interrelated parameters that governs the operation of 
transmission systems including series impedance and shunt 
impedance, current, phase angle and damping of oscillations at 
various frequencies below the rated frequency [1]. In this paper, 
it is suggested to use the FACT devices for grid connected wind 
farm system to improve the stability in wind farm connected to 
power system. In this regard, this paper proposes the use of 
either the Static series synchronous compensator SSSC or the 
static synchronous compensator STATCOM or the Unified 
Power Flow Controller (UPFC) to improve stability of wind 
farm that is connected to power system. So the scientific 
contributions of this paper are:  

Firstly, stability analysis of IG based on wind turbine is 
explained. Furthermore, the wind farm model based on IG, 
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equipped with the controllers: SSSC, STATCOM and UPFC, 
connected to power system is developed using MATLAB-
SIMULINK. Then the impact of all the mentioned controllers 
on power system during and after fault on the system recovery 
are investigated. 

II. REVIEW OF WIND TURBINE SYSTEMS 

The principle of kinetic transformation energy of the wind 
into electric power and the detailed description of the various 
types of aero-generators are presented in several references. The 
mechanical power which can be extracted from the wind 
determines by means of the following expression [3,4]: 

 

 P = ଵଶ ɏSVଷCpሺλ. βሻ                                     (1)                                                                                                                                      Cpሺλ. βሻ = ଵଶ ሺҐ − 0.022βଶ − ͷ.ሻe−.ଵҐ    (2)                                                                                          Ґ = r.ሺଷሻλ.ሺଵ9ሻ                                                    (3)        

                                                                                                                     
Where, P is the extracted power from the wind, ρ is the air 

density, S = Ɏrଶ is the surface swept by the turbine, the v wind 
speed, β is blade pitch angle and Cp the power coefficient. This 
coefficient corresponding to the aerodynamic efficiency of the 
turbine has a nonlinear evolution according to the tip speed ratio, 
λ as indicated in Table I [5]. 

TABLE I.  VALUES OF THE COEFFICIENTS CP AND Λ OF WIND 

λ 0 1.3 2.1 2.7 3.4 5 5.8 6.3 

Cp 0 0.1 0.2 0.3 0.4 0.3 0.2 0.1 

Where:      λ = w.rV                                             (4)                                                                                                                                   
r: is the blade length and w is the angular velocity of the 

turbine. 

III. INDUCTION GENERATOR MODEL 

Wind turbines use squirrel cage induction generators are 
shown in Fig. 1. The stator winding is connected directly to the 
grid and the rotor driven by the wind turbine. The power 
captured by the wind turbine is converted into electrical power 
by the induction generator and is transmitted to the grid by the 
stator winding. The pitch angle is controlled in order to limit the 
generator output power to its nominal value for high wind 
speeds. In order to generate power the induction speed must be 
slightly above the synchronous speed but the speed variation is 
typically so small that the WTIG is considered to be affixed 
speed wind generator [3,4,6]: 

. 

 
Fig. 1- Wind turbine and induction generator (IG) 

Figure 2  shows  wind  turbine  characteristic  used  for  this  
study  with  the  turbine  input power  plotted  against  the  rotor  
speed  of  the  turbine.  The turbine mechanical power as function 
of turbine speed is displayed for wind speeds ranging from 4 m/s 
to 10 m/s. 

 

Fig. 2- Turbine characteristic with maximum power point tracking for IG 

IV. POWER QUALITY PROBLEMES, ISSUES AND ITS 

CONSEQUENCES 

As we mentioned in the abstract, the integration of wind 
power to an electric grid may cause problems important in terms 
of power quality such as: the active power, reactive power, 
variation of voltage, flicker, harmonics, and electrical behavior 
of switching operation and these are measured according to 
national/international guidelines.  

In the following table, some of these phenomena like: 
voltage sag, swell and harmonic distortion will be summarized 
[6,7]. 

TABLE II.  POWER QUALITY PROBLEMS 

Power quality 
problems 

Definition, causes and consequences 

Power outages: 

 

Power outages are total interruptions of electrical 
supply.  

Causes: lightning, wind, utility equipment failure.  
Effects: Complete disruption of operation 

Voltage fluctuations: 

 

 

Voltage fluctuations are changes or swings in the 
steady-state voltage above or below (sags and 
swells) the designated input range for a piece of 
equipment.  

Causes: Large equipment start-up or shut down; 
sudden change in load.  

Effects: equipment shut down, flickering lights; 
motors stalling/stopping. 

Transients: 

 

Transients, are sub-cycle disturbances of very short 
duration that vary greatly in magnitude.  

Causes: Lighting; equipment start-up and shutdown; 
welding equipment 

Harmonics: 

 

Harmonics are the periodic steady-state distortions 
of the sine wave due to equipments generating 
frequency other than the standard 60 cycles per 
second.  

 Causes: non-linear loads,  variable frequency drives 
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V. THE PROPOSED SOLUTIONS: POWER ELECTRONIC DEVICES 

(FACTS SYSTEMS), 

FACTS controller can be classified into four categories as 
seen in the figure 3:  

a) Series Controller (e.g. Static Synchronous Series 
Controller (SSSC))  

b) Shunt Controller (e.g. STATCOM, D-STATCOM) 
c) Combined Series – Series Controller 
d) Combined Series – Shunt Controller (e.g. Unified Power 

Flow Converter (UPFC)) 
In this paper, we are interest by the use of 4 controllers which 

are: SVC, STATCOM, SSSC and UPFC, theirs definition and 
principle operating its will be dealt in the following paragraphs: 

 

 

Fig. 3- Classification of FACTS devices 

A. Introduction of UPFC: 

The schematic diagram of the UPFC is shown in Figure 4. 
As shown this figure, the UPFC consists of 2 back-to-back, self-
commutated VSCs connected through a common DC link. The 
first converter STATCOM (Static Synchronous Compensator) 
is coupled to the AC system through a shunt transformer, and 
the second converter SSSC (Static Series Synchronous 
Compensator) is coupled through a series transformer [8,9].   

 

Fig. 4- UPFC schematic diagram 

 

B. The shunt part (STATCOM): 

The equivalent circuit of STATCOM is shown in Fig. 5(a). 
The STATCOM is a shunt FACTS controller based on voltage 
sourced converter (VSC) and a source of storage for the DC side 
[6]. The STATCOM can inject or absorb reactive power to or 
from the bus to which it is connected and thus regulate the bus 
voltage magnitude [10,11]. 

C.      The series part (SSSC): 

The equivalent circuit of SSSC is shown in Fig. 5(b). SSSC can 
be represented by a series voltage source [12]. it is capable of 
maintaining bus voltage, power flow, and line reactance . SSSC 
comprises of a VSC, a dc link capacitor and a coupling 
transformer. With proper control a voltage is injected in 
quadrature with the line current. 

 

Fig. 5- Structure of (a) STATCOM and (b) SSSC 

D. Introduction of SVC:  

Fig. 7 shows a schematic diagram of a STATIC Var 
compensator (SVC) which is connected in the network in 
parallel. The compensator normally includes a thyristor 
controlled reactor (TCR), thyristor-switched capacitors (TSCs) 
and harmonic filters. With the presence of SVC, the 
transmission side voltage is controlled, and the Mvar ratings are 
referred to the transmission side[13]. 

 
Fig. 6- Schematic diagram of an SVC. 

VI. SIMULATION RESULTS AND DISCUSSION 

To verify the performance of the wind generation system 
under the control of the different proposed FACTS devices, we 
used in MATLAB SIMULINK software a six-1.5MW wind 
turbines connected to grid by a 25/120 KV transformer through 
25 km transmission line as showed bellow in the figure 7 .  

The Generators used in this model are squirrel cage 
Induction generators (IG) and stator windings are connected to 
the grid directly. 

494 FT/Boumerdes/NCASEE-24-Conference



 

25-kV distribution system 
 

 
 

9 MW wind farm (IG model) 
 
Fig. 7- Simulation of a 9 MW wind farm based IG model connected to 25-kV 
distribution system 
 

The simulations tests was performed for two cases, as 
follows:  

• Case A: System study with direct connection condition (no 
FACTS) 

 

 

 

 
Fig. 8- The impact integration of wind turbine on the performance of the 

electrical network  

 
 

The first test (Figure 8 without compensation) is done for 20s 
without intervention of any compensation. It is seen from Figure 
9 that the grid voltage (V_ B25) is less than 1 pu, it is around 
0.94 which is caused by fluctuations due by the variation in 
speed of Wind, This is infected the active power that presented 
in the form of an oscillatory signals and stabilizes at 6MW 
because the first wind turbine, lost its stability due to reduction 
of electrical torque, so the protection system is removed it from 
network and its active power become zero. We see also that, the 
reactive power dropped until the value of 4Mvar. 

 
• Case b: System study after  applying FACTS devices (with 

SSSC, SVC, STATCOM and UPFC 

In the second test frame, and for investigating feasibility of the 
proposed devices: series (SSSC), shunt (SVC, STATCOM) and 
hybrid(UPFC) controllers a 03 phase (LLL) short circuit fault 
occurred at the level of one of the three wind turbines generators, 
we will randomly choose the wind generation system 2. The 03 
phase (LLL) short circuit fault starts at t=15s, after 0.1 s, the 
circuit breaker isolated the wind generation system 2. The 
figure below gives the workspace in MATLAB/SIMULINK. 
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Fig. 9-Simulink model of the grid connected WECS based IG model: a-with 
STATCOM , b- with SVC, c- with UPFC 
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(a) 

(b) 

(c) 

No FACTS devices With FACTS devices 

With STATCOM  With UPFC  With SVC With SSSC 

Fig.11- Wind turbine scope side: d: active power, e: reactive power, f: Rotor speed  
 

No FACTS devices With FACTS devices 

With STATCOM  

(a) 

(b) 

(c) 

With UPFC  With SVC With SSSC 

Fig. 10-Electrical network scope side: a: active power, b: reactive power, c: Voltage 
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The simulation results of the network configuration with the 
additional of:  SSSC, SVC, STATCOM and UPFC are 
illustrated in Figs. 10, and 11 (with FACTS devices).  

As indicated in the mentioned Figures,  the blue color 
represent the wind 1, while the color green define the wind 2 and 
the rest (red color) represent the wind turbine 3. It is seen that  
because of voltage drop in bus 25kv at t = 13.43sec as clear in 
Fig (10-c) (case:  without FACTS devices and with 03 phases 
short circuit fault) , the first wind turbine, cannot absorb enough 
reactive power and due to reduction of electrical torque, this 
turbine lost its stability and it cause to rise in rotor speed as Fig 
(11-c), so the protection system is removed it from network and 
its active and reactive power become zero. Due the occurrence 
of line to line to ground fault, on t = 15 sec. which is cleared on 
t=15.1 seconds, the second wind turbine will begin to accelerate 
as Fig (11-c). The second turbine is tripped by protection system 
as Fig (11-a,b,c), because of deficiency in reactive power. In this 
scenario, only the wind turbine 3 continues to work, it is 
responsible for supplying active and reactive power and 
delivering them to 25kV bus that after fault occurrence on 
t=15sec. The reactive power is injected to the 25kV bus via the: 
SVC, STATOCM and the UPFC devices, which are connected 
to terminal wind turbines at the point PCC. After fault clearance, 
the reactive power injection decreases (as presented in fig.11.b). 

In the same figuration when we introduce the FACTS 
devices, we illustrate an improvement in the network gride and 
wind side. 

At first, it is clear from these figures that: the first wind 
turbine which is removed by protection system on t=13.43 sec 
in the previous case (without compensation systems), it can keep 
its stability and produce active and reactive power because the 
presence of FACTS devices (the:  SVC, STATCOM and UPFC) 
as shown in Figure (11-d) and (11-f). Second wind turbine 
cannot continue its service in the case of the compensation with: 
SSSC, SVC and STATCOM because of insufficiency capacity 
of SVC and STATCOM to supply necessary reactive power and 
it is tripped as presented in Figs.11:-d-e-f. Contrary, with UPFC 
the second wind turbine (wt_2) can continue its service 
normally. We note also that: the SSSC is not preferred for 
integrating wind energy into the grid due to its limitations 
compared to SVC and STATCOM.  

Fig. 11.a,b  show the active and reactive power exchanged 
between the IG and the grid for the two cases (with/without 
FACTS). After the fault, the active power is restored by using 
the UPFC while,  with, STATCOM and SVC the wind 2 losses 
its fonctionnement  in the same figuration we notice that the  
wind 1 and wind 2 where tripped and it’s can not continues to 
work with SSSC.  

Fig. 10.c shows the RMS value of the PCC voltage in the 
both cases (without and with FACTS devices). It is observed that 
in the case of without compensation the PCC voltage 
approximately decreases to 0.9 pu at t = 13.43sec when the first 
turbine isolated and also when the fault occurs at t=15s and 
cannot be restored to the normal level (1 pu). But using SVC and 
STATCOM the voltage at PCC can be restored quickly after the 
fault by injecting reactive power after fault clearance through 
shunt inverter. The UPFC not only increases the voltage sag to 

1 pu, but also keep the stability of the wind turbine N’2 and keep 
it to produce active and reactive power.  

As shown in Fig. 10,b, the absorbing reactive power from 
the grid is significantly reduced by using UPFC, which helps to 
avoid other problems such as voltage collapse (figure 10.c) 

It is seen from Fig (11-a) that active power of 25 kv bus 
power decrease after fault occurrence on t =15, and this 
reduction continues until removal of fault on t = 15.1. However, 
the active power generation by the wind turbines is equal to 
9MW with presence of UPFC is more than with presence of 
STATCOM (see Fig 11-a in case UPFC compared to Fig 8-11 
in case of SVC and STATCOM).   

Observing the Fig.11-a it can be seen that angle oscillations 
starts at the moment of fault (that is 15 s), then at the moment of 
tripping of wind turbine 2 starts to oscillate again and reaches 
steady state value approximately at t=15.2 sec. This means that 
from the time of the failure, and tripping wind farm 2 has passed 
around 0.2 sec, and change of voltage angle shows that system 
will remain stable. 

As shown in Fig.11.c, the rotor speed gradually reduces to 
the pre-fault level and the system is stable in both cases with 
STATCOM, SVC and SSSC, but the UPFC can provide a better 
damping to post-fault oscillations. 

VII. CONCLUSION  

The cases investigated in this paper provide comparison 
between various FACTS Devices (i.e between UPFC, SVC, 
SSSC, and STATCOM) ant its role for energy renewable 
integration.  After the different obtained resulted, we conclude:  

1) The series controller (SSSC), suppresses the 
instantaneous voltage drop in the grid and it is able to improve 
transient behavior of WECS during fault, but the inclusion of 
SSSC does not change the WECS characteristics significantly. 

2)   The shunt controller (SVC) by injecting reactive power 
aims to restore the voltage at the terminals of the generator and 
improve the generator transient stability after fault clearing.  

  3)  Compared to the SVC, the STATCOM can provide 
more reactive power under the same compensation position and 
capacity, as well as faster voltage recovery at the PCC in the 
fault period.  

Finally, as a conclusion, the performance of UPFC is much 
batter then the performance of: SSSC, SVC and STATCOM in 
improving the stability of the wind energy conversion system 
(WECS) during disturbances. 
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Abstract – In the magnetic resonance-based wireless power transfer (WPT), any misalignment 

between resonators can reduce the strength of the magnetic coupling. Therefore, it is essential to 

analyze the effect of the degree of misalignment and receiver coil position on power transfer 

efficiency. This paper analyzes how misalignment affects WPT's key performance. An automated 

3-axis platform was constructed for controlling coil motion. Test results indicate that efficiency 

can be maintained at 75% to 95% as long as the misalignment angle is less than 20 degrees and 

the air gap ratio is from 0 to 30 mm. 

Keywords: wireless power transfer (WPT), magnetic resonance, coil, power transfer efficiency, 

misalignment, 

 

 
 
I. INTRODUCTION 

 
In recent years, wireless power transfer (WPT) has played 
a necessary role in various applications. The principle of 
this technology is represented by two electrically insulated 
coils, the first of which (the transmitter) is supplied with an 
alternating voltage; the electric current flowing through it 
generates a voltage and a current across the second coil (the 
receiver) by electromagnetic induction. This energy can be 
transferred via inductive coupling for short distances, 
resonant induction for medium distances, and 
electromagnetic waves for long distances [1]. Magnetic 
resonance inductive coupling transfer (MR-ICT) is A 
technology that is crucial to comfort and lifestyle in today's 
world. We rely on sophisticated electronic devices, such as 
implanted medical devices, electric cars, drones, and 
smartphones. These devices require a stable and reliable 
power source [2]. Traditionally, these devices are powered 
through wired connections or built-in batteries. However, 
using wires limits mobility and flexibility, while built-in 
batteries have a limited lifespan and require periodic 
replacements, leading to financial burdens, patient 
surgeries, and potential mission failures. Fortunately, WPT 
technology offers a more convenient and reliable solution 
to these challenges. Wireless power transfer (WPT) 
reduces associated problems and provides seamless 
charging for electronic devices by eliminating cables and 
batteries [3]. While WPT is the key to solving implant 
battery problems, coil misalignment can cause charging 
efficiency to drop. In this paper, an automated 3-axis 
platform was built to investigate the effects of 
misalignment on efficiency and power transfer capabilities  

 
 
 
under diverse configurations of misalignment and air gap. 
Traditionally, these devices are powered through wired 
connections or built-in batteries. However, using wires 
limits mobility and flexibility, while built-in batteries have 
a limited lifespan and require periodic replacements, 
leading to financial burdens, patient surgeries, and 
potential mission failures. Fortunately, WPT technology 
offers a more convenient and reliable solution to these 
challenges. Wireless power transfer (WPT) reduces 
associated problems and provides seamless charging for 
electronic devices by eliminating cables and batteries. 

 
II. THEORETICAL BACKGROUND 

 

Figure 1 shows a general schematic of a wireless power transfer 
system using inductive coupling with a series-parallel (SP) 
topology. This topology is an efficient way to send power 
wirelessly, as it achieves high power transfer efficiency. This 
system consists of a primary and secondary coil, which are 
inductively coupled and separated by air and skin. The primary 
and secondary coil self-inductances are called L1 and L2, 
respectively. The equivalent series resistances of the two coils 
are represented as R1 and R2, respectively. The equivalent 
resistance of the battery in the device is RL. The primary and 
secondary circuits are resonated with resonant capacitors C1 
and C2 to improve transfer power and efficiency. An alternating 
current passing through the external coil induces an alternating 
magnetic field. The receiver coil picks up this field and induces 
AC voltage in the secondary coil. The resonant compensation 
circuit optimizes power transfer efficiency [4-7]. 
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Fig. 1: Circuit model of the inductive power link. 
 

Power transfer efficiency is a crucial parameter in wireless 
power transfer systems. It is defined as the ratio of the energy 
transmitted by the transmitting coil to the energy received by 
the receiving coil. In order to achieve high power transfer 
efficiency, it is necessary to maximize the coupling coefficient 
and the quality factor of the coils involved in the wireless power 
transfer. The coupling coefficient measures the degree of 
magnetic coupling between the transmitter and receiver coils. 
At the same time, the quality factor measures the energy losses 
in the coil due to resistance, capacitance, and inductance. 
Maximizing the coils' coupling coefficient and quality factor 
can significantly improve the overall wireless power transfer 
efficiency. The following equation gives the maximum power 
transfer efficiency: 
 = totalߟ                    

2 ொ� ொ�ሺ1+√ሺ1+2 ொ� ொ�ሻሻ2                               (1) 

The quality factor: The quality factor of the coil can be 
calculated using the parasitic resistance and inductance of the 

coil as [8]:  

                  ܳ = �0ோೞ                                                         (2)              

       Taking the skin effect into consideration, the total parasitic 
resistance, ܴௌ, is computed as follows [9]: 
                    ܴௌ = ܴௗ ௧�ఋሺ1−�� ሻ                                              (3)   

        

Where:     ܴௗ = ߩ ��௪௧�     ; ߜ  = √ ఘ�గ�    ;  � = ��� 

 

                    lc = 4�[�௨௧ − ሺ� − 1ሻݏ − [ݓ� −  (4)                ݏ
                ;Space between coil’s conductors :ݏ     ;Depth of skin;  �௨௧: External diameter of the coil :ߜ    ;: Resistivity of the conductor; �:Permeability constant;        �: Relative permeabilityߩ        ;: Thickness of the conductor;   �: Operating frequencyݐ 
 �: Number of turns; ݓ: Width of the conductor.    
                           
The angular frequency of resonance, �, is calculated as 
follows:                 

                 � = 1√�                                                            (5) 

 �: The resonant capacitors in the external. 
 
Due to the resonant frequency � being constant, which equals 
13.56 MHz, the angular frequency of resonance becomes  � = 
 .�ߨ 2
 
The self-inductances L: the following formula is used to 
determine the self-inductance of a spiral coil [10]: 
 

ܮ = �02ௗ�ೡ�ଶ [ln ቀଶ.46� ቁ + Ͳ.ʹ�ଶ]                    (6) 

 

Where:   ��௩ = ሺௗ�+ௗೠሻଶ      ;   � = ሺௗ�−ௗೠሻሺௗ�+ௗೠሻ           (7) 

 davg: the average diameter of the coil; φ: fill factor of the coil 
 
The mutual inductance M12: In a wireless power transfer 
(WPT) system, mutual inductance is one of the most important 
factors affecting the efficiency and transmission of power. 
Mutual inductance refers to the physical phenomenon of an 
external circuit's magnetic field inducing an electromotive force 
(EMF) across an implanted circuit [11]. An equation can 
mathematically define the mutual inductance between the 
external and implanted circuits. Accurately measuring and 
controlling this characteristic is crucial for ensuring optimal 
performance and safety of the WPT system. 
 

1ଶܯ  = ߠ ∑ ∑ �ݔሺܯ , �ݕ , �்ோሻ�=1��=1                                 (8) 

 
Where: θ is a constant and changes with the shape of the coil. 

It is found empirically as 1.3 for square-shaped coils, nT and nR 
are the number of turns of the primary and secondary coil, ݔ� , �ݕ  the radius of the ith turn in the primary coil, the radius ݏ� 
of jth turn in secondary coil [12]. ܯሺݔ� , �ݕ , �்ோሻ is the mutual inductance between the ith turn of 
the primary coil and the jth turn of the secondary coil and is 
defined as: 
 

�ݔሺܯ  , �ݕ , �்ோሻ = .ݔ√� ݕ [ቀଶఊ − ቁߛ ሻߛሺܭ − ଶఊ �ሺߛሻ]          (9) 

 

 Where:             ߛ = √ 4௫௬ሺ௫+௬ሻ2+ௗ��2                                 (10) 

 

The coupling coefficient k: indicates the proportion of the 
magnetic field of the primary coil L1 that is captured by the 
secondary coil L2 [13]. 
ܭ   =  ଶܮ1ܮ√1ଶܯ

 
III. MODEL SIMULATION  

 
To determine the impact of misalignment on efficiency, this 
paper adopts a WPT model designed in 3D design Maxwell 
software with high misalignment tolerance, where D12 is the 
distance from the center point of the Rx to Tx coil, and X is the 
lateral misalignment distance of the Rx coil from the Tx coil. 
Shaft alignment can deviate in several directions. There can be 
offset misalignment in the vertical and horizontal directions, 
angular misalignments in these directions, and any varied 
combination of these misalignment cases. Figure 2 shows 
parallel offset misalignment, in which the shafts of the two 
machines are on two separate but parallel centerlines, and 
angular misalignment, in which the centerlines of the two shafts 
intersect at their coupling point and are at an angle to each other. 
These misalignments have a large impact on efficiency. 
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Figure.2. Coil modeling 

 
TABLE I: Fixed parameters design parameters we will use in our analys. 
 

Design parameters Minimum 
value 

Number of primary turns (NT) 8 
Number of secondary turns (NR) 10 
Width of conductor primary coil (WT) 2.956 mm 
Width of conductor secondary coil (WR) 0.2313 mm 
Spacing between conductors of primary coil (ST) 4.083 mm 
Spacing between conductors of secondary coil 
(SR) 

0.3792 mm 

The outer diameter of the secondary coil (doutR) 20 mm 
The outer diameter of the primary coil (doutT) 120.5 mm 
The inner diameter of the secondary coil  ሺ����ሻ 8 mm 

The inner diameter of the primary coil ሺ����ሻ 10 mm 

 Frequency  13.56MHz 

 
 
When the two coils are perfectly aligned (X=0), the coupling 
coefficient reaches its maximum value (k=kmax), allowing the 
energy transfer efficiency to reach its peak, typically around 90-
95% for the given parameters. However, as X increases or 
decreases in negative values, the coils become increasingly 
misaligned, which reduces the magnetic coupling (k) and leads 
to a rapid decrease in efficiency. This drop becomes significant 
for large displacements (∣X∣>20 mm). The graph illustrating 
this relationship is symmetrical around X=0, as only the 
modulus of X influences the angle θ. A region of useful 
efficiency is observed in a range close to X=0, -5 mm≤ X ≤+5 
mm, where the efficiency remains relatively high, above 70%. 

 

 

Figure.3. position of the second coil on X Axis  

When the two coils are aligned (θ=0∘), energy transfer is most 
efficient due to maximum magnetic coupling. As the angle 

increases, the coils become misaligned, gradually reducing 

efficiency. For angles greater than 30∘, efficiency drops rapidly, 

and at 90∘, the transfer becomes almost zero as the coils are 

perpendicular. The graph shows symmetry around θ=0∘, with 
high efficiency maintained in a small range close to this 
alignment, highlighting the importance of minimizing angular 
misalignments. 

 

Figure.4. Impact of angular misalignment on power transfer efficiency  

IV. CONCLUSION 

This paper focuses on the analysis of the coils' misalignment 
with the magnetic resonance coupling wireless power transfer 
system (MRC-WPT), an important research area for powering 
implantable medical devices. We used a numerical model to 
analyze the influence of coil misalignment on transfer 
efficiency. The research presented in this paper highlights that 
The efficiency of wireless energy transfer depends on both the 
angular alignment (θ) and the horizontal position (X) of the 
secondary coil. Perfect alignment (X=0) provides maximum 
efficiency through optimal magnetic coupling. However, any 
misalignment, whether angular or horizontal, reduces magnetic 
coupling and, therefore, efficiency. As the gap in X or the angle 
θ increases, efficiency falls rapidly. 
 
REFERENCES 
 
[1] Xu D, Zhang Q, Li X. Implantable Magnetic Resonance  

Wireless Power Transfer System Based on 3D Flexible 
Coils. Sustainability. 2020; 12(10):4149. 
https://doi.org/10.3390/su12104149 

[2] S. R.,Khan, Pavuluri, S. K., Cummins, G., & Desmulliez, M. 
P. (2020). Wireless power transfer techniques for implantable 
medical devices: A review. Sensors, 20(12), 3487.doi: 
10.3390/s20123487.  

[3] C. Y. Kim, M. J. Ku, R. Qazi, H. J. Nam, J. W.  ark, K. 
S.,Nam, ... & Jeong, J. W. (2021). The soft subdermal implant 
is capable of wireless battery charging and programmable 
controls for applications in optogenetics. Nature 
communications, 12(1), 535.doi: 10.1038/s41467-020-20803-
y.  

[4] S. Cheapanich, C. Anyapo and P. Intani, "Study of wireless 
power transfer using series-parallel topology," 2017 
International Electrical Engineering Congress (iEECON), 
Pattaya, Thailand, 2017, pp. 1-4, doi: 
10.1109/IEECON.2017.8075802. 

 

501 FT/Boumerdes/NCASEE-24-Conference

https://doi.org/10.3390/su12104149


 

 

[5]  C. H. Lee, G. Jung, K. A. Hosani, B. Song, D. -k. Seo and 
D. Cho, "Wireless Power Transfer System for an 
Autonomous Electric Vehicle," 2020 IEEE Wireless Power 
Transfer Conference (WPTC), Seoul, Korea (South), 2020, 
pp. 467-470, doi: 10.1109/WPTC48563.2020.9295631. 

 
[6] B. Luo, T. Long, L. Guo, R. Dai, R. Mai, and Z. He, 

"Analysis and Design of Inductive and Capacitive Hybrid 
Wireless Power Transfer System for Railway Application," 
in IEEE Transactions on Industry Applications, vol. 56, no. 
3, pp. 3034-3042, May-June 2020, doi: 
10.1109/TIA.2020.2979110. 

 
[7]  A. Lakhdari, N. E. M. Maaza, M. Dekmous, “Design and 

optimization of inductively coupled spiral square coils for 
the bio-implantable micro-system device, ˮ. International 
Journal of Electrical and Computer   Engineering, 2019. 
https://doi: 10.11591/ijece.v9i4.pp2637-2647    

 
[8]  M. Haerinia and R. Shadid, “Wireless Power Transfer 

Approaches for Medical Implants: A Review,” Signals, vol. 
1, no. 2, pp. 209–229, Dec. 2020, doi: 
10.3390/signals1020012. [Online]. Available: 
http://dx.doi.org/10.3390/signals1020012 

 
[9]  S. Mehri, A. C. Ammari, J. Ben Hadj Slama, H. Rmili, 

“Geometry optimization approaches of inductively coupled 
printed spiral coils for remote powering of implantable 
biomedical sensors, ˮ Journal of 
sensors, 2016.  https://doi.org/10.1155/2016/4869571   

 
[10] I. Hussain and D.-K. Woo, “Self-Inductance Calculation of 

the Archimedean Spiral Coil,” Energies, vol. 15, no. 1, p. 
253, Dec. 2021, doi: 10.3390/en15010253. [Online]. 
Available: http://dx.doi.org/10.3390/en15010253  

 
[11]  S. Raju, R. Wu, M. Chan, and C. P. Yue, "Modeling of 

Mutual Coupling Between Planar Inductors in Wireless 
Power Applications," in IEEE Transactions on Power 
Electronics, vol. 29, no. 1, pp. 481-490, Jan. 2014, doi: 
10.1109/TPEL.2013.2253334. 

 
[12]  X. Zhang, C. Quan and Z. Li, "Mutual Inductance 

Calculation of Circular Coils for an Arbitrary Position With 
Electromagnetic Shielding in Wireless Power Transfer 
Systems," in IEEE Transactions on Transportation 
Electrification, vol. 7, no. 3, pp. 1196-1204, Sept. 2021, doi: 
10.1109/TTE.2021.3054762. 

 
[13]  B. Fatima, B. Aimad and N. Fares, "Iterative Method Based 

Optimization of Wireless Power Transfer for Biomedical 
Implants," 2023 International Conference on Advances in 
Electronics, Control and Communication Systems 
(ICAECCS), BLIDA, Algeria, 2023, pp. 1-6, doi: 
10.1109/ICAECCS56710.2023.10104669. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

502 FT/Boumerdes/NCASEE-24-Conference

https://doi.org/10.1155/2016/4869571
http://dx.doi.org/10.3390/en15010253


1 
 

 

Synthesis and Application of Graphene Nanoribbon  
in Electronic Field 

 
Benalia Kouini Hossem Belhamdi Asma Nour El Houda Sid Amina Hachaichi 

Laboratory of caotings, 
Materials and Environment, 

M’Hamed Bougara University 
-   Boumerdes 35000, Algeria 
 kouinib@univ-boumerdes.dz 

 

M’Hamed Bougara University –
Boumerdes 35000, Algeria 

h.belhamdi@univ-boumerdes.dz 

 Constantine University – 
Constantine 25000, 

Algeria 
a.sid@univ-boumerdes.dz 

Bourdj Bou Arreridj University – 
Bourdj Bou Arreridj 34000, 

Algeria 
a.hachaichi@univ-boumerdes.dz 

 

 
 

Abstract -Graphene has attracted the interest of 

both academia and industry in recent years, due 

to its isolation and the extensive research that 

followed have led, amongst others, to graphene 

nanoribbons (GNRs), a graphene-based 

structure having nano-scale dimensions and 

semiconducting or metallic electronic properties 

that depend on its geometry and dimensions. 

These characteristics of GNRs are in stark 
contrast to those of graphene, which is a carbon 
sheet with semimetal, zero band gap 
characteristics. Due to their quasi-one-
dimensional nature, GNRs differ significantly 
from the more widely known two-dimensional 
graphene sheets. 

This review discusses the current development of 

graphene nanoribbons (GNRs), for application 

in electrochemical fields. This article reviews the 

progress that has been reported towards 

producing GNRs with predefined dimensions, by 

using bottom-up chemical synthesis approaches. 
Keywords: Graphene, Nanoribbon, electronic 
properties, semimetal 
 

1. Introduction to Graphene Nanoribbon 

and Carbon Nanotube  

Carbon nanotube (CNT) and graphene 
nanoribbon (GNR) are new important carbon 
nanomaterials in the nanometer regime. 
Though CNT was discovered more than two 
decades ago, in 1991, by Japanese physicist 
Sumio Iijima, GNR was discovered more 
recently, in 2004, by Andre Geim and 
Konstantin Novoselov at the University of 
Manchester. Since their discovery, both of 

these carbon nanomaterials have gained a lot 
of importance due to their remarkable 
properties. Significant advances have been 
made in the discovery of the fundamental 
properties, exploring the possibility of engi-
neering applications, and growth 
technologies. This chapter provides a brief 
description about CNT and GNR. 
 
2. Graphene 
Three-dimensional (3D) with a single layer 
graphite forms a material with two-
dimensional (2D) called 2D graphite or a 
graphene layer. Graphene is an allotrope of 
carbon. Its structure is one-atom-thick planar 
sheets of sp2-bonded carbon atoms that are 
densely packed in a honeycomb crystal lattice 
[1]. The word graphene was originated as a 
combination of graphite and the suffix -ene 
[2]. Graphene is most easily described as an 
atomic-scale chicken net made of carbon 
atoms and their bonds (Figure 1.1). 
The length of carbon/carbon bond in graphene 
is 0.142 nm [3]. Graphene sheets stack to 
form graphite with an interplanar spacing of 
0.335 nm [4]. Graphene is the basic structural 
element of some carbon allotropes for 
example graphite, charcoal, CNTs, and 
fullerenes. The band theory of 2D graphite or 
a graphene layer was studied more than six 
decades ago, in 1947 by Wallace [5]. But 
until 2004, it was discovered that 2D crystals 
were thermodynamically unstable and could 
not exist. However, the experimental 
discovery of graphene in 2004 flaunted 

503 FT/Boumerdes/NCASEE-24-Conference

mailto:kouinib@univ-boumerdes.dz
mailto:h.belhamdi@univ-boumerdes.dz
mailto:a.sid@univ-boumerdes.dz
mailto:kouinib@univ-boumerdes.dz


2 
 

common wisdom, and the Nobel Prize in 
physics for 2010 was awarded to Andre Geim 
and Konstantin Novoselov at the University 
of εanchester “for their groundbreaking 
experiments looking the two-dimensional 
material graphene” [6]. 

 
Figure 1.1 Graphene sheet 

 
3. Graphene Nanoribbon 

GNRs (also called nanographene ribbons) are 
strips of graphene with ultrathin width (<50 
nm). Fujita and al mentioned in their studies 
the theoretical study on electronic states of 
graphene ribbons as a theoretical model [7]. 
In function of the orientation of carbon atoms 
on the edge of the graphene sheet, GNR is 
either armchair or zigzag (Figure 1.2). Zigzag 
GNR is always metallic; furthermore 
armchair GNR can be either semiconducting 
or metallic depending on geometry (chirality). 
For interconnect applications, zigzag GNR is 
the appropriate due to its metallic properties. 
 

 
 

Figure 1.2 GNR with chirality (a) armchair and 
(b) zigzag. 

 
 

4. Works Related to CNT- and GNR- 
Based Field-Effect Transistors 

Javey et al. [8] fabricated Schottky barrier 
CNTFET (SB-CNTFET) using nanotube 
metal junctions. They used semiconducting 
SWCNTs that showed room-temperature 
conductance near the ballistic transport limit 
of 4e2/h and high current-carrying capability 
of ∼25 mA per tube. 
Durkop et al. [9] fabricated transistors using 
semiconducting CNTs with channel length 
exceeding 300 ȝm. They developed nanotubes 
in a tube furnace at 900°C. 
Hoenlein et al. [10] discussed the applicability 
of CNTs in FETs. Zhou et al. [11] studied 
semiconducting SWCNTs in the diffusive 
transport regime. 
Guo et al. [12] presented device physics of 
CNTFETs. They classified CNTFETs into 
two broad classes: (i) CNT MOSFET, which 
is similar to the traditional silicon MOSFET, 
and (ii) CNT MSDFETs, for metal 
source/drain FETs. For ballistic transport, 
they self-consistently solved the Poisson and 
Schrodinger equations using the 
nonequilibrium Green’s function (NEGF) 
formalism. 
The semiconducting CNTs are considered for 
the channel region of high-speed transistors 
due to their near ballistic electron transport. 
There are three different types of proposed 
CNTFET structures: SB-CNTFET, MOSFET-
like CNTFET, and band-to-band tunneling 
CNTFET (BTBT-CNTFET). CNTFET has a 
structure that is similar to that of MOSFET. 
The ballistic transport operation and low OFF 
current makes CNTFET attractive for future 
nanoelectronic circuits. 
In the work of Raychowdhury et al. [13], it 
has been shown that MOSFET-like CNTFET 
is superior as compared to SB-CNTFET. The 
proposed MOSFET-like CNTFET [14–16] is 
likely to be scaled down to 10 nm channel 
length. The simulation program with 
integrated circuit emphasis (SPICE) 
compatible equivalent circuit of MOSFET-
like CNTFET is proposed by Deng and Wong 
[15,16]. 
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Sinha et al. [17] developed a noniterative 
physics-based compact model for CNT 
transistors and interconnects. They showed 
that for a SB-CNTFET with the diameter 
range of 11.5 nm, the circuit can be more than 
8× faster than that of 22-nm CMOS, with the 
tolerance to the variation in contact materials. 
Lin et al. [18] designed the static random 
access memory (SRAM) cell using MOSFET-
like CNTFET. They used dual-chirality in the 
design. It is shown that the CNTFET-based 
SRAM cell tolerates the process, power 
supply voltage, and temperature variations 
significantly better than its CMOS 
counterpart. 
Zhang et al. [19] presented a design technique 
to overcome two major sources of CNTFET 
imperfections: metallic CNTs and CNT 
density variations. 
 
5. Practical Circuits 

Close et al. [20] reported the fabrication of the 
first stand-alone integrated circuit combining 
silicon transistors and individual CNT 
interconnect wires on the same chip. The 
operating frequency reported is above 1 GHz. 
They assembled MWCNT interconnects on 
top of a CMOS chip fabricated in a 0.25-ȝm 
silicon CMOS process containing about 
11,000 transistors. They used MWCNTs as 
electrical wires interconnecting various stages 
of conventional ring oscillators. 
 
6. Modeling of Graphene Nanoribbon 

In graphene, the carbon atoms are arranged in 
a honeycomb structure, as shown in Figure 
1.3. Though GNR and CNT are derived from 
the basic graphene structure, there are 
differences. The difference arises due to the 
boundary conditions. In CNT, the wave 
function is periodic along the circumference. 
In GNR, the wave function vanishes at the 
boundary of the two edges. 
Depending on the orientation of carbon 
atoms, the edge of the graphene sheet is either 
armchair or zigzag. Zigzag GNR is always 

metallic, whereas armchair GNR can be either 
semiconducting or metallic depending on the 
number of carbon rings across the width. For 
interconnect applications, zigzag GNR is 
proposed due to its metallic property. 
 

 
Figure 1.4 Lattice structure of graphene sheet. 

 
Due to the high resistance of monolayer 
GNR, a multilayer GNR structure is proposed 
for the interconnects [21,22]. A multilayer 
GNR structure is modeled for VLSI 
interconnect as shown in Figure 1.5. 
In Figure 3.10, the interconnect thickness is t, 
width is w, height from ground plane is x, and 
spacing between the interconnects is sp. The 
spacing between each graphene layer is į (= 
0.34 nm), which is the van der Waals gap 
[21]. The interconnect is assumed to have 
dimensions according to the specifications in 
International Technology Roadmap for 
Semiconductors (ITRS) [23] for 16-nm 
technology node. 
Figure 1.6 shows the schematic diagram of an 
interconnect model [24] with a driver and a 
load at both ends of the interconnect. In 
Figure 3.9, the interconnect is modeled by a 
distributed RLC network, where RC is the 
resistance due to imperfect contacts, RQ is the 
quantum resistance, and RS (= RQ/Ȝ) is the 
scattering resistance p.u.l., where Ȝ is the 
MFP of electron in GNR. The quantum 
resistance is defined as [21]. 
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Figure 1.5 Multilayer GNR structure. 
 

 
 

Figure 1.6 Schematic of the RLC interconnect 
model of GNR interconnect. 

 
7. Application of GNRs as 

Semiconductors 

Changing tool application can be the simplest 
process to use GNRs in electronics. In 
general, synthesized GNRs in solution do not 
only involve π-conjugation backbones but 
also consist of functional groups on the side 
to improve the solubility of substances and 
materials. Alkyl side chains are widely 
employed as the functional groups. Solubility 
and electrical conductivity are in trade-off, 
since insulating side chains disturb 
intermolecular electron hopping. Removal of 
these side chains is important for utilization of 
solvent-soluble GNRs for electronic devices 
and apparatus. 
Mai and Feng develoed poly(ethylene oxide) 

PEO-functionalized GNRs at the liquid−solid 
interface. The GNR thin-film-based field-
effect transistors (FETs) were produced on 
SiO2/Si substrates [25-29]. 
 
8. Application of GNRs in Dielectrics 

Field 

The insulator is also an important part in 
electronics. Itami,Miyauchi, and Ito 
synthesized ~0.71 nm wide cove-type GNRs 
109 with peripheral alkyl side chains that 
enables the GNRs soluble in various of 

organic solvents. A theory predicted that the 
cove-type GNRs also have partially flat bands 
at 2π/3 < |k| < π and two separated valleys in 
momentum space that were similar to those of 
zigzag-type GNRs. However, the cove-type 
GNRs 109 are supposed to have unclear flat 
bands because it is ultra narrow as was 
already mentioned in the example of the N ≤ 
4 zigzag-type GNR [30-32]. 
 
9.  Application of GNRs to 
Electroluminescence Device 

To an optical device application, red-colored 
electroluminescence from N = 7 armchair-
type GNRs is proven. Prezzi and Schull 
suspended a N = 7 armchair-type GNR 
between the tip of STM and Au (111) 
substrate. The origin of the emission was 
attributed to intra-GNR excitonic transitions 
implicated electronic states located at the 
GNR terminal level. Yuuta Yano and al 
summarized the applications of structurally 
uniform GNRs [33,34]. 
 
10. Application of GNRs of electron 
transport  
The theory to understand of electron transport 
in graphene and graphene nanoribbons is 
discussed, 
focusing on the assistance provided by by 
atomic pseudopotentials (self-consistent and 
empiric) in finding out not only the band 
structure but also other essential transport 
factors like electron–phonon matrix elements 
and line-edge roughness scattering. 
Electron–phonon scattering in suspended 
graphene sheets, impurity and remote-phonon 
scattering in supported and gated graphene, 
electron–phonon and line-edge roughness 
scattering in armchair-edge nanoribbons are 
summarized, take into account the potential 
utilization  of graphene in devices of the 
future very large scale integration technology 
[35]. 
 
11. Application of GNRs of electrical 

properties utilizations 
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For to its interesting electronic properties, 
GNRs have become an active area of research 
for upcoming electronic applications. 
Theoretical calculations supplied direct band 
gap formation in ideal ribbons with 
controllable gap size. Also, remarkable 
magnetic properties were expected in zigzag 
edged GNRs, giving a new material system 
for the next generation spintronic device 
applications. More experimental studies 
developed different methods to reach GNR 
structures in the deep nano meter regime, for 
example top-down lithography, unzip of 
carbon nanotubes, exfoliation of chemical 
sono etc. And actually it was shown that a 
GNR in sub-10 nm regime can be made in a 
controllable manner with the nano wire 
masks. Principally, the latest confirmation of 
GNM structures indicates a potential pathway 
to produce large scale production of 
semiconducting graphene film by block 
copolymer lithography. The block copolymer 
lithography method used to make the nano 
mesh devices is permanently scalable and 
could permit for the rational design and 
manufacture of graphene-based devices and 
circuits with standard semiconductor 
processing. 
On another side, the electrical transport 
studies of experimental manufactured GNRs 
presented more complicated transport 
behavior than that it was predicted in the 
theoretical studies of the ideal GNRs. This 
discrepancy was assigned to the disorders 
(edge roughness and charge impurities) 
induced Anderson localization and Coulomb 
blockade effect. By the way there is no doubt 
that the performance of current GNRs device 
can be well influenced by these parameters of 
disorder, and the device performance can be 
more improved with better control of 
graphene nanostructures [36]. 
 
12 Application of GNRs for logic 
applications devices 

Juan and al presented the development in 
GNR devices. Simulations of new structures 
for nano devices and innovative fabrication 
techniques prove that GNRs can be suitable 
for digital circuit design in electronics 
applications. 
The quantity and quality of scientific research 
works on graphene have motivated new 
researchers to progress in the domain. Recent 
works and developed articles present very 
optimistic predictions for the future of devices 
based on graphene and suitable suppositions 
of integration of graphene in to industry, 
where the processes will be always developed 
and scientist will have access to better 
materials for developing new devices with 
improved performance. However, the 
established industrial processes will only 
replace current materials for graphene even as 
the advantages of new profitable processes 
are sufficiently competitive to allow partial or 
complete changes [37]. 
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Abstract—Solar energy is becoming a good alternative 
energy source as the world shifts towards renewable energy 
sources. To ensure perfect energy production and minimize 
different losses, it is essential to maintain efficient and regular 
monitoring and maintenance. The surfaces of the panels should 
be clean to receive a good amount of solar energy to be 
transformed. Defects on solar panels, such as dust accumulation, 
cracks, and bird droppings, can reduce the efficiency of the 
transformation, so there is a need for an automated and a real-
time monitoring systems that can accurately detect these defects. 
This study represents a computer vision approach using 
YOLOv10 (You Only Look Once) deep learning variants to 
detect defects and find anomalies through cameras. Three 
different algorithm variants were used to locate different defect 
classes, with the Convolutional Neural Network (CNN) trained 
on 3,272 images to achieve detectable classes with a good 
detection percentage level. 

 

Keywords—Photovoltaic Systems, Surface Defects, YOLOv10, 

Deep Learning, Computer Vision, Image Processing. 

I. INTRODUCTION  

 The significant growth in the use of electrical and 
electronic devices correlates directly with the world demand 
for electric power [1], so the need for alternative energy 
sources is more important than before, especially renewable 
sources. Solar energy is one of the useful and crucial sources 
because of its availability throughout the day, making it a 
long-term energy solution. (PV) photovoltaic systems are 
made to convert this energy into (DC) direct current using 
diodes and solar cells. Monitoring the efficiency of this 
transfer depends on the good functioning of these cells, so 
regular and real-time maintenance is important to have a 
perfect DC energy output with a minimum of losses. 

The idea of remote monitoring and defect detection is more 
useful than physical or on-the-ground human inspection. 
Utilizing cameras or drones to capture images of solar panels 
across different areas and applying image processing and 
computer vision techniques enables the analysis of visual 
defects such as dust, cracks, bird droppings, or any surface 
anomalies. This requires developing deep learning models, 
such as convolutional neural networks CNNs, to classify and 
detect the types of defects in real-time after processing by 
spotting unexpected patterns on the panel surface. 

Three YOLOv10 model variants, YOLOv10-N, YOLOv10-S, 
and YOLOv10-M, are used as deep learning models to detect 
defects. Each model uses the same dataset for training, with 

the same number of images, to discuss the rapidity and 
efficiency of each model. Additionally, the F1 score, recall, 
and precision of each YOLOv10 variant are compared to 
highlight their respective strengths and weaknesses in the 
context of defect detection in PV systems. YOLOv10-N, 
designed for extremely resource-constrained environments, 
offers a balance of speed with a latency of 1.84 ms and an AP 
value of 38.5. YOLOv10-S, balancing speed and accuracy, 
provides a higher AP value of 46.3 with a latency of 2.49 ms. 
YOLOv10-M, intended for general-purpose use, achieves the 
highest AP value of 51.1, at the cost of increased latency at 
4.74 ms [2]. 

The main contributions of this paper are as follows: 

1- We present a comprehensive evaluation of three 
YOLOv10 variants YOLOv10-N, YOLOv10-S, and 
YOLOv10-M specifically applied to the task of 
defect detection in photovoltaic (PV) surfaces. 

2- A demonstration of the practical application of deep 
learning models for real-time remote monitoring and 
defect detection in PV systems. 

II. LITERATURE REVIEW 

Recent studies developed methods to detect defects in 
photovoltaic systems. A research paper [3] improved the 
YOLOv5 algorithm with a weighted bidirectional feature 
pyramid mechanism, achieving a significant accuracy boost 
with a peak level of mean average precision (mAP), In [4], a 
study used YOLOv7 on RGB images with 75 epochs through 
grayscale conversion, data augmentation, and the Nadam 
optimizer, achieving a better level of accuracy in detecting 
solar panel faults, In [5], a system using YOLO was developed 
to locate planar solar panels in real-time using drone-captured 
images, In [6], Ameerdin et al. developed a deep learning 
model using YOLOv8 and thermal imaging to detect PV 
defects, with a 76% confidence level also in [7], Han et al. 
proposed a deep learning approach using an improved 
YOLOv3-tiny model for detecting faults in solar panels, 
employing UAVs equipped with thermal cameras, In [8], Özer 
and Türkmen developed an AI-based drone system using 
YOLOv5, YOLOv7, and YOLOv8 for solar panel detection, 
achieving an F1 score of up to 97% with YOLOv5l at 150 
epochs and in [9], Yazdani et al. compared YOLO and Faster 
R-CNN for hotspot detection in photovoltaic panels, 
concluding that YOLO offers superior detection speed and 
quality, making it ideal for large-scale solar power plants, In 
[10], Greco et al. proposed a YOLO-based Convolutional 
Neural Network for detecting and segmenting PV panels from 
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aerial thermal images, In [11], Zhang and Yin proposed an 
improved YOLOv5 algorithm for detecting solar cell surface 
defects, achieving an mAP of 89.64%—a 7.85% improvement 
over the original algorithm—while maintaining real-time 
detection at 36.24 FPS. 

III. PROPOSED FLOWCHART 

      The process begins with the collection of a dataset that 
should include a diversity of classes with different patterns 
such as Dust, Cracks, Bird Droppings, and Panels without 
Anomalies. After that, the data should be annotated and then 
divided into training, validation, and test sets. The 
preprocessed data is used to train three variants of the 
YOLOv10 model (YOLOv10s, YOLOv10n, YOLOv10m) 
on the Google Colab platform using Python. Then, the model 
variants are compared and analyzed to be deployed in the real 
world. The whole process can be represented as follows in a 
flowchart: 
 

 
 

 
 

Fig. 1. Workflow Diagram of the Defect Detection Process Using 
YOLOv10 Variants 

IV. MATERIALS & METHODS 

A. YOLOv10 Architecture 

Over recent years, YOLO models have become the leading 
choice for real-time object detection due to their balance 
between computational efficiency and detection performance. 
YOLOv10 is the latest version of them. Released in May 
2024, this version represents a new generation in real-time 
object detection. This version eliminates Non-maximum 

suppression (NMS) in post-processing, which enhances 
inference latency, and it utilizes depthwise and pointwise 
convolutions. The Compact Inverted Block (CIB) reduces 
computational redundancy while maintaining high 
performance. The figure 2 below compares latency-accuracy 
using an official pre-trained models between YOLOv10 and 
previous versions like YOLOv7[12], YOLOv8[13], and 
YOLOv9[14], showing how much it outperforms the other 
versions. 

 

Fig. 2. Comparisons of YOLOv10 with others in terms of latency-
accuracy[2]. 

B. Dataset 

A well-prepared dataset is important for the training of 
deep learning models. We used in this study the clean-dirty 
solarPanel Dataset from Roboflow Universe [15]. Roboflow 
is a platform that offers a wide range of open-source datasets. 
A total of 3,272 images constituted the original dataset, 
containing various conditions of PV surfaces, both defected 
and non-defected, to be classified in the end by our YOLO 
model. We used only rotation as an augmentation technique to 
augment our data, such as 90° clockwise and counter-
clockwise rotation, and random rotations of -20° and +20°. To 
standardize the input dimensions, we chose a size of 640x640 
pixels for all images as a preprocessing step. After this 
process, the dataset size increased to 9,091 images. A total of 
8,733 images were used as a training set, 257 images were 
reserved for model validation, and 101 images were set aside 
for final testing to evaluate the model's performance. 

C. Dataset annotation and classes 

Four classes were considered to be annotated as a 
bounding box. The first one is the panel itself, which should 
be classified and detected before detecting the defect itself. 
Then, three defects were considered: the first one is dust, 
which is common in dusty regions like deserts; the second one 
is cracks, which can be caused accidentally; and the last one 
is bird droppings, which can appear in places where birds live. 

 

 

TABLE I.  THE DATASET CLASSSES WITH ANOTATIONS 

 

Class Annotation Description 
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Panel  

 

the panel surface is the 
the relevant area of 
interest before 
detecting any defects, 
this annotation is 
important for isolating 
the panel from the 
background or other 
objects 

Dust 

 

This class includes 
any visible dust layers 
that can obstruct 
sunlight from 
reaching the solar 
cells and it refers to 
fine particles that 
accumulate on the 
surface. 

Cracks 

 

Cracks are fractures or 
breaks that appear on 
the solar panel's 
surface. These can 
result from physical 
impacts or even cyclic 
thermal stress [16] 

bird droppings 

 

This can be 
considered as an 
organic waste 
deposits left by birds 
and can cause 
localized shading so it 
reduce the panel's 
efficiency 

 

 

D. Model variants Training 

    The environment used for model training is the cloud-
based Google Colab coding platform. It allows for cloud 
training with intensive tasks without the need for local high-
performance hardware. This platform provides an online 
based access to an NVIDIA Tesla T4 GPU, equipped with 
2,560 CUDA cores. The GPU has 16 GB of GDDR6 
memory, All model variants were trained with a batch size of 
20 for a limited epochs training equal to 30, An epoch in 
machine learning refers to one complete pass through the 
entire training dataset by the learning algorithm and it 
indicate the number of times the model learns from the entire 
dataset, while the batch size determines how many samples 
are used in each forward and backward pass through the deep 
learning network The process of training included different 
image augmentation techniques: Blur, MedianBlur, ToGray, 
and Contrast Limited Adaptive Histogram Equalization 
(CLAHE) techniques. Each variant used a specific number of 
pretrained weights. The optimizer was chosen automatically, 
using AdamW with a learning rate of 0.00125 and momentum 
of 0.9. 
 

 
Fig. 3. Specification of the GPU used on Google Colab 

E. Model variants Performance Evaluation 

   To effectively evaluate the performance of any model, there 
are specific metrics made as indicators to judge the model's 
performance. In the end, Mean Average Precision (mAP) is 
the primary metric, and it represents the average of precision-
recall curves considering all the classes. Also, the Precision 
metric indicates the proportion of the correctly predicted 
positive instances, and the Recall measures how much the 
model is able to detect all relevant instances of the target 
classes. And in the end, the F1 Score indicates the reliability 
of the model. These metrics are mathematically represented 
below: 
 

Precision= True Positive
True Positive +False Positive

    (1) 

 
 Recall= True Positive

True Positive +False Negatives
                (2) 

 F1 Score= 2 × Precision× Recall
Precision+ Recall                 (3) 

 mAP = 1� ∑ ��� ��=1       (4) 

 
 

where � is the number of classes, and ���  represents the 
average precision for class �. 
F. Results and Discussion 

We visually evaluated the detection capabilities of the 
YOLOv10 variants, showing the model's performance 
detection over all classes: bird droppings, dust accumulation, 
cracks, and intact panels, as seen in Figures 4, 5, and 6 below. 
We showed a sample of the same experimental pictures used 
to obtain visual computer vision accuracy results in the end. 
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Fig. 4. YOLOv10n Detection Results 

 

Fig. 5. YOLOv10s Detection Results 

 

 

Fig. 6. YOLOv10n Detection Results 

 

For the represented picture samples Figures 4 to 6, 
YOLOv10n shows a consistent detection of intact panels, and 
YOLOv10s works better with dusty surfaces classe, showing 
a high confidence level. Both YOLOv10n and YOLOv10s 

show limitations in crack detection, and regarding 
YOLOv10m, it shows a balanced performance in detecting 
cracks and dust accumulation. The bird droppings class was 
detected with confidence ranging between 0.42 and 0.64, 
maintaining a moderate confidence level. 

 

 

Fig. 7. Precision over Epochs for YOLOv10 Variants 

 

Fig. 8. Recall over Epochs for YOLOv10 Variants 

 

Figure 4 and 5 show the recall and precision variation 
metrics over 30 epochs for the three variants used. Both 
metrics generally tend to stabilize after epoch 20 compared 
to the beginning of the training, which is a good indication 
that the models are converging. The tendency towards 
stability is a positive indicator that the models are learning 
effectively. 

TABLE II.  PRECISION, RECALL, AND F1 SCORES FOR 
DIFFERENT   CLASSES ACROSS YOLOV1 VARIANTS 

 

Model 
Variant 

Class Precision Recall F1 Score 

YOLOv10n Bird Drop 0.429 0.205 0.277 

Cracked 0.695 0.756 0.724 

Dusty 0.572 0.322 0.412 

Panel 0.709 0.769 0.738 

YOLOv10s Bird Drop 0.503 0.253 0.337 

Cracked 0.705 0.757 0.73 

Dusty 0.494 0.354 0.412 

Panel 0.685 0.776 0.728 

YOLOv10m Bird Drop 0.553 0.17 0.26 

Cracked 0.722 0.761 0.741 
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Dusty 0.552 0.388 0.456 

Panel 0.662 0.792 0.721 

 

The table presents the precision, recall, and F1 scores for 
different classes. Some values, such as those in the "Bird 
Drop" class, are relatively low, but the experimental results 
show that the three variants can detect this class. The "Panel" 
class consistently shows good detection results across all 
variants. This consistent performance could be due to the 
presence of the "Panel" class in every annotation scenario. 

 

  

Fig. 9. Precision, Recall, and F1 Score Comparison 

 

Figure 6 three variants (v10m, v10s, and v10n) are very 
similar in their overall performance with this 20 epochs 
number configuration. We can notice a difference in 
YOLOv10m, which has a slightly higher precision and that 
indicates better results at minimizing false positives. 
However, the recall and F1 scores are nearly the same 
across all three variants, indicating that their ability to detect 
true positives and balance precision with recall is quite 
similar. The slight edge in precision makes YOLOv10m 
better than the others overall, but the difference is not 
significant. 
 

V. CONCLUSION 

 
      This research demonstrates how computer vision 
techniques can assist in detecting defects in photovoltaic (PV) 
systems. Using different variants of the YOLOv10 deep 
learning model for capturing surface defects, the proposed 
methodology resulted in an acceptable accuracy rating, as 
shown by the experimental images. These findings can 
improve remote monitoring and defect detection in PV 
systems and it contributes a more reliable and efficient solar 
energy production. An extension of this work could enhance 
model accuracy for specific defects, explore other PV 
systems, or train the model with more than 30 epochs, 

potentially showing greater stability in the performance 
metrics. 
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Abstract – Wind energy has experienced a notable increase 
in its share of electricity generation, especially in transmission 
networks. To enhance the efficiency and reliability of power 
systems, precise and thorough mathematical modeling of wind 
turbine generators is crucial. Among different technologies, the 
doubly-fed induction generator is distinguished by its economic 
benefits, utilizing partial converters and induction machines 
for cost-effective performance. This paper presents a 
comparative study of modeling and simulation of a doubly-fed 
induction generator (DFIG) based wind turbine using two 
reference frames: the abc stationary frame and the d-q rotating 
frame. The investigation focuses on analyzing the impact of 
variable rotor speed on the electrical and mechanical quantities 
in both reference frames. Simulation results demonstrate that 
in the abc reference frame, currents and voltages exhibit 
dynamic changes corresponding to the rotor speed variations, 
while in the d-q frame, these quantities remain constant in 
their steady-state values. The findings highlight the advantages 
and limitations of each reference frame for dynamic system 
analysis and control design.  

 

Keywords – Doubly-fed induction generators, Wind turbine, 

Modeling, Simulation.  

I. INTRODUCTION 

The growing demand for renewable energy has led to 
significant advancements in wind turbine technology. 
Among various generator types, The doubly-fed induction 
generator (DFIG) is extensively utilized for its efficiency in 
changeable wind speed conditions and provide reactive 
power support. However, the accurate modeling and 
analysis of DFIG systems remain challenging, particularly 
when dealing with dynamic speed variations [1]-[5].   

The principal benefit of employing DFIGs in wind 
turbine applications is their direct linkage to the grid through 
the three-phase stator windings, thereby preventing the need 
for full-scale power converters. Due to its cost-effectiveness, 
this design has gained significant popularity for wind 
turbines functioning under variable-speed situations [6]. 
Typically, the power electronic converter manages just a 
minor portion of the total power provided by the DFIG, 
usually between 20% and 30%, thereby considerably 
minimizing energy losses in the converter [7]. 

The DFIG model is defined in three reference frames: 
the stationary stator reference frame, the rotor-speed rotating 
reference frame, and the synchronous rotating reference 
frame. The synchronous reference frame is frequently 
favored for control design because of its simplicity, as all 
currents and voltages in this frame are expressed in direct 
current (DC) form [8, 9]. Alternative research has 
represented DFIG variables within their respective natural 

reference frames or utilized the “quadrature-phase slip-ring” 
model, which integrates stator and rotor dynamics [10]. 

DFIGs modeling in the three-phase (abc) reference frame 
is intrinsically intricate, as the system equations incorporate 
time-dependent coefficients associated with the angular 
position θ. The d-q reference frame, with the Park 
transformation, is frequently employed to simplify these 
equations and render them independent of θ. This 
mathematical method converts the equations into a two-phase 
orthogonal reference frame, yielding constant coefficients 
and enabling analysis and control design [11–17]. In the d-q 
frame, the variables are conventionally represented as d 
(direct) and q (quadrature), signifying the two orthogonal 
components. 

 According to the state model method [18], this study 
investigates the behavior of DFIG-based wind turbines under 
two distinct reference frames: the abc stationary frame, which 
captures instantaneous variations in phase quantities, and the 
d-q rotating frame, which simplifies analysis by transforming 
variables into a steady-state equivalent. By comparing 
simulation results, the study aims to highlight the strengths 
and weaknesses of each reference frame, providing insights 
into their suitability for dynamic system analysis and control 
design.  

II. TURBINE MODELING 
The blades of a wind turbine harness energy from the wind and 
transmit it to the rotor of an electric generator via a gearbox 
[19][20]. The power of the wind turbine is determined using 
equation (1). 

 �௩ =   . �.  .                                               (1) 
   : the surface swept by the blades of the turbine  �   � : the air density    : wind speed  
The wind turbine's mechanical power is given by (2) [21]: � =   . �.  . �  �,   .                                (2) �  �,   , known as the power coefficient, quantifies the 
aerodynamic efficiency of the turbine. It is contingent upon the 
ratio Ȝ, which represents the relationship between the blade tip 
speed and the wind speed, as well as the orientation angle β. 
The ratio Ȝ can be articulated using the subsequent equation 
[22],[23]: � =  

�.  � 
                                                     (3)    : The turbine speed of rotation.   : The length of a blade.  

The model of the power coefficient is given by the expression 
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in (4) [24]-[26]: �  �,   = � � ቀ �  + .    .  − .   −  ቁ −         (4) 

With  { � =  .  −  .  6    −    =  .   8  � −     −                     (5) 

 
Figure 1 illustrates the progression of Cp in relation to Ȝ for 
different β values. This results in a maximum power 
coefficient of 0.35 for Ȝ equal to 7.2, with β at 2°. The system 
will deliver optimal electrical power by configuring β and Ȝ to 
their ideal levels. 
 

 
Fig 1. Power coefficient as a function of speed ratio 

Aerodynamic torque is generated when aerodynamic power is 
converted into mechanical power, as illustrated in [27]:   = �  =   .  . �.  . �  �,   .                  (6) 

 
The gearbox, positioned between the wind turbine and the 
generator, is designed to adjust the turbine speed   , which is 
relatively low, to the speed required by the generator  �. This 
is given by the following two mathematical equations [28]: {  � = �  � = �.                                                     (7) 

The shaft comprises a mass that reflects the inertia of the 
turbine rotor, which supports the blades and hub, together with 
a minor inertia associated with the generator rotor. The 
proposed mechanical model indicates that the overall inertia J 
comprises the generator's inertia Jg and the turbine's inertia Jt, 
which is applied to the generator's rotor [28]:  =   2 +                                                   (8)   : the turbine's inertia.     : the DFIG’s inertia.  
The mechanical speed Ωm is influenced by the mechanical 
torque applied to the generator rotor Tm, which is the result of 
an electromagnetic torque generated by the generator Tem and 
a torque of viscous friction (fv.Ωm), as indicated in [26]:  .      =  � −   � −  ௩.  �                      (9) 

 
The prior relations were used to construct the block diagram 
of the mechanical component of the wind system (Fig.2). 
 

 

Fig 2. Block diagram of the turbine model 

III. DFIG MODELING 

A. Modeling in abc reference frame   
 

To exemplify this method, a star-connected DFIG has been 
examined, as explained in [29],[30]. Which the stator voltages 
are unknown [31]. Where the stator and rotor voltages are 
given by: {[  ] = −[  ]. [� ] +  [ ೞ ]    [  ] = −[  ]. [� ] +  [  ]                      (10) 

With  
 [  ] is the matrix of stator resistances. [� ] is the vector of the stator currents. 

[� ] is the vector of the rotor currents. [  ] is the vector of the stator voltages. [  ] is the vector of the rotor voltages. [  ] is the matrix of rotor resistances.  
 
The stator and rotor flux are calculated using: 
 {[  ] = −[�  ]. [� ] − [�  ]. [� ][  ] = −[�  ]. [� ] − [�  ]. [� ]              (11) 

With [   ] = [  ]. [  ]                                     (12)                 
 [  ] = [    −             − −         ]                            (13)                 

 [�  ] = [�  ]                                             (14) 
                              
Where [�  ] is the matrix of the stator inductances. [�  ] is the matrix of the rotor inductances; [�  ] is the rotor-stator mutual inductances;  
 
We define stator currents and flux of two independent 
components ��  , �    and  �  ,      by (15). 
 { [� ] = [  ][��  ][ �  ] = [� ][  ]                                  (15) 

 
With [� ] = ቂ −    − ቃ                               (16)                 

 [  ] = [     − − ]                                     (17)                 

 
The stator and rotor fluxes are defined by (18), 
 {[ �  ] = −[�  ][��  ] − [�   ][� ][  ] = −[�   ][��  ] − [�  ][� ]                      (18) 

β = 4° 
β = 6° 

β = 8° 
β = 10° 

β = 2° 
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With {[�  ] = [� ][�  ][  ][�   ] = [� ][�  ][�   ] = [�  ][  ]                                          (19) 

                                     
Thus, we obtain the equation of stator and rotor currents. 
 {[��  ] = [�  ] [ �  ] − [�   ][�  ]− [  ] [� ] = [�  ] [  ] − [�  ℎ][�  ]− [ �  ]        (20) 

 
With {[�  ] = − [�  ] − [�   ][�  ]− [�   ] − [�  ] = − [�  ] − [�   ][�  ]− [�  ℎ] −          (21) 

 
The mechanical speed and the electromagnetic torque are 
given by. {     =     � −   � −  ௩ �   � = �[� ]  [ ೞ ]  [� ]                               (22) 

 �,   are respectively the poles pairs number and mechanical 
angle. 

B. Modeling in d-q reference frame   
 
The electrical equations of DFIG in the (d-q) reference frame 
are written by: 

{   
   �  = −  . �  − � . �  +    ೞ  �  = −  . �  − � . �  +    ೞ  �  = −  . �  − � . �  +       �  = −  . �  + � . �  +       

                        (23) 

 
(�  , �  ) and (�  , �  ) are respectively the components of 
stator and rotor voltages vector, (� s, �  ) and (�  , �  ) are 
respectively the components of stator and rotor currents 
vector. 
 
The equations for the flux in (d-q) reference frame are 
expressed as follow: 

{ 
 �  = −� . �  − ��. �  �  = −� . �  − ��. �  �  = −��. �  − � . �  �  = −�� . �  − � . �                                      (24) 

 
With  � = �� + �   is the stator inductance. � = �� + �   is the rotor inductance. �� =   ��  is the mutual inductance. �   , ��  are respectively the leakage and magnetizing 
inductance of the stator windings.   �   , ��  are respectively the leakage and magnetizing 
inductance of the rotor windings;  
In the stationary (d-q) reference frame, the state model of the 
DFIG is represented by (25),     

{   
    � ೞ  = − �ೞ ೞ �  + ��  +   �  ೞ   �  + �    ೞ �  +      � ೞ  = −��  − �ೞ ೞ �  − �    ೞ �  +   �  ೞ   �  +      �    =   �ೞ ೞ   �  −      �  −  �   �  − ܿ�  +           �    =      �  +   �ೞ ೞ   �  + ܿ�  −  �   �  +           

  (25) 

 

With  � =  −   2 ೞ  ;  = ቀ +   2 ೞ   ቁ; � = ቀ� +   2 ೞ   �ቁ  ;  = ቀ� ቀ  −  ቁ +  �ቁ  ; 

 ܿ = ቀ� ቀ   2 ೞ   −  ቁ +  �ቁ  ;     =    ೞ   �  −   ೞ �   ;     =    ೞ   �  −   ೞ �   ;      =    ೞ   �  −    �   ;     =    ೞ   �  −    �    ; 

 
The electromagnetic torque is expressed by (26),   � =   �. ��(�  . �  − �  . �  )                            (26) 

 
The active and reactive power of the stator and rotor are 
defined by: 

 {� = �  �  + �  �      = �  �  + �  �                                          (27) 

 

IV. RESULTS AND DISCUSSION 
The entire system simulations were conducted using 

MATLAB software. The wind-turbine and DFIG parameters 
are given in TABLE I and TABLE II respectively, while the 
wind turbine electromechanical values for abc and d-q 
reference frames in TABLE III and TABLE IV respectively. 

The wind speed, speed ratio, power coefficient and 
mechanical speed are shown in Fig.3, Fig.4, Fig.5, and Fig.6 
respectively. Fig.7, Fig.8 and Fig.9 illustrate the stator flux, 
currents, and voltages in the abc reference frame, respectively. 
Similarly, Fig.10, Fig.11 and Fig.12 depict the stator flux, 
currents, and voltages in the d-q reference frame. 

TABLE I.  DFIG Parameters 

Rated power Ps = 4000W 
Mutual inductance Lm = 0.2580 H 
Stator inductance Ls = 0.2740 H 
Rotor inductance Lr = 0.3030 H 
Stator resistance Rs = 4.85 Ω 
Rotor resistance Rr = 3.805 Ω 
Number of pole pairs P = 2 
Moment of the inertia 
Viscous friction 

J = 0.045 kg. m² 
fv = 0.0038 kg.m².s-1 

 
TABLE II.  Wind Turbine Parameters 

Rated power Ps = 4000W 
Moment of the inertia J = 0.31125 kg.m² 
Wind turbine radius R = 3m 
Gear box ratio G = 5.4 
Number of blades np = 3 
Nominal wind speed v = 12 m/s 

 
TABLE III.  Wind turbine electromechanical values for abc reference 

Parameters Maximum value Minimum value 
Wind speed (m/s) 14.7 12.4 
Mechanical speed 
(rad/s) 

164.7 157 

Stator flux (wb) 0.67 0.40 
Stator current (A) 10.80 9.01 
Stator voltage (V) 261 163 

 
TABLE IV. Wind turbine electromechanical values for d-q reference 

Parameters Maximum value Minimum value 
Wind speed (m/s) 14.7 12.4 
Mechanical speed 
(rad/s) 

164.7 157 

Stator flux (wb) 0.18 0.17 
Stator current (A) 10.41 10.07 
Stator voltage (V)           252 241 
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Fig 3. Wind speed 

 
Fig 4. Speed ratio 

 
Fig 5. Power coefficient 

 
Fig 6. Mechanical speed 

A. Simulation results: abc reference frame 

 
Fig 7. Stator flux 

 
Fig 8. Stator currents 

 
Fig 9. Stator voltages 

B. Simulation results: d-q reference frame   

 
Fig 10. Stator flux 
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Fig 11. Stator currents 

 
 

Fig 12. Stator voltages 

  The simulation results reveal distinct behaviors in 
the abc and d-q reference frames. In the abc frame, the 
currents and voltages dynamically follow variations in rotor 
speed, reflecting real-time system behavior. This makes 
the abc frame particularly useful for capturing detailed 
dynamics, analyzing transient phenomena, and studying 
harmonics. Conversely, the d-q frame simplifies the 
representation of the system by maintaining steady-state 
values for currents and voltages, even under varying rotor 
speeds. This provides an efficient framework for steady-state 
studies and facilitates the design of control systems. The 
comparison underscores the utility of the abc frame in 
capturing detailed dynamics and the efficiency of the d-q 
frame in steady-state analysis and controller development. 

This distinction highlights the importance of 
selecting the appropriate reference frame based on the study’s 
objectives. For dynamic performance evaluation under varying 
conditions, the abc frame is essential. Meanwhile, the d-q 
frame offers a computationally efficient alternative for steady-
state analysis and control design. 

V. CONCLUSION 

The comparative study of the abc and d-q reference frames for 
modeling and simulating DFIG-based wind turbines 
demonstrates that each frame has unique advantages and 
limitations. The abc frame is ideal for capturing dynamic 
changes and transient phenomena, making it more suitable for 
detailed phase-by-phase analysis studies. On the other hand, 
the d-q frame simplifies the analysis by transforming the 
variables into a steady-state representation, which is 
advantageous for designing and analyzing control strategies. 
The choice of the reference frame depends on the study’s 

specific objectives. For transient analysis and harmonic 
investigations, the abc frame is recommended, while for steady-
state analysis and control design, the d-q frame offers 
significant computational and analytical benefits. 
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Abstract—Microgrids with diverse energy sources, including 
solar panels, wind turbines, battery storage, and diesel 
generators, present a promising solution for sustainable and 
reliable power generation. However, ensuring efficient energy 
sharing among these sources while maintaining power quality 
remains a critical challenge. This study focuses on optimizing 
energy management in hybrid microgrids through a genetic 
algorithm (GA). The primary objective is to achieve an optimal 
energy distribution among the available sources, considering 
their capacities, availability, and operational constraints. The 
proposed GA-based approach dynamically allocates power to 
balance supply and demand, minimize energy losses, and 
improve system efficiency. Simulation results demonstrate that 
the method effectively enhances energy sharing, reduces 
reliance on diesel generators, and maintains high power quality 
metrics. The findings highlight the potential of GA in managing 
complex energy interactions within microgrids, supporting their 
stability, sustainability, and cost-effectiveness. 

Keywords—microgrid optimization, energy management systems, 

genetic algorithm, renewable energy resources. 

I. INTRODUCTION  

Managing and securing enough energy has long been a 
major challenge for contemporary civilization [1]. Energy 
management is becoming even more crucial due to climate 
demands for the expanding use of renewable energy 
technologies, which frequently provide energy in a highly 
variable and unexpected style [2]. 

Microgrids (MGs), also known as micro-energy 
networks, have received substantial interest as a new 
paradigm in energy systems due to the swift expansion of 
renewable energy and the broad use of dispersed energy 
sources [3], [4]. The DERs must be operated to provide the 
maximum advantages, sustain a consistent supply, and assure 
the microgrid's economic viability. In grid-connected mode, 
the major purpose is to trade with the grid and optimally 
employ available DERs to optimize the microgrid's 
profitability. In islanded mode, however, the emphasis turns 
to maximizing the time of independent operation without 
relying on the external grid. All of this is performed using an 

energy management system that allocates the resources 
according to predefined goals utilizing various optimization 
approaches [5]. 

Due to their dispersed energy supplies and loads, MGs are 
essential to modern energy systems because they provide 
reliable, sustainable, and efficient energy distribution. This is 
especially relevant in regions like rural or distant areas where 
conventional electrical networks face issues. Effective 
resource distribution between supply and demand in MGs 
depends on efficient control and energy management, which 
lowers operating costs and has a positive environmental 
impact [6]. 

Optimization approaches are crucial to achieving the 
balance required for effective microgrid management. 
Genetic algorithms have been efficiently applied to enhance 
microgrid designs by progressively refining system features 
using an evolutionary strategy. Microgrid systems have also 
made substantial use of linear programming, a traditional 
optimization approach offering mathematical decision-
making frameworks. Each optimization approach is chosen 
based on how effectively it satisfies particular microgrid 
optimization objectives, such as cost reduction, renewable 
energy integration, and resilience building [7]. In this paper 
we used the genetic algorithm; this optimization algorithm is 
applied to determine the optimal energy management system 
of hybrid microgrids with different components. The system 
components considered for capacity optimization include 
solar photovoltaics, wind turbines, diesel generators, and 
battery energy storage. 

The subsequent sections of the paper are structured in the 
following manner. The paper begins with the modeling of the 
MG system. This is followed by an outline of the 
metaheuristic-based strategy used to optimize the MG 
components. The subsequent section presents the simulation 
results and analysis-based energy management systems 
(EMSs). Finally, the paper concludes with a discussion of the 
findings and potential avenues for future research. 
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II. MODELING OF THE MG SYSTEM  

The suggested hybrid microgrid system configuration 
(HMS) explored in this research is presented in Fig. 1. In this 
configuration, the PV system, wind system, and battery 
storage system are the three DC power components. On the 
contrary, the AC power components contain the diesel 
generator and the residential load. All the elements have a 
bidirectional communication link with the energy 
management system (EMS), so the EMS continually gets 
information on the condition of each component. In 
exchange, the EMS gives control signals to each component 
to ensure the HMS's best performance. 

 

Fig. 1. The Microgrid System Configuration. 

A. Photovoltaic system 

PV's output power can be computed using equations (1) 
through (3). This model has taken into account how the 
temperature of the surrounding environment and solar 
radiation affect the output power [8]. The following are the 
Maximum Power Point (MPP) equations: ܲ� = ܸ݉݉ × ܸ݉݉ (1)                         ݉݉� = ݂݁ݎ,ܸ݉݉ × ܿ�ሺܿ,�ܲ − ݉݉� ሻ              (2)݂݁ݎ,ܿ� = ݂݁ݎ,݉݉� × ܿ�ሺ݂݁ݎ,ܿݏ� −  ሻ              (3)݂݁ݎ,ܿ�

Where ܲ� is the panel's power, ܸ݉݉ is the potential 

voltage, ܸ݂݉݉݁ݎ, is ܸ݉݉ at standard condition, �݉݉, and �݂݁ݎ,ܿݏ is the panel’s current and short circuit current at 
standard condition respectively, ܲ�,ܿ is the open circuit 

(V/°c) temperature coefficients. �ܿ,݂݁ݎ is the temperature of 

the panel at standard operational conditions that is equal to 

250°c and �ܿ is the operational temperature of the panel that 

is calculated as follows: �ܥሺݐሻ = �ܽሺݐሻ + Ͳ8ͲͲʹ−�ܥܱܰ ∙  (4)                  �ܩ

Where, �ܽሺݐሻ is the ambient temperature (°C), NOCT 

(Normal Operational Cellular Temperature), for 500 W/m2 of 

solar irradiation and temperature of 20°c is in the range of 40 

to 46°c and ܩ� is the average daily solar irradiation (W/m2). 

B. Wind turbine 

Wind energy is a readily available and sustainable energy 
source, and its cost has been steadily declining due to ongoing 
technological advancements [9]. The following is the formula 
for converting wind energy into fan power output for wind 
turbines: ܹܲ = ͳʹ  (5)                            ܲܥ͵ܸʹ�ߨߩ

In this formula, ߩ is the air density; R is the radius of the 
fan blade; V is the wind speed from the blade tip; ܥ� is the 
wind energy conversion efficiency, which is a function of the 
blade tip speed ratio � and the blade pitch angle ߠ, as: ܥ� = ݂ሺߠ, �ሻ                                (6) 

In this formula, the blade tip speed ratio � is defined as: � = ௐ��                                     (7) 

Where ௐܹ is the mechanical angular velocity of the fan 
(rad/s). 

C. Diesel generator 

The following formula can be used to determine how 
much is required to meet demand [10]. ܩܦܨሺݐሻ = ܩܦܽ) × ሻݐሺ݊݁݃,ܩܦܲ + ܩܦܾ ×  ℎ   (8)/݈(ݐܽݎ,ܩܦܲ

Where ܾܩܦ and ܽܩܦ represent coefficients of DG 
consumption curve and their respective values are ܾܩܦ = 
0.08414 (l/KWh) and ܽ0.246 =ܩܦ(l/KWh). 

DG total annual fuel consumption in liters (TAFCIL) is 
calculated using the following equation:  �ܥܨܣ�� = ∑ ሻ଼�=ଵݐ�ሺܨ                           (9) 

D. Battery energy storage system 

The excess electrical energy generated by the RES can be 
stored in storage devices such as batteries in the absence of a 
grid-connected network. The battery is charged if the energy 
generated (ܧ�) exceeds the load demand (ܧ�) [11]. The 
available battery bank's capacity at any given moment (t) 
throughout this process may be expressed as follows:  ܧ�ሺݐሻ = ݐሺ�ܧ − ͳሻ × ሺͳ − ��ሻ + ሻݐሺ�ܧ] − ா�ሺ�ሻ�� ] ×  (10)  �ߟ

If the load requirement exceeds the energy manufactured 
from RES, The electrical energy stored in the battery is useful 
to fulfill the load demand. In the battery discharge 
phenomenon, the battery bank capacity at time t is expressed 
as follows: ܧ�ሺݐሻ = ݐሺ�ܧ − ͳሻ × ሺͳ − ��ሻ − [ா�ሺ�ሻ�� −  ሻ]   (11)ݐሺ�ܧ

Where ܤܧሺݐሻ and ܤܧሺݐ − ͳሻ are the available energy 
(kWh) at a time (t) and (t-1) respectively, �� is battery self-
discharging rate, ߟ�  is battery bank efficiency and ߟ� is the 
inverter efficiency 

III. OPTIMIZATION ALGORITHM 

This research applies GA optimization techniques to 
reduce microgrid power losses and voltage deviations by 
ensuring the best efficient use of solar, wind, battery storage, 
and diesel resources in a hybrid renewable power generating 
system. 
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A. Genetic Algorithm 

John Holland invented genetic optimization in 1960. It is 
a kind of optimization algorithm that implements techniques 
inspired by natural and evolutionary processes to solve 
optimization problems. GA tackles both unconstrained and 
constrained nonlinear optimization problems by emulating 
the natural selection process evident in biological evolution. 
It is categorized as a collective intelligence algorithm and is 
distinguished by the presence of individuals. Each individual 
in the population signifies a potential solution to the existing 
situation. The population is constituted of a collective of these 
individuals. By applying a precise update approach, the 
collective will progressively undergo evolution toward the 
aim, ultimately converging to the best solution. Fig. 2 depicts 
how the GA algorithm works in this study.[15] 

 

Fig. 2. Flowchart of GA Algorithms. 

Just like the processes of evolution, this optimization 
technique contains four components:  

• Inheritance; 
• Mutation; 
• Selection; 
• crossover. 

This is one of the most well-known methods of having 
merits like: 

• Solving multiple problems; 
• Being easy to understand; 
• Being very precise; 
• Being easy to integrate with other applications like 

MATLAB. 

Despite all of its benefits, genetic algorithms have drawbacks. 
These drawbacks include:  

• Being trapped in local optimal spots; 

• Having a delayed reaction time [12].  

This GA approach aims to optimize the energy supply and 
consumption of DERs for microgrids. This allows these 
facilities to satisfy their energy demand while also mitigating 
stability and power quality problems, reducing operating 
costs, and minimizing carbon emissions [13], [14].  

IV. THE SIMULATION RESULTS AND ANALYSIS 

We present and apply the suggested simultaneous 
optimization approach to the imbalanced three-phase system. 
In Fig. 3, the test system's line diagram is displayed. 

 
Fig. 3. The IEEE 13-bus distribution system's line diagram. 

Fig. 4 illustrates the impact of a demand response strategy 
on energy consumption over 24 hours by comparing demand 
load before and after its implementation. Before the demand 
response, there are two sharp peaks. In contrast, the peaks are 
significantly reduced after implementing demand response, 
demonstrating effective peak shaving. Demand response 
strategies can significantly reduce energy consumption, 
especially during peak hours. This can lead to improved grid 
management, cost savings, and enhanced energy efficiency. 

 
Fig. 4. The hourly load curve's response to DR programming. 

The active power losses in a microgrid throughout a 24-
hour period are contrasted in Fig. 5. Before optimal 
management, active losses exhibit significant variability and 
peaks throughout the 24 hours. Notably, there are sharp 
increases in losses, with the highest peak occurring between 
08:00 PM and 10:00 PM, reaching nearly 10,000 W. Other 
smaller peaks are observed during earlier hours, particularly 
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around 09:00 AM and 11:00 AM. In contrast, the losses after 
optimal management are consistently minimized across all 
hours, indicating a dramatic reduction in energy losses. This 
highlights the effectiveness of the optimal management 
strategy in stabilizing and reducing active losses, even during 
hours previously characterized by high variability and peaks. 
Overall, the figure underscores the critical impact of 
implementing optimal management strategies to enhance 
system efficiency by significantly lowering active power 
losses. 

 
Fig. 5. The microgrid losses before and after the simultaneous GA 

optimization. 

Before implementing the optimization approach in Fig. 6, 
the system exhibited significant voltage fluctuations, with a 
prominent peak around 08:00 PM, and after implementing the 
optimal management strategy, the voltage deviation was 
significantly reduced, resulting in a smoother profile with 
much lower overall fluctuations. This suggests that the GA 
optimization successfully addressed the factors causing 
voltage instability in the system. While the post-optimization 
deviation is lower, there is still room for further 
improvement, indicating the potential for fine-tuning the 
management strategy to achieve even greater voltage 
stability. 

 
Fig. 6. The total voltage deviation before and after the GA optimization. 

Fig. 7 shows PV power generation increasing after 
daybreak at 05:00 AM, peaking between 09:00 AM and 01:00 
PM, and then declining in the evening. An odd peak occurs 
at 08:00 PM, before decreasing to zero overnight. The GA 
dynamically adjusts the PV system's operation to maximize 

power generation during daylight hours and minimize it 
during nighttime. This optimized operation enhances the 
microgrid's efficiency. 

 
Fig. 7. PV power generation. 

In the context of microgrid energy management, Fig. 8 
displays wind turbine energy generation optimized by a GA.  
The generation fluctuates throughout the day, with high-
energy output during the early hours around 12 am to 4 am, 
and a notable drop after 5 am. Between 6 am and 6 pm, the 
output remains variable but generally lower, reflecting 
changes in wind availability. A significant surge occurs in the 
evening around 8 pm, indicating a return to higher wind 
speeds or optimized turbine performance. These variations 
showcase the dynamic nature of wind energy and the GA's 
role in maximizing its contribution to microgrid energy 
management.  

 
Fig. 8. Wind turbine power generation. 

A microgrid energy management system's genetic 
algorithm optimizes a battery's power production over 24 
hours, as displayed in Fig. 9. During some periods, the battery 
produces energy, with notable increases occurring in the early 
morning at 05:00 AM and 08:00 PM to 09:00 PM. When the 
battery is charging or not in use, the battery generation stays 
low or stays at zero for the remainder of the day, 
demonstrating effective energy management. This pattern 
illustrates how the GA helps balance supply and demand in 
the microgrid by optimizing battery utilization. 
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Fig. 9. Battery power generation. 

Fig. 10 depicts a diesel generator's power production, 
which GA optimized in a microgrid management system. The 
GA dynamically modifies the generator's operation to adapt 
to current energy demands and the availability of alternative 
generating sources, producing a highly variable power 
generation. This flexible operation allows the diesel 
generator to serve as a reliable backup power source and to 
support the integration of renewable energy sources into the 
microgrid. This optimized operation enhances the microgrid's 
efficiency, stability, and environmental sustainability. 

 
Fig. 10. Diesel generator power generation. 

V. CONCLUSIONS 

This study demonstrates the effectiveness of using a GA 
to optimize energy sharing in hybrid microgrids comprising 
solar energy, wind turbines, battery storage, and diesel 
generators. By dynamically allocating energy resources, the 
proposed approach ensures an efficient balance between 
supply and demand, minimizes reliance on fossil fuels, and 
enhances overall system performance. The results reveal 
significant improvements in energy sharing, reduced energy 
losses, and enhanced power quality. Moreover, the 
optimization framework promotes efficient battery utilization 
and extends the operational lifespan of critical components. 
The findings underscore the potential of GA-based energy 
management systems in addressing the complexities of 
hybrid microgrids, particularly in environments with high 

renewable energy penetration. This approach supports the 
broader goal of achieving sustainable, cost-effective, and 
reliable energy systems while mitigating the environmental 
impact of diesel-based generation. Future work could focus 
on integrating real-time data processing, considering 
economic constraints, and expanding the framework to 
accommodate larger, more complex energy systems. 
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Abstract— This paper presents a generalized discontinuous 
pulse width modulation (DPWM) technique to reduce switching 
losses in the three-level inverters. By directly reducing the 
switching number per cycle, this innovative approach addresses 
a significant source of power losses in electronic converters. The 
proposed technique is evaluated through simulations and 
compared to the conventional Hybrid Space Vector Modulation 
(HSVM) method. The obtained results demonstrate a significant 
reduction in switching number while maintaining an acceptable 
total harmonic distortion (THD) in the output voltage, achieving 
optimal balance between efficiency and performance. 

Keywords—Three-phase inverters; space vector modulation; 

discontinuous PWM; switching losses. 

I. INTRODUCTION  

Inverters are controllable voltage sources in terms of 
frequency, amplitude and shape; they generate sine wave 
voltage with specific characteristics of frequency amplitude 
and harmonic content. According to their structures, they are 
reversible and need at least two current bidirectional switching 
cells. Depending on the type of application, inverters may 
require the addition of filtering devices. The main fields of 
application concern the variable speed drives in electric 
traction or in industrial applications moreover in addition to 
the connection of the novel renewable power system 
generation to the electricity distribution network. 

In high power applications, the three-level inverters 
structure is more suitable compared to the classic two-level 
structure, as the output voltages and currents contain a much 
lower harmonic rate required by the international standards. 
Moreover there is no need for filters. The voltage across each 
switch is halved, and the chopping frequency of each 
component is lower. Furthermore, this structure causes less 
power loss, which requires less cooling equipment and smaller 
devices at lower costs. In this work, different discontinuous 
PWM techniques are presented and compared with the 
conventional PWM technique. Note that the hybrid space 
vector modulation (HSVM) is particularly studied in this work 

in both discontinuous and classical forms. The remainder of 
the paper is organized as follows:  

Section II describes the Space Vector Modulation (SVM) 
and Hybrid SVM relationship, Section III report the various 
DPWM modulating waveforms generation, the simulation 
results are presented in Section IV; Finally, Section V 
concludes the paper. 

II. SVM AND HYBRID SVM RELATIONSHIP 

The SVM technique is a modulation method with high 
linearity performances and good spectral properties. It is based 
on a complex representation of the inverter output voltage and 
allows a direct calculation of the inverter switching times, 
therefore the obtained reference voltage vector, rotates in the 
complex plan [1-3] is given by: 

 ***
dqqd jVVV   

Where:  

  **** 2
3

1
cbaq VVVV   

  ***

3

3
bcd VVV   

The rotating vector *
qdV defines eight state vectors (V0, V1 

…V7); V0 and V7 are called zero state vectors and the six others 
define six sectors subdivided in sampling periods Ts in which 

*
qdV  is assumed constant. In each sector, two adjacent vectors 

are active during T1 and T2 respectively: 

 






















3
sin

3
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2

3 **
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nVnVTT qds
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n : sector number (n = 1… 6). 

Zero state vectors V7 and V0 are active during k0T0 and 
  001 Tk  respectively, with ( 10 0  k ). The total 

duration T0 is given by: 

 210 TTTT s   

For the classical SVM, k0 = 0.5, therefore V7 and V0 have 
the same durations: 

   2/1 00000 TTkTk   

In practice, the SVM switching signals can be generated 
either by space vectors or by comparison of three reference 
signals with a triangular carrier, exactly in the same way of the 
sinusoidal modulation (SM); the only difference is in the 
reference signals. This last method is called hybrid SVM 
(HSVM) and the appropriate reference signals **

abcv can be 

obtained by adding a zero-sequence signal to the sinusoidal 
ones as follows: 

 ****
zsabcabc vvv   

Where, *
abcv  is the vector of reference signals for sinusoidal 

modulation (SM), i.e. wanted output voltages and *
zsv  is the 

zero sequence given by: 

     *
min0

*
max00

* 121 vkvkkvzs   

For the classical SVM, vectors V0 and V7 have equal 
durations (k0 = 0.5), Where *

minv , *
midv and *

maxv   are 

minimum, middle and maximum values of reference signals 
*
abcv [1, 2]. 

III. GENERALIZED DISCONTINUOUS PWM 

The principle of generalized discontinuous PWM 
(GDPWM) technique is based on the injection of a zero 
sequence *

zsv  to the sinusoidal references *
abcv  in the same 

way of HSVM. Where the only difference is in the derivation 
of the zero sequence. The main goals of this technique are: 

 Reducing the number of switching by 1/3 
symmetrically in the two half cycles: all switches are 
inactive during a phase angle of 3/ . This is the 
purpose of this technique because it allows a reduction 
of the switching losses in the same ratio while 
conserving a symmetrical operation of all switches [4]. 

 Extending the linearity up to 3/2   as in the third 
harmonic injection and HSVM. 

 

In order to generate the various GDPWM algorithms, we 
consider the initial vector *

abcv  of reference signals for the 

classical PWM technique using sinusoidal modulation. Then 

we use the new vector of references, *
abcv  phase is shifted of 

the initial vector *
abcv , by   3/0  . For each value of 

the delay  3/0  , the maximum and minimum values 

of *
abcv can be obtained as:  *

max, max   abcvV  and 

 *
min, min   abcvV . Finally, the zero sequence *

zsv is built 

using expression (9), in which the parameter 
0k  takes 

alternately the values 0 or 1 as follows : 















0 :   then0  

1 :   then0  

0min,max,

0min,max,

kVVif

kVVif
 

 

Various DPWM modulating waveforms can be generated 
by using  3/0   . The particular cases of  equals to 
0, 6/ , 3/ and 2/  are called DPWM3, DPWM0, 
DPWM1 and DPWM2 respectively [5, 6]. For these particular 
schemes, the initial sinusoidal reference phase voltage, the 
zero sequence signal and the final reference phase voltage 
(modulating waveform) are shown in (Fig. 1.) considering the 
modulation ratio r = 0.8. 
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Fig. 1. Modulation principale of HSVM 

IV. SIMULATION RESULTS 

The structure of the three-level neutral point clamped 
(NPC) inverter is presented in (Fig.2). Each of the three legs 
is connected to two series diode and incorporates four main 
power switch devices with anti-parallel diode in series as 
shown in (Fig.2). 

Each inverter leg requires four control signals [7]: 

 2413 1   and  1 iiii qqqq   

For the leg 1, q11 is obtained by comparing the reference 
signal to the upper carrier and q12 is obtained by comparing 
the same reference to the lower carrier, while q13 and q14 are 
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obtained using (10). All switches operate symmetrically, 
hence our study is restricted to q11 only [7-9]. 

Vdc /2 

Vdc /2 

0 

a b c 

q11 q31 q21 

q14 

q13 

q12 q22 

q23 

q24 

q32 

q33 

q34 

 
Fig. 2. Modulation principale of HSVM 

Simulations are conducted on the three level inverter and 
the results are given in (Fig.3, Fig.4 and Table I). 

 

a. HSVM 

   
b. DPWM0                                                      c. DPWM1 

 
b. DPWM2                                                      c. DPWM3 

Fig. 3. Control signals for various DPWM schemes (r = 0.8 and M = 21) 

 

a. HSVM 

   
b. DPWM0                                                      c. DPWM1 

 
b. DPWM2                                                      c. DPWM3 

Fig. 4. Harmonic spectra of output voltage (-r = 0.8 and M = 21) 

Table I. shows obtained results using Matlab/Simulink for 
both continuous and discontinuous schemes applied to control 
the three-phase NPC inverter. 

 

TABLE I.  COMPARISON OF DPWM SCHEMES FOR THREE-LEVEL 
INVERTER 

PWM 
Technique 

Number of 
Commutations per 
fundamental period 

THD 
(%) 

THDW 
(%) 

HSVM 21 42.64 1.05 

DPWM0 16 42.07 1.70 

DPWM1 16 42.47 1.49 

DPWM2 18 43.94 1.65 

DPWM3 16 42.93 1.53 

 

Notes: 

1. The THD is the total harmonic distortion defined as 
follows: 
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2. The THDW is the weighted total harmonic distortion 
defined as follows: 
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It important indices to measure quality of output voltage 
fed to grid, gives a better measure of harmonic pollution by 
using the order of each harmonic component as its weight 
factor. 

According to (Table I), we can mention that the results of 
the discontinuous PWM techniques are close to those of the 
continuous one. In the other hand, they present the advantage 
of reducing the number of commutation of the transistors thus 
reducing the switching losses. 
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The results show that: 

1) The important reduction of the number of the 
commutations using DPWM techniques is confirmed (Fig. 3 
and Table 1). 

2) The spectra of DPWM1 (Fig.4) contain less low order 
harmonics and this is confirmed by the THDW (Table 1).  

 

V. CONCLUSION 

The paper evaluates the performance of a three-level 
inverter controlled by advanced DPWM schemes (DPWM0, 
DPWM1, DPWM2 and DPWM3) and compared them to the 
conventional hybrid space vector modulation (HSVM) 
approach. The primary objective was to minimize switching 
losses in the inverter by reducing the numbers of 
commutations. Simulation results demonstrate that the 
proposed DPWM techniques significantly reduce switching 
losses while maintaining an acceptable total harmonic 
distortion (THD) in the output voltage. These findings 
highlight the potential of DPWM strategies to enhance 
inverter efficiency. Based on the obtained results, future 
research should focus on experimentally validating these 
methods and investigating their practical applications to 
further assess their effectiveness and reliability. 
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Artificial Intelligence Advances for Welding 
Inspection: A Comprehensive Review of X-Ray 

Digital Radiography Methods

 

                 
Abstract— Welding joints are critical and crucial for 

structural integrity and safety of industrial components, a 

reliable inspection is equally vital to ensure quality. While 

digital radiography (DR) is a common method for defect 

detection with high image quality, it relies on human expertise, 

which is sensitive to errors and time consuming. Recent 

advancements in artificial intelligence (AI) have introduced 

powerful tools, to enhance defect detection and classification in 

automated workflows. This review explores the integration of AI 

techniques in welding inspection via X-ray DR, providing a 

comprehensive analysis of their capabilities, limitations, and 

potential to transform the field. 

Keywords— welding process, Digital Radiography, Image 

processing, Artificial intelligence. 

I. INTRODUCTION  

Welding joints are critical to the integrity and safety of 
structures across industries. Traditionally, X-ray radiography 
for defect detection in welding joints has relied on human 
expertise. However, recent advancements in artificial 
intelligence (AI) have introduced opportunities to increase 
the accuracy and efficiency of defect detection and 
classification. 

Though seemingly straightforward, welding is a complex 
process that demands precise control. It involves joining two 
metal pieces by applying heat until they melt and fuse 
together, forming a permanent bond. This process requires 
careful adjustment of parameters to regulate the energy 
source, ensuring the metals liquefy without compromising 
structural integrity.[1] 

The advent of Industry 4.0 has led to increased automation 
and digitalization in manufacturing and quality control, 
transforming processes like digital radiography (DR) in 
welding inspection. Digital radiography captures X-ray 
images electronically, providing higher image quality, faster 
processing, and greater efficiency than traditional film-based 
methods. Although DR is a well-established technique, 
current practices still require human inspectors to interpret 
hundreds of weld scans daily—an error-prone and time-
consuming task that limits the pace of fully automated 
workflows. Thus, a central question arises: To what extend 
can we rely on machines for radiographic image 
interpretation in welding inspections?[2] 

AI methods, particularly neural networks, machine vision, 
expert systems, case-based reasoning, and fuzzy logic, offer 
promising solutions for interpreting NDT data. These 
techniques can enhance the speed and accuracy of defect 
detection in large-scale automated inspections. In this 
review, we examine recent AI advancements in the detection 
and classification of defects in welding joints, as captured by 
X-ray radiography. 

This review is organized as follows: 

• An overview of the welding process and defect 
detection using digital radiography 

• A discussion of technologies involved in each phase 
of DR inspection 

• An analysis of AI algorithms used in various 
inspection phases 

• A comparative study of these algorithms 

II. WELDING PROCESS AND DIGITAL RADIOGRAPHY  

A. Welding process  

Welding can be defined as the process that “apply 
sufficient heat to melt two pieces of metal that are fused 
together after they cool and harden. In general, a separate 
piece of metal acts as a filler material that is deposited and 
cooled between the two pieces in question ” [3] there are many 
welding processes used in manufacturing depending on the 
source, we can summarize them in figure 01.[3] 

 While automated welding has surpassed manual welding in 
many respects, even within automated systems, a surprisingly 
diverse range of potential defects can be identified and 
classified. 

 
    Fig.1 : Types of welding processes. 
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B. Welding defects : 

Welding processes can lead to various defects. While some 
defects, such as those related to weld metal quality, are 
influenced by material properties, others arise from human 
error or insufficient welder skill. In automated pipe welding, 
common defects are often related to process parameters like 
welding current, voltage, and speed, which can directly impact 
weld quality. The most common defects occurring in welds 
are given in the following : 

1. Cracks: Crack-type defects are cracks or fractures in 
the weld or the heat-affected zone. They can be 
microscopic or visible to the naked eye. Cracks can 
weaken the structure and propagate under service 
loads, reducing the strength and service life of the 
material. Cracks are critical and must be eliminated 
or rigorously controlled. [4] 

2. Porosity: Pore-type defects refer to small cavities 
or gas bubbles trapped in the weld. They can be 
spherical or elongated. Porosity reduces the strength 
and tightness of the weld. It can affect the integrity 
of the joint. Although not as critical as cracks, 
porosity should be minimized. [4] 

3.  Lack of fusion: the non-penetration type defect 
occurs when the weld does not fully penetrate the 
base material. There may be a gap between the 
joined parts. The lack of penetration reduces the 
strength of the joint and can lead to premature 
failure. 

4.  Non-metallic inclusions: These could be caused by 
weld-metal contamination from contaminants on the 
joint's surface or the environment. These could be 
caused by weld-metal contamination from 
contaminants on the joint's surface or the 
environment. Poor joint preparation, improper 
welding technique, and inadequate shielding gas 
can also contribute to the formation of these defects 

5. undercut: the exposed upper edges of the bevelled 
weld preparation have a tendency to melt and 
channel to the deposited metal in the weld groove, 
especially during the final or cover pass. resulting in 
a groove with more or less sharp edges along the 
weld reinforcement.  

Left with a non-exhaustive list of potential defects that can 
be identified and classified.  Non-destructive testing using 
digital radiography is widely used for internal welding defect 
detection without altering the safety of the controlled 
welding joint. Some example of defects are illustrated Fig 02 
As a  a well-established discipline, radiography inspection is 
subject to international standards and the computer aided 
radiography needs to align with the standards of inspection. 
 

      
  
Fig 02 : welding defects  a. porosity   b. lack of fusion  

III. DIGITAL RADIOGRAPHY  

A. Definition : “Radiography is non-destructive testing 
method to find out the internal discontinuities present in a 
component or an  assembly.  It is based on differential 
absorption of penetrating radiation by the part being 
inspected.” 

B. Principle:  Radiography captures the image of X-rays 
absorbed as they pass through an object . The output is a 
representation of the internal structure of the object. 
As the rays flow through the material, any discontinuity 
creates  tiny holes that absorb additional radiation. 

C. Parameteres influencing the radiographic image : 

The parameters to consider for the exposure are: 
• the voltage, measured in kilovolts (kV), it regulates 

the energy of the radiation and thus its penetration 
into the material, 

• the intensity, in mill amperes (mA), and the time, 
whose product determines the total amount of 
radiation received by the object, 

• the distance separating the radiation source from 
the receptor, 

• the sensitivity of the receptor 
  

• the nature of the object (atomic number of the 
constituent elements), and its (or their) 
thicknesses(s). 

 

D. Radiography inspection standard : 

 
Radiography inspection standards aim to establish a 
consistent and reliable approach to detecting and evaluating 
defects in welds using radiographic techniques. These 
standards, such as ISO 17636-2, ISO 10893-7, ASTM E 
2737-10, and ASTM E 2597-7, focus on ensuring the quality 
and integrity of welds by defining specific requirements for: 

1) Equipment: They address the performance and 
calibration of radiographic equipment, including both 
traditional film-based systems and modern digital detector 
arrays (DDAs). For instance, ISO 17636-2 specifies minimum 
requirements for monitor screens used for digital image 
evaluation, including brightness, contrast, and resolution. 

2) Image Quality: Standards define parameters like 
spatial resolution, contrast sensitivity, signal-to-noise ratio 
(SNR), and image unsharpness to guarantee the detectability 
of different types of defects. ISO 10893-7 sets requirements 
for normalized SNR, while ISO 17636-2 introduces 
compensation principles that allow exceeding maximum 
voltage limits from film radiography by leveraging the higher 
SNR and contrast sensitivity of DDAs 

3) Inspection Procedures: They outline procedures for 
conducting radiographic inspections, including the placement 
of image quality indicators (IQIs), exposure settings, and 
image interpretation criteria. 

4) Acceptance Criteria: Standards often establish 
acceptable limits for the size and type of defects based on the 
intended application and the potential impact on the 
component's performance. This ensures that welds meet the 
required safety and reliability standards. 
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Those specification needs to be taken into account while 
integrating AI algorithms in the inspection process. 
 

IV. STATE OF ART OF AI FOR DIGITAL RADIOGRAPHY DEFECT 

DETECTION AND CLASSIFICATION  

Digital radiography inspection relies on many tasks related 
to image manipulation from image enhancement to defect 

detection and classification those tasks can involve 
computer aided AI methods to help inspectors optimize 
multiple operation for a more reliable and less time 
consuming inspection. We summarize the existing methods 
related to each task in the table 01. 
 
 

 

Table 01: literature review on AI methods for welding defect detection  

 

 

Task Reference Method Principle  Performance 

Image 
manipulation   

Li et al., 
2024[5] 

Synthetic Data 
augmentation (Single 
Image Single Defect, 
SISD) and (Single 
Image Multi Defects, 
SIMD), DNN 

realize a synthesis based on a 
small number of real samples 
by data augmentation  

an effective solution for 
data sample generation in 
the industrial field. 
Improving accuracy of 
defect classification of 
YOLOV5.6.1X dataset 
from 66.6% and 72.8% 

He et al,2023[6] DG-GAN: A High 
Quality Defect Image 
Generation Method for 
Defect Detection 

The surface defect detection, 
a defect image generation 
method DG-GAN is Based on 
the idea of the progressive 
generative adversarial, D2 
adversarial loss function, 
cyclic consistency loss 
function  

The YOLOX detection 
accuracy improved with 
the increase in generated 
defect images (the highest 
increases were 6.1% and 
20.4%, respectively). 

Quality 
enhancement  

Wafaa Al-
Hameed, 
2019[7] 

Fuzzy logic, Fuzzy 
Hyperbolic Threshold 

The fuzzy logic system solves 
many problems by relying on 
mathematical concepts which 
are usually easy and 
uncomplicated. 

satisfactory result in 
contrast enhancement for 
the input images to give 
improved quality results. 

Image labeling  Dai et al,2020 
[8] 

Semi-supervised 
learning : 

utilizes a combination of 
active learning and self-
training through a sample 
query suggestion algorithm 
for classification. 

improved classification 
accuracy while reducing 
the need for manual 
annotations 

Defect detection  Madhvacharyula 
et. Al in 2022  
 [9] 

situ weld defect 
detection  

Real-time or in situ weld 
defect detection aids in the 
detection of defects during 
the welding process 

 

Yan Hanbing 
et. 
Al,2009.[10] 

Binary decision tree  With the help of svm and 
binary decision tree to detect 
defaults  

Accurate defect detection  

.  
J Shao et 
al,2011[11] 

Support Vector 
Machine (SVM)  

Feature extraction, binary 
classification, dimensionality 
reduction  

Accuracy rate: 99.4% 

Defect 
classification  

Ajmi et Al in 
2020  [12] 

Deep learning : data 
augmentation,  ANN  

Using data augmentation to 
leverage the performance of 
ANN in small data sets  

Overcoming the challenge 
of DL ANN application on 
small dataset with an 
overall performance of 95 
% in precision  

Kumaresan et 
al., 2021 [13] 

Transfer learning , 
CNN,  

Using a pre-trained datasets 
with machine learning 
algorithms like VSM, random 
forest for feature extraction  

Increase the accuracy of 
CNN for small datasets by 
using pre-trained datasets 
with up to 99.1% in binary 
classification and 97.8% in 
multiclass classification  

Vishal et al., 
2019  [14] 

Fuzzy systems: Fuzzy 
K-NN, 
Adaptive network 
based on fuzzy system  

Twelve numeric features 
were extracted to represent 
each instance of defect  

accuracy of 91.57% 
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V. A COMPARATIVE ANALYSIS OF AI METHOD 

FOR WELDING DEFECT DETECTION AND 

CLASSIFICATION: 

The previous section summarized the different AI 
methods employed while manipulating X-ray images for 
welding defect classification we can divide those 
algorithms in two classes traditional methods of machine   

learning and deep learning methods and compare the 
advantages and limitations of each approach and the 
further advancement and future directions to overcome 
the challenges. We can summarize the analysis in the 
table 02  
 
Table 02 : comparative analysis of AI  methods 

Approach 

 
 

Machine learning  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Deep learning  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 Method  

 
 

 
 
 

SVM 
 
 

K-NN FUZZY LOGIC  

 
 

 

Random forest/ decision 
tree  

 
 
 
 

 
GANS  

 
 
 

 
 

 
   
 

CNN 
 
 
 
 

Semi–supervised 
learning  
 
 
 
 
 
 
 

Transfer learning and 
data augmentation  

 
 
 
 
 

Advantages  

 
Great classifier 
especially in high 
dimensional spaces; 
memory efficient, clear 
margin separation 
between classes  

 

Fuzzy logic handles 
uncertainty and 
imprecision in 
inspection data, model 
human reasoning 
processes. 

Suitable for complex 
models, improved 
accuracy comparing to 
decision tree, scalability 
handles both large and 
small data sets, parallel 
processing  

 High quality images 
generation, relatively 
easy to train, potential to 
learn from little data, 
and no labelled data, 
helpful when dealing 
with small samples of 
data  

Powerful in pattern 
recognition, image 
classification, automatic 
feature extraction, 
handles well large 
datasets  

Computational costs 
reduction, improved 
prediction by combining 
both labelled and 
unlabelled data, flexible 
Handles large datasets 
will minimum labelled 
data  

Helps in limited 
datasets, prevent 
overfitting, improve 
model performance by 
using pre-trained data 
sets, save computational 
costs  
 

  Limitations  

 
Not suitable for large 
datasets, sensible to 
noise, manual feature 
selection, depending on 
expert knowledge to 
perform classification  
 

 
Difficult to implement,  
Challenging in setting 
up the fuzzy logic, 
complex model 
 

 
Difficult to interpret, 
computationally 
expensive, sensible to 
noise, manual feature 
extraction  
 

Unstable training, slow 
due to the controversial 
models of generators 
and discriminators, risks 
of unrealistic images,  
Require large data 
samples for more 
accurate training results  

Interpretability 
challenge, high 
computational costs, 
long time for training, 
challenging model 
integration  

 
Hard to evaluate in case 
of little labelled data 
sample, complexity and 
requirements for pre-
processing techniques, 
potential noise creation  
 

Risk of suboptimal 
performance or even 
misdirected learning, 
domain specific feature 
limit potential for 
learning, high 
computational costs, 
time consuming task 
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VI. CONCLUSION  

The integration of artificial intelligence (AI) into welding 
automation offers transformative potential, however a 
successful integration addresses many challenges related 
to effective costs models with high accuracy and more 
accessible interpretability and for digital radiography 
inspection integration of AI methods that are aligned with 
international standards. There is also a high tendency for 
deep learning approach adoption and multidisciplinary 
collaborations to make advantage of cutting edge 
techniques in industries like NDT4.0 that are redefining 
the future of NDT automation. 
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Abstract— This study presents the application of a 
metaheuristic algorithm approach to optimizing the 
performance of ventilation system powered by photovoltaic 
(PV) energy, specifically under partial shading conditions to 
ensure maximum energy extraction from the PV system, with 
the optimization process controlled by the Cuckoo Search 
algorithm (CSA) algorithm. The CSA algorithm successfully 
mitigates the challenges posed by partial shading, achieving 
75% of the maximum theoretical power output from the PV 
system. The extracted power is then utilized to operate a 
ventilation system with a DC motor, which demonstrates 
excellent operational characteristics, including a torque of 7.5 
Nm and a speed of 350 rad/s. These results are crucial for 
industries, particularly agriculture, where energy-efficient 
ventilation is necessary for maintaining optimal environmental 
conditions. This research highlights the potential of integrating 
the CSA algorithm with PV systems to provide a sustainable and 
energy-efficient solution for agricultural and industrial 
applications, reducing dependence on grid power and 
promoting renewable energy use. 

Keywords—MPPT, PV system, Cuckoo search algorithm, 

Ventilation system 

I. INTRODUCTION 

The rising need for eco-friendly and energy-saving options 
across industries has sparked greater focus on combining 
renewable energy systems with building designs [1]. A 
promising approach involves utilizing solar panels to operate 
ventilation systems, essential for ensuring healthy indoor air 
and optimal temperature regulation. Traditional ventilation 
systems, while essential, often consume a significant amount 
of energy, contributing to higher operational costs and 
environmental impact [2]. The integration of PV systems with 
ventilation units offers a promising approach to reduce these 
costs and enhance sustainability by utilizing solar energy to 
power ventilation systems [2]. 

However, the efficiency of such systems is subject to 
fluctuations in solar energy generation due to environmental 
variables such as time of day, weather conditions, and 
seasonal changes [3]. To address this, power conversion 
devices like DC-DC boost converters are employed to regulate 

and step up the voltage output from the PV system, ensuring 
that sufficient power is supplied to the ventilation units. While 
these converters offer improved performance, optimizing their 
operation in real-time remains a challenge [4]. 

Recent advancements in optimization algorithms have 
shown potential in addressing such challenges. An example of 
this is the Cuckoo Search algorithm (CSA), a method modeled 
after the unique breeding patterns of cuckoo birds and has 
been successfully applied to complex optimization problems 
in various fields. This algorithm can effectively adapt to 
dynamic conditions, optimizing system parameters to 
maximize energy output and ensure the efficient operation of 
the PV-powered ventilation system [5]. 

This paper explores the integration of a PV system with a 
ventilation unit via a DC-DC boost converter, with the 
operation optimized using the Cuckoo Search algorithm. The 
aim is to maximize the power produced by the PV system, 
ensuring optimal energy utilization for ventilation while 
reducing reliance on grid power. Through simulations and 
performance analysis, the paper demonstrates the potential of 
this hybrid system in enhancing energy efficiency and 
sustainability in building ventilation applications. 

The paper is organized as follows: Section 2 outlines the 
system design, covering the PV setup and boost converter. 
Section 3 explores the control mechanisms, while Section 4 
presents the findings. Section 5 concludes, summarizing the 
work and suggesting areas for future research. 

II. PV SYSTEM 

 

Fig. 1. PV system overview. 

535 FT/Boumerdes/NCASEE-24-Conference



The photovoltaic (PV) system used in this study consists 
of a series of solar panels that convert sunlight into electrical 
energy. The electrical energy produced by the PV system is 
direct current (DC) and is used to power the ventilation system 
via a DC-DC boost converter. The system's performance is 
highly dependent on factors such as solar irradiance, panel 
orientation, and temperature [6]. 

A. PV Panel Model 

 

Fig. 2. PV equivalent circuit [4]. 

The output power from a PV panel can be modeled based on 
the photovoltaic equation [4]: 

 � = � = ��� − �ௌ (�ሺ�+�ೞ�ሻ�ೞ�� − 1) − �+ோೞ�ோ   (1) ��� : Light-generated current �௦  : Reverse saturation current �� : Shunt resistance �௦ : Series resistance � : PV cell generated current  � : Voltage across the PV cell 
 

The current generated by sunlight in a PV cell, known as 
the light-generated current, depends on factors like sunlight 
intensity and the cell's competence in converting light into 
electricity. The reverse saturation current, which occurs due to 
diode leakage under reverse bias, plays a key role in shaping 
the cell's performance under different conditions. Series 
resistance, caused by electrical connections and the cell's 
internal resistance, results in voltage losses within the module. 
The diode ideality factor captures non-ideal diode behavior, 
including recombination losses, while the thermal voltage, 
influenced by temperature, affects the diode's characteristics 
[4]. 

Shunt resistance provides alternative pathways for current 
to flow around the diode, impacting the PV cell's efficiency 
under different light conditions. Table 1 outlines the 
specifications of the PV module employed in this research, the 
1Soltech 1STH-215-P, which includes 20 parallel strings and 
2 modules connected in series per string. These parameters are 
essential for accurately modeling the PV system's 
performance and understanding how each factor contributes 
to the overall efficiency and output of the module under 
different environmental conditions [4]. 

TABLE I.  PV PARAMETERS [4]. 

Module data Value 

Max Power )W( 213.5 
Open-Circuit Voltage Voc )V( 36.3 
Short-Circuit Current Isc )A( 9.84 
Max Voltage Vmax)V( 29 
Max Current Imax)A( 7.35 

B. PV Panel Model 

Partial shading occurs when certain sections of a solar 
panel array are obstructed from sunlight, typically due to 
objects like trees, buildings, or other obstructions. This 
shading can significantly affect the performance of the entire 
PV system, even if only a small portion of the array is 
impacted. When a section of the array is shaded, the power 
output of the affected solar cells decreases, leading to a drop 
in the overall system efficiency. The impact is exacerbated by 
the series connection of PV modules, as shading on one 
module can cause current mismatch across the array. This 
mismatch results in voltage drops, reduced current flow, and 
potential hotspots that could damage the system. To mitigate 
the effects of partial shading, techniques like module bypass 
diodes, microinverters, or power optimizers are commonly 
employed to isolate shaded modules and maintain higher 
overall energy production. Understanding and handling partial 
shading is pivotal for ensuring better performance and 
longevity of PV systems, especially in environments with 
varying levels of sunlight throughout the day [7]. 

 

 
Fig. 3. Partial shading effect.. 

C. DC-DC boost converter 

 
Fig. 4. Equvalent scheme of a DC-DC boost converter 

A boost converter is an electronic device designed to elevate 
a lower DC input voltage to a higher DC output level. It is 
frequently utilized in photovoltaic (PV) systems to raise the 
voltage from solar panels to meet the needs of connected 
devices, such as ventilation systems. The converter consists of 
key components like an inductor, a transistor switch, a diode, 
and a capacitor. When the switch is activated, the inductor 
stores energy as a magnetic field. Upon deactivation, the 
stored energy is discharged, resulting in a higher voltage 
across the output capacitor [6]. The output voltage is 
regulated by the switch's duty cycle, where increasing the 
duty cycle raises the voltage. A key benefit of the DC-DC 
boost converter is its high efficiency, as it transfers energy 
directly without significant losses, such as heat generation. 
However, the converter’s performance can be affected by 
factors such as switching frequency, load conditions, and 
component characteristics. In PV systems, The boost 
converter effectively adjusts the energy collected from solar 
panels to meet the requirements of the connected load, 
optimizing overall system performance [8]. 
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III. PV SYSTEM CONTROL 

A. MPPT Control by Cuckoo search algorithm 

The CSA is a bio-inspired optimization strategy modeled 
after the brood parasitism of cuckoo birds, specifically their 
egg-laying and nest-competition strategy. The algorithm is 
designed to solve complex optimization problems by 
exploring and exploiting the solution space. In the context of 
your system, the CSA is applied to optimize the performance 
of the PV system and the DC-DC boost converter to maximize 
power production while ensuring efficient energy utilization 
[5]. 

Cuckoo birds lay their eggs in the nests of other species, 
and the eggs' survival depends on the host bird's ability to 
detect and reject foreign eggs. Similarly, in the algorithm, 
potential solutions (representing different configurations of 
the PV system) are represented by eggs, and the nests are 
candidate solutions to the optimization problem. The 
algorithm works by iteratively improving the candidate 
solutions based on two main operations: levy flights (which 
are random walks used for exploration) and nest abandonment 
(which is a mechanism for exploitation). By balancing 
exploration and exploitation, the Cuckoo Search algorithm 
efficiently converges to an optimal solution [9]. 

The Lévy flight equation, discovering the generation of new 
solutions [10, 11]: 

௧+1�ݔ  = ௧�ݔ + � ⨂ �é�ݕሺ�ሻ (2) 
 

Pseudo Code for Cuckoo Search Algorithm 

Initialize population of nests )solutions(  
Define fitness function for PV system performance )e.g., power 
output( 
Define maximum number of iterations or stopping criteria 
For each iteration: 
    For each nest )solution(: 
        Generate a new solution using Levy flight 
        Assess the quality of the new solution )maximize power 
output( 
        If the new solution outperforms the existing one: 
            Update the current solution with the new one 
    Evaluate the overall best solution )best power output( 
    If stopping criteria is met: 
        Terminate 
Return the best solution )optimal configuration for PV system( 
 

B. Ventilation system 

A ventilation system plays a critical role in ensuring 
adequate air circulation within buildings, improving interior 
air quality, and maintaining a pleasant atmosphere for those 
inside. In this system, air is exchanged between the indoor and 
outdoor environment to regulate temperature, humidity, and 
air quality, and to eliminate indoor contaminants like carbon 
dioxide and volatile organic compounds (VOCs), and 
moisture. Ventilation systems can be largely assorted into 
natural ventilation, mechanical ventilation, and hybrid 
systems, where mechanical ventilation employ fans or 
blowers to circulate air, while natural ventilation depends on 
passive airflow driven by temperature gradients, wind, or 
pressure differences [12]. 

The ventilation system is powered by photovoltaic (PV) 
panels, which harness solar energy to operate the fans or 

ventilation units. This approach offers several advantages in 
terms of energy efficiency, sustainability, and cost reduction. 
Solar-powered ventilation systems are particularly beneficial 
for reducing energy consumption in buildings, as they rely on 
a renewable energy source (solar power) rather than 
conventional grid electricity [13]. 

Ventilation System with DC Motor-Powered Fans 

The ventilation system is powered by DC motors, which 
drive the fans responsible for circulating air within the 
building. These motors are energized by the photovoltaic (PV) 
system, providing a sustainable and energy-efficient method 
to operate the fans. DC motors are widely used in such 
systems due to their simplicity, control flexibility, and 
efficient operation at variable speeds. By adjusting the motor 
speed, the airflow and ventilation rate can be controlled 
according to the building’s needs, ensuring optimal indoor air 
quality and thermal comfort [14]. 

 

Fig. 5. Electrical Circuit Diagram of DC motor. 

Optimizing System Performance with the CSA: 

The CSA is employed to optimize the parameters of the 
ventilation system, including the duty cycle of the boost 
converter and the speed of the DC motor. The algorithm 
iteratively searches for the optimal settings to maximize the 
system's energy efficiency, adjusting for varying solar 
irradiance and environmental conditions. By ensuring that the 
motor operates at peak efficiency, the algorithm reduces 
energy waste and enhances the performance of the system. It 
balances the need for increased airflow with the available 
power from the PV system, ensuring that the fans provide the 
required ventilation while minimizing power consumption. 

IV. SIMULATION AND RESULT DISCUSSION  

To evaluate the effectiveness of the proposed CSA in 
optimizing power generation for a solar-powered ventilation 
system, comprehensive simulations were carried out in 
MATLAB Simulink. The setup included a PV system linked 
to DC motor-operated fans via a DC-DC boost converter. This 
setup mimics real-world conditions, where the system’s 
energy comes from solar panels to operate the fans that 
provide ventilation. The primary aim was to evaluate how 
effectively the CSA could optimize system performance, 
particularly by controlling the boost converter and fan speed. 

The System diagram (Fig. 5) illustrates the integrated 
system, including the PV panels, boost converter, and fan-
driven ventilation system, all controlled and optimized using 
the CSA to promote the overall efficiency of the system. 
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Fig. 6. Ventilation system connected to PV system. 

 

 
Fig. 7. Nominal power of PV panel  

 
Fig. 8. Current of the boost converter 

 
Fig. 9. Voltage of the boost converter. 

 
Fig. 10. The power output from the boost converter. 

 
Fig. 11. Torque of the fan’s DC motor 

 
Fig. 12. Speed of the fan’s DC motor. 

The results demonstrate that the CSA optimization algorithm 
effectively addresses the challenges posed by partial shading 
conditions in photovoltaic (PV) systems. In this study, the 
CSA algorithm achieved an impressive 75% of the maximum 
theoretical power extraction, which is a significant 
improvement under non-ideal conditions. This enhanced 
power extraction was then utilized to operate a ventilation 
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system, demonstrating the algorithm's practical applicability 
in optimizing energy usage for industrial systems. 

The ventilation system powered by the optimized PV output 
showed excellent performance, achieving a torque of 7.5 Nm 
and a speed of 350 rad/s, both of which are crucial parameters 
in industrial applications, especially in agriculture. These 
values are essential for ensuring the efficient operation of 
ventilation systems that are vital for maintaining proper 
airflow and temperature regulation in agricultural 
environments, such as greenhouses or livestock facilities. 

Moreover, by integrating the Cuckoo Search optimization 
algorithm with a PV-powered system, a sustainable and 
energy-efficient solution is provided. This system not only 
maximizes the energy output from the PV panels but also 
reduces dependency on grid power, contributing to a more 
sustainable energy model. This approach is particularly 
advantageous in rural or off-grid areas, where reliable access 
to electricity may be limited. 

V. CONCLUSION 

In summary, this research effectively showcases the use of 
the Cuckoo Search algorithm to improve the efficiency of a 
solar-powered ventilation system, particularly in scenarios 
involving partial shading. The CSA algorithm significantly 
increases the energy extracted from the PV panels, achieving 
75% of the maximum theoretical output. The ventilation 
system, powered by this optimized energy, achieves a torque 
of 7.5 Nm and a speed of 350 rad/s, making it highly suitable 
for industrial and agricultural applications where precise 
control over environmental conditions is crucial. 

The integration of renewable energy sources with advanced 
optimization techniques, such as Cuckoo Search, offers a 
sustainable and cost-effective solution to energy management. 
By optimizing the performance of PV systems and ensuring 
reliable, efficient operation of ventilation systems, this 
research provides a viable pathway toward reducing 
operational costs, lowering environmental impact, and 
enhancing energy security for industries reliant on ventilation 
systems. Future work could focus on further refining the 
algorithm and exploring its scalability for larger industrial 
systems or multi-fan ventilation setups. 

REFERENCES 

[1] W. Rzeźnik, I. Rzeźnik, and P. Mielcarek, "Impact of Using 
Photovoltaic Panels in Piggery on Greenhouse Gases Emission," 2018, 
doi: 10.15544/rd.2017.089. 

[2] E. Giama, "Review on ventilation systems for building applications in 
terms of energy efficiency and environmental impact assessment," 
Energies, vol. 15, no. 1, p. 98, 2021. 

[3] Y. Ohnishi, Y. Takahashi, K. Fujiwara, K. Hidaka, and H. Morita, 
"Modeling of <i>I‐V</I> Characteristics for Crystalline Silicon 
Photovoltaic Modules Based on a Simplified Equivalent Circuit and a 
Temperature Correction," Electrical Engineering in Japan, vol. 215, no. 
4, 2022, doi: 10.1002/eej.23410. 

[4] O. Fergani, R. Mechgoug, A. Afulay Bouzid, N. Tkouti, and A. Mazari, 
"A New Modified Bacterial Foraging MPPT Technique with Dynamic 
Mutation Rates for Photovoltaic Systems under Partial Shading 
Conditions," International Journal of Engineering, vol. 37, no. 8, pp. 
1569-1579, 2024. 

[5] T.-P. Dao, "Cuckoo Search Algorithm: Statistical-Based Optimization 
Approach and Engineering Applications," pp. 79-99, 2020, doi: 
10.1007/978-981-15-5163-5_4. 

[6] A. Amir, A. Amir, H. S. Che, A. Elkhateb, and N. Abd Rahim, 
"Comparative analysis of high voltage gain DC-DC converter 
topologies for photovoltaic systems," Renewable energy, vol. 136, pp. 
1147-1163, 2019. 

[7] A. Mohapatra, B. Nayak, P. Das, and K. B. Mohanty, "A review on 
MPPT techniques of PV system under partial shading condition," 
Renewable and Sustainable Energy Reviews, vol. 80, pp. 854-867, 
2017. 

[8] P. Ainapure, P. Kulkarni, S. U. Patil, and A. Tiwari, "Design, 
Simulation and Implementation of MPPT Controlled Buck-Boost 
Converter Extracting Power From Solar Panel for Microgrid 
Applications," International Journal of Electrical Engineering & 
Technology, vol. 10, no. 6, 2019, doi: 10.34218/ijeet.10.6.2019.001. 

[9] F. K. Abo-Elyousr, A. M. Abdelshafy, and A. Y. Abdelaziz, "MPPT-
based particle swarm and cuckoo search algorithms for PV systems," 
Modern Maximum Power Point Tracking techniques for photovoltaic 
energy systems, pp. 379-400, 2020. 

[10] F. Okba, R. Mechgoug, and A. B. Afulay, "Revolutionizing PV 
Pumping Systems with PMSM Machine and Advanced MPPT 
Algorithm Integration: A Comparative Study of PSO, GWO, and CSA 
Techniques," NeuroQuantology, vol. 21, no. 6, p. 1852, 2023. 

[11] C. Zheyuan, A. T. Hammid, A. N. Kareem, M. Jiang, M. N. 
Mohammed, and N. M. Kumar, "A Rigid Cuckoo Search Algorithm for 
Solving Short-Term Hydrothermal Scheduling Problem," 
Sustainability, vol. 13, no. 8, 2021, doi: 10.3390/su13084277. 

[12] S. Revathi, N. Sivakumaran, and T. Radhakrishnan, "Design of solar-
powered forced ventilation system and energy-efficient thermal 
comfort operation of greenhouse," Materials Today: Proceedings, vol. 
46, pp. 9893-9900, 2021. 

[13] L. Klimeš, P. Charvát, and J. Hejčík, "Comparison of the energy 
conversion efficiency of a solar chimney and a solar PV-powered fan 
for ventilation applications," Energies, vol. 11, no. 4, p. 912, 2018. 

[14] S. Shastri, U. Sharma, and B. Singh, "Design and analysis of brushless 
dc motors for ceiling fan application," in 2020 IEEE International 
Conference on Power Electronics, Drives and Energy Systems 
(PEDES), 2020: IEEE, pp. 1-6. 

 

 
 

 

539 FT/Boumerdes/NCASEE-24-Conference



XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 

Ensemble Tree Model based MPPT for 
Standalone Photovoltaic System  

1st Mohamed Abderrazak Ghellouci  
Electrical Engineering Department 

Laboratory of Electrical Engineering 
and Renewable Energy, University of 

Souk Ahras Souk Ahras, Algeria 
m.ghellouci@univ-soukahras.dz 

 
4th Sabrine Morakeb 

 Electrical Engineering Department 
Laboratory of Electrical Engineering 
and Renewable Energy, University of 

Souk Ahras Souk Ahras, Algeria 
s.morakeb@univ-soukahras.dz 

2nd Samira Boumous 
 Electrical Engineering Department 

Laboratory of Electrical Engineering 
and Renewable Energy, University of 

Souk Ahras Souk Ahras, Algeria 
samira.boumous@univ-soukahras.dz 

 
5th Mohamed Mounir Abbes 

 Electrical Engineering Department 
Laboratory of Electrical Engineering 
and Renewable Energy, University of 

Souk Ahras Souk Ahras, Algeria 
m.abbes@univ-soukahras.dz 

3rd Zouhir Boumous 
 Electrical Engineering Department 

Laboratory of Electrical Engineering 
and Renewable Energy, University of 

Souk Ahras Souk Ahras, Algeria 
zohir.boumous@univ-soukahras.dz 

      Abstract—This paper explores the application of Ensemble 
Tree Model (ETM) for maximum power point tracking 
(MPPT) in photovoltaic (PV) systems. The Gradient Boosting 
Machines method is employed to train (ETM), which offers 
rapid and precise (MPPT) capabilities. The (GBM) is used to 
determine the reference voltage corresponding to the 
maximum power point under varying atmospheric conditions. 
By effectively controlling the DC-DC boost converter, accurate 
(MPPT) can be achieved. MATLAB/Simulink simulations 
validate the theoretical analysis. 

     Index Terms— Ensemble Tree Model (ETM), maximum 
power point tracking (MPPT), The Gradient Boosting Machines 
(GBM), photovoltaic systems (PV). 
 

I. INTRODUCTION 

        Countries worldwide are increasingly focusing on renewable 
energy development to address the impending depletion of fossil 
fuels. Renewable energy sources not only offer energy densities 
comparable to or exceeding those of fossil fuels but also provide a 
clean alternative without harmful emissions like nitrogenous 
compounds, sulfate compounds, and dust. Hydrogen, a promising 
candidate for future energy, aligns with these environmental and 
energy security goals due to its clean, sustainable, and emission-
free nature. As a result, research into hydrogen production and 
applications is expanding rapidly. 
 
      Photovoltaic (PV) technology harnesses the sun's energy by 
converting sunlight into electricity. This process, known as the 
photoelectric effect, was first described by Edmund Becquerel in 
1839. (PV) systems offer a clean and sustainable energy solution, 
requiring no fuel, producing no emissions, and having no moving 
parts. Their versatility allows for various sizes and shapes, and they 
rely on the abundant and inexhaustible energy of the sun. When 
sunlight strikes certain materials, it liberates electrical charge 
carriers, enabling the capture of light energy as electricity. This 
captured energy can be stored as direct current (DC) and then 
converted into alternating current (AC) for use in standard electrical 
power systems[1]. 
 
      Photovoltaic (PV) arrays transform sunlight into direct current 
(DC) electricity. The generated power output varies with solar 
illumination and environmental temperature. Additionally, the load 
demand influences the power produced. Under consistent 
conditions, a (PV) array exhibits a current-voltage characteristic 
with a single point of maximum power output. To ensure optimal 
power delivery to the load, a Maximum Power Point Tracking 

(MPPT) algorithm is essential. This algorithm actively controls 
power converters to continuously identify and operate at the PV 
array's maximum power point [2]. 

II. MODELING PHOTOVOLTAIC SYSTEMS 

II.1 A Simplified Model of a Photovoltaic Cell 

      An idealized photovoltaic (PV) cell can be represented by the 
equivalent circuit shown in Figure 1.  

 

Fig1. Equivalent circuit of PV model. 

              The fundamental equation governing the (I-V) 
characteristic of this ideal cell is derived from semiconductor 
theory[3] thus : I = I୮v − I,ce୪୪ ∗ [e ( qVakT) − ͳ]                                 ሺͳሻ 

          Id = I,ce୪୪ ∗ [e ( qVakT) − ͳ]                                 ሺʹሻ 

 
 
 with ሺI୮v,ce୪୪ሻ represents the light-generated current, which is 
directly related to solar irradiance. (Id) is given by the Shockley 
diode equation, while (I,ce୪୪)is the reverse saturation or leakage 
current of the diode. The symbol ሺqሻ denotes the electron charge ሺͳ.ͲʹͳͶ ×  ͳͲ−ଵ9 Cሻ ,   ሺkሻ  is the Boltzmann constant ሺͳ.͵ͺͲͷͲ͵ ×  ͳͲ−ଶଷ J/Kሻ,    ሺTሻ  is the temperature of the p-n 
junction measured in Kelvin, and ሺaሻis known as the diode ideality 
factor[4]. 
 

II.2 Modeling a Photovoltaic Array 

         Equations (1) and (2) for the PV cell do not accurately depict 
the V-I characteristics of a real (PV) array. Practical arrays consist 
of multiple interconnected (PV)  cells, and to observe the 
characteristics at the (PV) array's terminals, additional parameters 
must be incorporated into the basic equation [3,4]: 
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I = I୮v − I ∗ [e (V + RୱI  V୲a ) − ͳ] − V + RୱI  R୮          ሺ͵ሻ 

                                                                                   ሺI୮vሻ and ሺIሻ represent the (PV) current and saturation current 
of the array, respectively.  The thermal voltage of the array, with Nୱ 

cells connected in series, is given by V୲ = Ns୩୲ ୯ .  

When cells are connected in parallel, the current increases, and 
when connected in series, they provide higher output voltages. If the 
array consists of (N୮ሻ parallel cell connections, the (PV) and 
saturation currents can be expressed as I୮v  = N୮I୮v,ce୪୪ and I = NୱI,ce୪୪.  

In Equation (3), ሺRୱሻ represents the array’s equivalent series 
resistance, while ሺR୮ ሻis the equivalent parallel resistance. Equation 
(3) outlines the single-diode model illustrated in Figure 1[4].  

        (PV) array datasheets typically provide key information, 
including the nominal open-circuit voltage (V୭c,୬), nominal short-
circuit current (Iୱc,୬),  voltage at the maximum power point (V୫୮୮), 
current at the maximum power point (I୫୮୮), open-circuit voltage, 
temperature coefficient ሺKvሻ, short-circuit current temperature 
coefficient ሺKIሻ, and the maximum experimentally achieved peak 
output power  ሺP୫axሻ. These values are usually referenced to 
nominal or standard test conditions  ሺSTCୱ ሻ, which specify 
temperature and solar irradiance levels. Some manufacturers also 
provide (I-V) curves for various irradiance and temperature levels, 
which can aid in fine-tuning and validating the desired mathematical 
(I-V) model. Generally, this is the standard information available 
from (PV) array datasheets[4]. 

Electric generators are broadly categorized as current or voltage 
sources, but practical (PV) devices exhibit a hybrid behavior—
acting either as a current or voltage source, depending on the 
operating point. A practical (PV) device has a series resistance (Rୱ) 
that plays a more significant role when the device functions as a 
voltage source and a parallel resistance (R୮) that is more influential 
in the current-source region.  

The series resistance (Rୱ) comprises several internal structural 
resistances, including the contact resistance between the metal base 
and the p-type semiconductor, the resistances of both the (P ) and 
(n )  regions, the contact resistance of the (n) layer with the metal 
grid, and the resistance of the grid itself[5]. 

The parallel resistance (R୮) mainly results from the leakage 
current across the (P − n ) junction and varies based on the cell’s 
manufacturing process. The (R୮) value is usually high, and some 
models simplify calculations by ignoring it. Similarly, (Rୱ) is often 
very low, and in certain cases, it may also be disregarded to simplify 
the model. 

The (I-V) characteristics of a (PV) array, as illustrated in Figure 
2, are influenced by both the device's internal properties ( Rୱ and R୮ ሻ and external factors such as the level of solar irradiation and 
temperature.  

 

Fig2. I-V characteristic of PV. 

T = ͵Ͳ͵K, G = ͲͲw/mଶ 

T = ͵OOK, G = ͺͲͲw/mଶ 

T = ʹͻͺK, G = ͳͲͲͲw/mଶ 

         The amount of sunlight incident on the device significantly 
impacts the generation of charge carriers, which in turn affects the 
current produced by the (PV) device. However, determining the 
light-generated current ሺI୮vሻ of the individual cells without 
accounting for the effects of series and parallel resistances is 
challenging.  

Datasheets typically provide only the nominal short-circuit 
current (Iୱc,୬),  which represents the maximum current output at the 
device's terminals. 

In modeling (PV) devices, it is common to assume ሺIୱc,୬ ≈  I୮v ሻ
, as practical devices usually have low series resistance and high 
parallel resistance. The light-generated current of a PV cell varies 
linearly with solar irradiation and is also affected by temperature, as 
described by Equation (4),[2,4,6-8] I୮v = (I୮v,୬ + kIΔT) G G୬                                             ሺͶሻ 

Here, (I୮v,୬) (in amperes) represents the light-generated current 
under nominal conditions (typically ʹͷ°C and ͳͲͲͲ W/mଶሻ, ΔT =T − T୬ accounts for the difference between the actual temperature 
(T) and the nominal temperature (T୬) in Kelvin. ሺGሻ (in watts per 
square meter) is the irradiance on the device’s surface, while G୬ is 
the nominal irradiance. (V୲,୬) denotes the thermal voltage of (Nୱ) 
series-connected cells at the nominal temperature (T୬). 

The saturation current ሺIሻ of the (PV) cells that make up the 
device depends on the saturation current density of the 
semiconductor (J typically given in A/cmଶ) and the effective cell 
area[9]. The current density ሺJሻ  is determined by the intrinsic 
properties of the (PV) cell, which are influenced by physical 
parameters such as the electron diffusion coefficient in the 
semiconductor, the minority carrier lifetime, and the intrinsic carrier 
density. In this study, the diode saturation current ሺIሻ  is 
approximated as a fixed value of 0.81nA. 

The diode constant ሺaሻ  can be chosen arbitrarily, with many 
authors proposing methods to estimate its optimal value. Generally, 
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1 ≤ a ≤ 1.5, with the selection depending on other parameters of the 
I-V model. Empirical studies, provide values for ሺaሻ .  

Since it represents the ideality of the diode and is determined 
empirically, any initial value can be selected for model adjustment. 
If needed, ሺaሻ can be refined later to improve model accuracy. This 
constant influences the curvature of the (V-I) curve, and adjusting ሺaሻ  can help fine-tune the model to better match real-world 
performance[4]. 

III. Maximum Power-Point Tracking 

III.1 MPPT methods 

The maximum power of a solar array varies with changes in 
environmental temperature and irradiance (Figure 3). Since the 
available energy from solar panels continuously fluctuates due to 
atmospheric conditions, a real-time maximum power point tracker 
is an essential component of photovoltaic (PV) systems. Maximum 
power point tracking (MPPT) techniques discussed in the literature 
[10]  can be classified into three categories [11]. 

1. Direct methods 

2. Artificial intelligence methods 

3. Indirect methods 

Direct methods, also referred to as true-seeking methods, 
determine the maximum power point (MPP) by continuously 
adjusting the operating point of the (PV) array. Among these, the 
Perturb and Observe (P&O) [12], Hill Climbing (HC) [13], and 
Incremental Conductance (INC) [14] methods are widely used. The 
(P&O) method involves altering the (PV) array's operating voltage 
to find the (MPP), while the (HC) method similarly adjusts the duty 
cycle of the (DC-DC) converter. These methods are simple but 
exhibit steady-state oscillations, which limit their use in low-power 
applications. The (INC) method reduces steady-state oscillations by 
leveraging the fact that the slope of the power-voltage curve is zero 
at the (MPP). 

Artificial intelligence and indirect methods aim to enhance the 
dynamic performance of (MPPT). Focusing on the non-linear 
characteristics of (PV) arrays, artificial intelligence methods offer 
fast but computationally intensive solutions to the (MPPT) 
challenge. 

Indirect methods estimate the (MPP) from the output 
characteristics of the array. Fractional open-circuit voltage (OCV) 
[15] and short-circuit current (SCC) [16] approaches provide simple 
and effective means to identify the (MPP). 

 
Fig3. P-V characteristic of PV. 

T = ͵Ͳ͵K, G = ͲͲw/mଶ 

       T = ͵OOK, G = ͺͲͲw/mଶ 

  T = ʹͻͺK, G = ͳͲͲͲw/mଶ 

III.2 Ensemble Tree Models based MPPT 

           This paper presents an ensemble tree model approach for 
maximum power point tracking (MPPT) in photovoltaic (PV) 
systems. A gradient boosting machine (GBM) is employed to 
predict the optimal operating point of the PV system. The (GBM) 
takes temperature (T) and irradiance (G) as input variables and 
produces the voltage at the maximum power point (Vmp) as the 
output. 
             To train the (GBM), a comprehensive dataset of input-
output pairs is generated using a (PV) system simulation model. The 
model is trained to accurately predict the (Vmp) under various 
operating conditions. 
            Once trained, the (GBM) model is integrated into the MPPT 
control system. The (GBM) receives real-time measurements of 
temperature and irradiance and predicts the optimal (Vmp). 
        The DC-DC boost converter is then adjusted to operate at the 
predicted (Vmp), ensuring maximum power extraction from the PV 
system. 
 
The following equation illustrates how to calculate Duty Cycle : 
 D = ͳ − √VmppImpp  × IoutVout             ሺͷሻ 

 
A resistive load, composed of four parallel-connected resistors, was 
employed at the output of the DC-DC boost converter. 
 

Parameter   Value 

Isc   8.56A 

Voc  46.12V 
I0   0.31nA 
IPV     8.01A 
A    1.037 
Rp   201.5533Ω 
Rs   0.372λ7Ω 
Ns    72 
Np    3 
Kv −0.362V/K 
KI     0.046005A/K 
LBOOST     0.20ȝH 
CBOOST    27ȝF 

 
Table1.  PV System with MPPT, DC-DC Boost And Control Unit. 

 

Fig4.  Gradient Boosting Machines Structure. 
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Fig5.PV System with MPPT, DC-DC Boost And Control Unit. 

 

IV. Simulation and results 

To validate the theoretical analysis discussed in the previous 
sections, a stand-alone photovoltaic (PV) system connected to a 
boost (DC-DC) converter is simulated using 
MATLAB/SIMULINK. The characteristics of the simulated model 
are detailed in Table 1. 

   Initially, the artificial ensemble tree model (ETM) is trained 
using a dataset comprising temperature, irradiance, and the voltage 
corresponding to the maximum power point (MPP). 

The training process utilizes the scaled conjugate gradient 
method. Once the neuron weights are determined, the ensemble 
tree model is implemented in MATLAB/SIMULINK and 
integrated into the control unit.  

For any given temperature (T) and irradiance (G) inputs to the 
GBM, the output automatically provides the reference voltage for 
the maximum power point (Vmpp). 

The simulation is conducted under three distinct scenarios, 
each with three different temperature and irradiance levels. The 
specific temperature and irradiance values used in the simulation 
are illustrated in Figure 6(a),(b) respectively.  

The ensemble tree model’s output, representing the reference 
voltage of the maximum power point (Vmpp), for these three 
scenarios is shown in Figure 7(a),(b) respectively.  

By applying  (Vpv) and (Ipv) on DC-DC boost a duty cycle 
linked to (PWM) computed : switching pulses are generated to 
ensure that the (PV) output voltage and current track (Vmpp) and 
(Impp,). 

Figure 8(a),(b) and  Figure 9(a),(b)  presents the output voltage 
and current of the (PV), demonstrating that they effectively follow 
(Vmpp) and (Impp).  

A comparison between the maximum power reference and the 
power extracted from the PV system (Ppv,mpp) Figure 10(a),(b) 
confirms that the maximum power reference is successfully 
tracked.  

 

Fig6(a).  Three different irradiances applied to simulation 
results. 

 

Fig6(b).  Three different temperatures applied to simulation 
results. 

In this figure: 

The GBM model effectively predicts the optimal current for 
maximum power extraction. 

 

Fig7(a).  Reference voltage of maximum power point 
generated by GBM, (b) Reference voltage of PV array. 

In this figure : 

The GBM model effectively predicts the optimal voltage for 
maximum power extraction. 
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Fig9(a). Reference current of maximum power point generated 
by GBM, (b) Reference current of PV array. 

 

Fig7(a).  Reference power of maximum power point generated 
by GBM, (b) Reference power of PV array 

In this Figure : 
 The stepwise increase in both reference and actual power signifies 

changes in environmental conditions.  
The GBM accurately predicts the MPP, leading to efficient power 

extraction.  
 During steady-state conditions, the system maintains the PV array 

at the MPP, ensuring optimal performance. 
 

These figures highlight the control system’s excellent dynamic 
performance in tracking voltage, current, and maximum power 
point. 

V. Conclusion 

         This research explores the application of ensemble tree 
models for optimizing maximum power point tracking (MPPT) in 
photovoltaic (PV) systems. By leveraging the predictive 
capabilities of ensemble tree models, the system can accurately and 
efficiently identify the optimal operating point of the PV array, 
even under dynamic environmental conditions. 
        Compared to traditional MPPT techniques, ensemble tree 
model-based approaches offer superior dynamic performance, 
faster response times, and higher energy harvesting efficiency. The 
integration of a DC-DC boost converter further enhances the 
system's ability to extract maximum power from the PV array, 
ultimately maximizing energy yield. 
      The results obtained from the simulation demonstrates the 
effectiveness of the proposed approach. The ensemble tree model 
accurately predicts the optimal operating point, leading to 
significant improvements in power output and overall system 
efficiency. 
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�bstract— Har�war�-i�-th�-���p (H�L ) si�u�ati�� is a� 
�ss��tia� t��� ��r va�i�ati�� p�w�r ���ctr��ics syst��s. T his 
pap�r ��p��y�� H�L  si�u�ati�� t� t�st a� �P��-bas�� 
c��tr����r ��r a thr��-��v�� p�w�r i�v�rt�r. �� this pap�r tw� 
�i�ita� c��tr�� circuits (�ip��ar a�� U�ip��ar Si�us�i�a� Pu�s� 
(i�th M��u�ati��) w�r� ��si���� i� V HDL  a�� i�t��rat�� i�t� 
th� �P��-bas�� c��tr����r. �  ��tai��� M�T L ��/Si�u�i�� 
�����, uti�izi�� Si�scap� b��c�s, ��u�at�� th� thr��-��v�� 
i�v�rt�r ��r r�a�-ti�� t�sti��. T h� H�L  si�u�ati�� r�su�ts 
�����strat�� a si��i�ica�t r��ucti�� i� T�ta� Har���ic 
Dist�rti�� (T HD), i�pr�vi�� th� p�w�r qua�ity �� th� i�v�rt�r. 
T h� c��s� a�r�����t b�tw��� H�L  a�� pr�-si�u�at�� r�su�ts, 
with ��ss tha� 21%  �rr�r, va�i�at�s th� ����ctiv���ss �� H�L  
si�u�ati�� ��r p�w�r ���ctr��ics syst��s. 

��yw�r�s— Pu�s� (i�th M��u�ati�� (P(M), T�ta� Har���ic 
Dist�rti�� (THD), Har�war� i� th� L��p (H�L ), U�ip��ar & 
�ip��ar Si�us�i�a� Pu�s� (i�th M��u�ati��, VHDL , � P��, 
��v�rt�r, OP�L-�T, �T-L��. 

�. �NT�ODU�T�ON  
����wab�� ���r�y is b�c��i�� i�cr�asi���y i�p�rta�t as 

w� ��v� t�war�s a ��r� sustai�ab�� �utur�. P�w�r ���ctr��ics 
p�ay a vita� r��� i� th� ����rati��, tra�s�issi��, a�� 
�istributi�� �� r���wab�� ���r�y. ��v�rt�rs ar� a typ� �� p�w�r 
���ctr��ics ��vic� that c��v�rts D� p�w�r t� �� p�w�r. Th�y 
ar� us�� i� a vari�ty �� app�icati��s �i�� U�i�t�rruptib�� P�w�r 
Supp�y (UPS), V ariab�� Sp��� Driv� (V SD) a�� i� r���wab�� 
���r�y (��) such as s��ar ph�t�v��taic syst��s, wi�� 
turbi��s, a�� ���ctric v�hic��s. 

Th� c��tr�� �� i�v�rt�rs is a c��p��x tas�. Th� c��tr����r 
�ust ��sur� that th� i�v�rt�r �utput v��ta�� a�� �r�qu��cy ar� 
accurat��y c��tr�����, �v�� u���r varyi�� ��a� c���iti��s �1�. 
Har�war�-i�-th�-���p (H�L) si�u�ati�� is a p�w�r�u� t��� that 
ca� b� us�� t� t�st a�� va�i�at� i�v�rt�r c��tr����rs. H�L  
si�u�ati�� a���ws th� c��tr����r t� b� t�st�� i� r�a� ti�� with 
a si�u�at�� i�v�rt�r �����. This ca� h��p t� i���ti�y a�� 
c�rr�ct c��tr����r ��si�� ��aws �ar�y i� th� ��v���p���t 
pr�c�ss, which ca� sav� ti�� a�� ����y �2�. 

Th� �bj�ctiv� �� this pap�r is t� i�v�sti�at� th� us� �� H�L  
si�u�ati�� ��r t�sti�� a�� va�i�ati�� i�v�rt�r c��tr����rs. Th� 
sp�ci�ic ��cus �� this pap�r is �� th� ��v���p���t a�� t�sti�� 
�� a� �P��-bas�� c��tr����r ��r a thr��-��v�� p�w�r i�v�rt�r. 
Th� c��tr����r was ��si���� usi�� V HDL a�� t�st�� usi�� th� 
OP�L-�T H�L si�u�ati�� t���. Th� r�su�ts �� th� H�L  
si�u�ati�� w�r� c��par�� t� pr�-si�u�at�� M�TL��®  
r�su�ts a�� �xp�ct�� r�su�ts �r�� . Th� r�su�ts sh�w�� that th� 
c��tr����r was ab�� t� c��tr�� th� i�v�rt�r �utput v��ta�� a�� 
�r�qu��cy u���r varyi�� ��a� c���iti��s t��p�at�. 

��. TH�O��T���L  ���� ��OUND �ND L �T���TU�� ��V ��( 

�. Th� i�v�rt�r 
Th� i�v�rt�r a�s� ���w� as D� -�� c��v�rt�r, is a ��� 

typ� �� th� p�w�r ���ctr��ics that c��v�rts D� p�w�r t� �� 
p�w�r at ��sir�� �utput a�p�itu�� a�� �r�qu��cy, i�v�rt�rs 
ca� b� v��ta��-s�urc� i�v�rt�rs (V S�s), curr��t-s�urc� 
i�v�rt�rs (�S�s) a�� i�p��a�c�-s�urc� i�v�rt�rs (�S�s) �1�. 
�i�. ��-1 r�pr�s��ts a typica� b��c� �ia�ra� r�pr�s��tati�� �� 
V S�, �S� a�� �S�, th�y ar� ��st�y us�� i� �� p�w�r supp�i�s 
(p�w�r i�v�rt�rs), ��t�r �riv�s (V �D) a�� syst��s wh�r� th� 
�bj�ctiv� is t� pr��uc� a si�us�i�a� �� �utput wh�s� 
�a��itu�� a�� �r�qu��cy b�th ca� b� c��tr�����. Practica��y, 
i�v�rt�rs ar� us�� i� b�th si����-phas� a�� Mu�ti-phas� �� 
syst��s. 

��v�rt�rs ar� avai�ab�� �� th� �ar��t i� vari�us 
c���i�urati��s a�� p�w�r rati��s. �i�. ��-2 i��ustrat� a� 
abstract r�pr�s��tati�� �� i�v�rt�rs i� a syst�� wh�r�: ������t 
(1) r�pr�s��ts th� D� p�w�r s�urc� that ����s th� i�v�rt�r, it 
c�u�� b� a batt�ry, a r�cti�i�r �r a D� p�w�r supp�y. 

������t (2) is th� i�v�rt�r, i� withi� ������t (3) r�pr�s��ts 
a s�t �� p�w�r s��ic���uct�r switch�s that ar� c����ct�� 
t���th�r i� sp�ci�ic structur� t� �ir�ct th� ���w �� D� curr��t, 
th�r� �xist �u��r�us �i���r��t structur�s a�� t�p����i�s �1�, 
th�s� p�w�r s��ic���uct�r switch�s ar� c��tr����� via 
������t (4) th� c��tr����r �� th� i�v�rt�r, this �ast ����rat�s 
�i�ita� si��a�s bas�� �� �i���r��t c��tr�� a�� ���u�ati�� 
t�ch�iqu�s ai��� t� tur� ON �r O�� th� p�w�r s��ic���uct�r 
switch�s. Th� c��tr����r ca� b� avai�ab�� as a s�parat� ���-th�-
sh��� ���u�� as ‘c��v�rt�r’s c��tr�� u�it’ ��r sp�ci�ic 
app�icati��, as it c�u�� b� a circuit i�t��rat�� i�t�r�a��y withi� 
th� syst��, th�y ca� b� si���� ��t��rat�� �ircuit (��) chips 

 

�i�. �� 1  (a) Typica� v��ta��-s�urc� i�v�rt�r b��c� 
�ia�ra� a�� (b) curr��t–s�urc� i�v�rt�r b��c� �ia�ra� (c) 
�-s�urc� i�v�rt�r i��icati�� i�put ���r�y st�ra�� ������ts 

 �i�. ��-2  ���c� �ia�ra� �� a D�-�� withi� a syst�� i� a� 
abstract p�i�t �� vi�w. 
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that ����rat� th� c��tr�� c���a��s (�ith�r �S�� �r �P��-
bas�� c��tr����r) �i�� th� TL494 P(M ��, as th�y ca� b� a 
S�� (Syst�� �� �hip) with a �icr�c��tr����r that ����rat�s 
th� c���a�� si��a�s, i�t��rat�� with sa��ty circuits a�� 
Hu�a� Machi�� ��t�r�ac� (HM�) t� �a�ipu�at� th� �utput 
si��a�s, �tc. Th� r�st �� th� ������t ar� su��ariz�� i� Tab�� 
� b����w: 

T��L� �.  �NV ��T�� M��N �OMPON�NTS 

�
��

�
��

t 

Na�� D�scripti�� � xa�p�� 

5 D� 
i�put 

Th� Dc i�put is th� D� p�w�r that ����s 
th� i�v�rt�r a�� wi�� b� c��v�rt�� t� �� 
p�w�r 

220V ��ts, 
350V ��ts 

6 Th� 
�utput 
��a�  
(p�a�t) 

Th� charact�ristics �� th� ��a� ca� �r�at�y 
a���ct th� p�r��r�a�c� �� th� i�v�rt�r. ��r 
i�sta�c�, r�sistiv� ��a�s ar� th� �asi�st ��r 
a� i�v�rt�r t� ha����. H�w�v�r, r�activ� 
��a�s ca� b� ��r� cha�����i�� �u� t� th�ir 
p�w�r r�quir����t. 

��sist�r, 
i�ca���sc��t 
�i�hts, �� 
��t�r, 
tra�s��r��rs 

7 Di�ita� 
si��a�s 

Th�s� �i�ita� si��a�s c��tr�� th� switch�s, 
th�y ar� crucia� ��r th� �p�rati�� �� th� 
i�v�rt�r, th�y tur� hi�h �r ��w ��p���i�� 
�� th� typ� �� th� ���u�ati�� c��tr���i�� 
��th�� us��. 

Pu�s� (i�th 
M��u�ati��, 

8 �� 
�utput 

This �utput is th� ��sir�� �� si��a� 
which has b��� c��v�rt�� �r�� a D� 
si��a�. 

Squar� 
wav�, P(M 
si��a� 

9 Output 
stat� 

����bac� si��a�, ����ra��y us�� t� c��tr�� 
th� acti��s ������ t� ���p a sp�ci�ic 
variab�� �� th� i�v�rt�r u���r c��tr��, ��r 
i�sta�c�, i� a ��t�r �riv� syst�� wh�r� 
th� sp��� �ust b� c��tr����� 
���ctr��ica��y thr�u�h th� i�v�rt�r. This 
si��a� r�quir�s s��s�rs t� b� ��asur�� 

Phas� �� th� 
�� si��a� 
stat�, 

10 Output 
�i�t�r 

Th� �utput �i�t�r r���v�s th� hi�h-
�r�qu��cy c��p����ts �� th� P(M wav�, 
t� pr��uc� a ��ar�y si�us�i�a� �utput. 

L�w pass 
L� �i�t�r 

�. �asic V��ta��-S�urc� ��v�rt�r’s structur�s 
V S�s basic structur�s ar� th� si�p��st i�v�rt�r t�p����i�s 

that ca� �utput a� �� si��a� �r�� si���� D� s�urc� a�� ca� 
b� c�assi�i�� as: 1) Si���� phas� ha�� bri���, 2) H-bri��� 
structur� a�� 3) Mu�ti-phas� i�v�rt�r structur�s. �� this pap�r 
w� ar� i�t�r�st�� i� th� H-bri��� structur�, a�s� ���w� as �u��-
bri��� i�v�rt�r �r H-bri��� c��� as i��ustrat�� i� �i�. �-3 is a 
basic i�v�rt�r structur� wh�r� th� switchi�� circuit c��sists �� 
tw� ha��-bri��� ���s c����ct�� i� para���� with a D� �i�� 
capacit�r �� as sh�w� i� �i�. ��-3, Th� switch�s ca� b� 
c��tr����� t� pr�vi�� Thr��-L�v�� v��ta��s (-V �c , 0 a�� +V �c), 
Tab�� ��-2 sh�ws th� p�ssib�� switchi�� stat�s �� th� i�v�rt�r 
a�� th� c�rr�sp���i�� �utput v��ta��s. �i�. ��-4 pr�s��ts th� 
�utput wav���r� acr�ss p�i�ts �  a�� �: V ��=V �0-V �0, a���� 
with c�rr�sp���i�� �ati�� si��a�s. 

���. S�NUSO�D�L PULS� (�DTH MODUL�T�ON � 
P(M is a t�ch�iqu� ��r ����rati�� a variab��-wi�th pu�s� 

trai� �r�� a �ix��-�r�qu��cy c��c� si��a�. Th� wi�th �� th� 
pu�s� trai� is ���u�at�� acc�r�i�� t� a r���r��c� si��a�. Th� 
�uty cyc�� is th� rati� �� th� pu�s� i� ON stat� (T��) t� th� 
p�ri�� �� th� c��c� si��a� T. � �uty cyc�� �� 50% ��a�s that 
th� pu�s� is Hi�h ��r ha�� �� th� p�ri�� �3�, i� this cas� a 
r�cta��u�ar wav���r� is ����rat��. Th� �uty cyc�� ca� b� 
a�just�� t� c��tr�� th� av�ra�� p�w�r ���iv�r�� t� th� ��a� �4�. 

T� ����rat� P(M �ati�� si��a�s, a r���r��c� si��a�, a 
carri�r si��a�, a�� a c��parat�r ar� ������. Th� �axi�u� 
a�p�itu�� �r p�a� va�u� �� th� r���r��c� a�� carri�r si��a�s 
ar� ����t�� by 6r,p•°k  a�� 6c ,p•°k , r�sp�ctiv��y. Th�ir 
�r�qu��ci�s ar� ����t�� by fc °nd  fr, r�sp�ctiv��y.  

Th� rati� �� 6r,p•°k t� 6c ,p•°k is ���w� as th� ���u�ati�� 
i���x �r a�p�itu�� ���u�ati�� i���x, �a: 

  �a=
Vr,p�a�  

Vc,p�a�
  ( 1) 

Th� rati� �� fc t� fr is ���w� as th� �r�qu��cy ���u�ati�� 
i���x, �� :  

 ��=
�c  

�r
 ( 2) 

Si�us�i�a� pu�s� wi�th ���u�ati�� �r SP(M is a 
���u�ati�� t�ch�iqu� that us�s a si�us�i�a� as a r���r��c� 
si��a� t� ����rat� a pu�s� wi�th ���u�at�� (P(M) si��a�. Th� 
P(M si��a� is th�� us�� t� c��tr�� th� switchi�� �� p�w�r 
s��ic���uct�r ��vic�s i� th� i�v�rt�r. �� th� cas� �� a� H-
bri��� i�v�rt�r, ��ur switchi�� si��a�s ar� r�quir�� t� c��tr�� 
th� ��ur s��ic���uct�r ��vic�s as sh�w� i� Tab�� ��-2. 

Th� tw� typ�s �� SP(M si��a�s that ca� b� ����rat�� by 
a� H-bri��� i�v�rt�r ar� bip��ar SP(M a�� u�ip��ar SP(M 
�1� �5� �6� as sh�w� i� �i�. ���-1. 

�. �ip��ar SP(M 
�ip��ar SP(M is ����rat�� wh�� 3ͳͳ is th� ���ic-i�v�rs� 

�� ଶܵଵ  (i.�. 3ͳͳ=3 ͳʹതതതത ሻ this wi�� ����rat� a tw� ��v�� SP(M 
si��a� (-V �c a�� +V �c) �1� as sh�w� i� �i�. ���-1 a�� 
i��ustrat�� i� Tab�� ��-2. 

�. U�ip��ar SP(M 
       U�ip��ar SP(M is ����rat�� wh�� ଵܵଵ is ��a�i�� ଶܵଵ by 
180° as ��scrib�� i� Tab�� ��-2, this wi�� ����rat� a thr�� ��v�� 
SP(M si��a� (-V �c, 0 a�� +V �c) as sh�w� i� �i�. ���-1, this 
is �a��� U�ip��ar SP(M b�caus� i� p�sitiv� ha�� cyc�� ���y 
��v��s (+V �c, 0) �ccur whi�� i� ���ativ� ha�� cyc�� ���y si��a� 
(-V �c, 0) �ccur �7�. 

 

 �i�. �� 3  H-bri��� 
i�v�rt�r structur�. 

Switchi�� Stat� Output 
S11 S12 S21 S22 
0 1 0 1 0 
0 1 1 0 -V �c 

1 0 0 1  V �c 

1 0 1 0 0 

 

Tab�� ��-2  H-bri��� stat� tab�� 

 �i�. �� 4  Switchi�� patt�r� �� H- bri��� switch�s a�� 
th� �utputt�� thr�� ��v�� patt�r� 
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�V . OV ��V ��( O� ���L  T �M� S�MUL�T�ON 
��a�-ti�� si�u�ati�� (�TS) ru�s c��put�r �����s at th� 

sa�� sp��� as r�a� �i�� �8�. This a���ws ��r r�a�istic 
i�t�racti��s b�tw��� si�u�at�� a�� r�a�-w�r�� syst��s. (hi�� 
c������y us�� i� �a�i��, �TS is a�s� �ss��tia� ��r i��ustria� 
trai�i�� a�� c��tr����r tu�i��. T���s �i�� LabV ��(, 
S��i�Thi��i�� ��b��, a�� Si�u�i�� str�a��i�� th� cr�ati�� 
�� r�a�-ti�� si�u�ati��s. 

S�v�ra� c����rcia� t���s ar� avai�ab�� i� th� �ar��t t� 
�aci�itat� th� ��v���p���t a�� ��p��y���t �� r�a�-ti�� 
si�u�ati��s �7�, i�c�u�i��: Nvi�ia, �SP���, Typh��� HiL , 
OP�L-�T, PL��S, Si����s... �tc. �� this pap�r w� us�� th� 
OP�L-�T si�u�at�r:  OP4510. 

��a� ti�� si�u�ati�� ca� b� c�assi�i�� i�t�: �u�� �i�ita� 
si�u�ati�� �i�� S��twar�- i�-th�-L��p (S�L ), M����-��-th�-
L��p (M�L), ... �tc a�� s��i-physica� r�a� ti�� si�u�ati�� 
such as Har�war�-��-th�-L��p (H�L), �api� ���tr�� 
Pr�t�typi�� (��P), ... �tc. �� this pap�r b�th M�L  a�� H�L 
w�r� us��, M����-��-th�-L��p is th� si�u�ati�� �� a� 
��b����� syst�� i� a� �ar�y ��v���p���t phas� �� �����i�� 
i� th� �i��� �� �����-bas�� s��twar� ��v���p���t. ��b����� 
syst��s c���u�icat� with th�ir ��vir�����t a�� ��t�� 
�xp�ct s��s�r si��a�s as i�put a�� th�� sti�u�at� th� physica� 
syst��. �� �r��r t� �u�cti�� pr�p�r�y, th� ��vir�����t �� th� 
��b����� syst�� �ust b� si�u�at��. �� th� ��b����� syst�� 
(�����) is si�u�at�� i� a ���p t���th�r with th� ��vir�����ta� 
�����, this is ca���� M���� i� th� L��p Si�u�ati��. �3�, it is a 
c�st-����ctiv� way t� t�st a���rith�s ��r ��b����� syst��s. 
D�v���p���t a�� si�u�ati�� ��vir�����ts ��r �����-bas�� 
��v���p���t ar�, ��r �xa�p��, M�TL��/Si�u�i��, PL��S, 
Dy���a, �S��T �r th� �r�� s��twar� Sci�ab/) c�s. 

M�L is typica��y us�� i� th� �ar�y sta��s �� ��b����� 
syst�� ��v���p���t. �t ca� b� us�� t� i�v�sti�at� sp�ci�i�� 
����� b�havi�rs. Data c����ct�� �uri�� M�L si�u�ati�� h��ps 
t� va�i�at� that th� ����� b�hav�s as �xp�ct�� a�� ca� �v�� 
b� us�� ��r r���r��c� �uri�� th� �at�r sta��s a�� ��xt ��si�� 
a�� t�sti�� phas�. Th� syst�� �ay ���� t� b� t�st�� usi�� 
S��twar� i� th� L��p (S�L ), �P�� i� th� L��p (��L ) �r P�w�r 
Har�war� i� th� L��p (PH�L) si�u�ati��s. Th�s� si�u�ati��s 
ar� ��r� c��p��x tha� M�L , but th�y pr�vi�� a ��r� r�a�istic 
t�st �� th� syst��'s p�r��r�a�c�, ��r i�sta�c� Har�war� i� th� 
L��p is a pr�c��ur� i� which a r�a� ��b����� syst�� (�.�., 
r�a� ���ctr��ic c��tr�� u�it) is c����ct�� t� a r�a� ti�� 
si�u�at�r via its i�puts a�� �utputs a�� t�st th� c��tr����r �� 
si�u�at�� ��vir�����t, as i��ustrat�� i� �i�. ���-2, th� H�L  
si�u�at�r s�rv�s as a r�p�ica �� th� syst��'s r�a� ��vir�����t. 
�� th� tar��t c��tr����r is ��t us�� a�� ���y a si�u�ati�� �� th� 

s��twar� is p�r��r���, this is r���rr�� t� as S��twar� i� th� 
L��p (SiL) �9�.  

V . M�TL��®  S�MUL�T�ON �ND ��SULTS 
�s ���ti���� �ar�i�r, b���r� ��vi�� t� H�L a� M�L  

si�u�ati�� was �irst i�p�����t�� w�r� th� DUT is �P��-
bas�� i�v�rt�r's c��tr����r. Th� t�sti�� ��vir�����t �� this 
DUT c��tai�s a si����-phas� H-bri��� i�v�rt�r, a r�sistiv� 
��a� a�� wir� c����cti��s. Th�r���r�, a ����� ��r th� 
��vir�����t (��a� a�� H-bri��� i�v�rt�r) was i�p�����t�� 
�irst as sh�w� i� �i�. V -1 th�� a ����� ��r th� DUT, as 
���ti���� pr�vi�us�y; tw� �i���r��t SP(M c��tr����r circuits 
w�r� ��si���� a�� t�st��: �ip��ar Si�us�i�a� P(M a�� 
U�ip��ar Si�us�i�a� P(M as sh�w� i� �i�. V -2 a�� �i�. V -3 
r�sp�ctiv��y. 

Th� �irst circuit that hav� b��� i�p�����t�� was th� 
�ip��ar SP(M as sh�w� i� �i�. V -3 si�c� it is th� si�p��st 
SP(M ���u�ati�� circuit, it is c��p�s�� �� a si���� si�� 
si��a� as a r���r��c� a�� a sawt��th si��a� as a carri�r a�� a 
c��parat�r that �utputs th� �ati�� si��a�s, a�t�r ��tti�� th� 
r�su�ts w� i�pr�v�� th� c��tr����r by ��si��i�� a ��r� 
c��p��x SP(M c��tr���i�� circuit which is U�ip��ar SP(M 
as sh�w� i� �i�. V -4, which is c��p�s�� �� a� a��iti��a� si�� 
si��a� that is ��a�i�� th� �th�r r���r��c� si��a� by 180°. 

�� b�th c��tr����rs w� s�t th� ���u�ati�� i���x ݉ t� 0.9 
 �a=

Vr,p�a�  

Vc,p�a�
=0.9, th� �r�qu��cy �� th� carri�r is ݂= Ͳʹ݇ܪ�  

a�� th� �r�qu��cy �� th� r����c� is  ݂=ͷͲܪ�.Th� 
���u�ati�� �r�qu��cy i���x is ݉=ଶு௭

ହு௭
=ͶͲͲ 

Th� �utput �� th� sc�p�s i� �i�. V -2 a�� �i�. V -3 ar� 
�bs�rv�� i� �i�. V -4 a�� �i�. V -5 r�sp�ctiv��y, which 
r�pr�s��ts th� �xp�ct�� �ati�� si��a�s. �s ca� b� �bs�rv�� i� 
�i�. V -4, th� �uty cyc�� �� S11a�� S22 is pr�p�rti��a� t� th� 
r���r��c� si��a�, c��trary t� S12 a�� S21 which is i�v�rs��y 
pr�p�rti��a� t� th� r���r��c� si��a�. �� �th�r ha�� th� �utput 
�� th� sc�p� i� �i�. V -3 is �bs�rv�� i� �i�. V -5, as w� ca� s�� 
th� �uty cyc�� �� S11 is pr�p�rti��a� t� th� r�� r���r��c� 
si��a�, c��trary t� S21 which is pr�p�rti��a� t� th� b�u� 
r���r��c� si��a�. 

 �i�. ���-1  �ip��ar a�� U�ip��ar SP(M wav���r� �� Thr��-��v�� 
i�v�rt�r 

 �i�. V -3  U�ip��ar SP(M c��tr�� circuit b��c�s. 

 �i�. V -2  �ip��ar SP(M c��tr�� circuit b��c�s. 

 
�i�. V -1  �u�� �ri��� ��v�rt�r Si�u�i�� M���� 

 �i�. �V -2  Sch��atic r�pr�s��tati�� �� H�L  
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 Th�s� va�u�s hav� b��� sav�� as a r���r��c� t� c��par� 
th�� with th� �utput �� th� r�a� �P��-�as�� c��tr����r. 

Th� r�su�ts �r�� th� sc�p�s: a�t�r ru��i�� th� si�u�ati�� 
th� �btai��� r�su�ts ar� sh�w� i� �i�. V -6 a�� �i�. V -7, �u� 
t� th� hi�h switchi�� �r�qu��cy, s��� �utput si��a�s app�ar 
as a r�cta����, w� ca�cu�at�� th�ir ��a� va�u� which is 
i�s�rt�� a�� sh�w� i� r��. �� �ip��ar SP(M circuit’s �utput 
th� ��a� va�u� �� th� �utput v��ta�� i� r�� is si�i�ar t� th� 
r���r��c� v��ta�� ��r th� �i���r��t ��a�s. Th� THD �� th� 
�utput v��ta�� is hi�h a�� �qua�s t� 121.35%, but th� THD �� 
tw�-��v�� i�v�rt�rs is ����ra��y v�ry �ar�� a�� vari�s 
��p���i�� �� th� ���u�ati�� si��a�s �1�. 

�� �th�r ha��, th� �utput �� th� u�ip��ar SP(M a���ws th� 
app�ara�c� �� a thir� v��ta�� ��v�� as sh�w� i� �i�. V -7 it is a 
thr��-��v�� i�v�rt�r �utput usi�� a� H-�ri��� i�v�rt�r. Th� 
�v�ra�� THD is ��w�r tha� th� bip��ar strat��y, r�achi�� 
63.28%. th�s� r�su�ts w�r� sav�� as r���r��c� ��r ��xt H�L 
si�u�ati��. 

Th� ��xt st�p is t� ����rat� r�a� �ati�� si��a�s usi�� �P�� 
b�ar�. Th�s� �ays ��st s�a�� a�� ���iu�-siz�� thr��-��v�� 
i�v�rt�rs’ switchi�� �r�qu��cy is ��r� tha� 10 �Hz �10�. �� w� 
wa�t t� carry �ut accurat� a�� r�a�-ti�� har�war�-i�-th�-���p 
si�u�ati�� t�st, th� si�u�ati�� bas�� �� �PU ca���t ���t th� 
r�quir����ts, whi�� th� si�u�ati�� bas�� �� �P�� is ������, 
th� �i�i�u� si�u�ati�� st�p ����th is 2us which ca� �asi�y 
b� ����rat�� by �P��s, i� this pap�r a D�2 ��v���p���t 
b�ar� that c��tai� a �yc���� �� �P�� chip �r�� �LT��� 
(��t��) was us�� as th� �P��-bas�� c��tr����r. ��t�r 
����rati�� th�s� r�a�-ti�� si��a�s, w� us�� th� �sci���sc�p� t� 
t�st a�� c��par� th� �utput si��a�s with th� M�L r�su�ts that 
w�r� pr�s��t�� �ar�i�r i� this sc�p�- 

V �. H��D(��� �N TH� L OOP S�TUP O� TH� �) P���M�NT 
��t�r t�sti�� th� c��tr����r’s �utput, th� har�war� s�tup 

sh�w� i� �i�. V �-1 ��r H�L si�u�ati�� has b��� a��pt��: w� 
us�� �p4510 as th� ��a�-ti�� si�u�at�r �r�� OP�L-�T 
T��HNOLO���S, th� OP4510 is a� ��try-��v�� si�u�at�r 
that c��tai�s a� �P�� carri�r, which ca� acc�pt ��ur sta��ar� 
OP�L-�T ��zza�i�� b�ar�s �11�, c��tai�s tw� �i�ita� a�� 
tw� a�a��� b�ar�s i� a��iti�� t� th� �S422 si��a�s, th�s� 
��zza�i�� b�ar�s i�t�r�ac� usi�� a D�37 c����ct�r at th� 
bac� �� th� chassis �� th� �p4510, �� ����ra�, th� si�u�at�r 
(tar��t si�u�at�r) is c����ct�� t� a c��put�r (h�st c��put�r) 
as i��ustrat�� i� �i�. V �-2 via �th�r��t cab�� with T�P/�P 
c���u�icati�� pr�t�c��. Th� h�st c��put�r is supp�s�� t� 
s��� a�� c��tr�� th� �����, �isp�ay th� �raphica� r�su�ts, a�� 
r�c�iv� �r r�a� th� st�r�� si�u�ati�� r�su�ts �i��s i� th� 
si�u�at�r a�� s��� �th�r �u�cti��s. (hi�� th� tar��t si�u�at�r 
is t� ��a�, bui�� a�� ru� th� �����, �uri�� si�u�ati�� th� 
si�u�at�r ca� st�r� th� �ata with�ut a���cti�� th� si�u�ati�� 
�p�rati��’s r�su�ts a�� at th� ��� it s���s th� �i�� t� th� h�st 
c��put�r, i� �ur cas� w� us�� a sta��ar� c��put�r as h�st, w� 
us�� �P�� as a pr��ra�ab�� chip t� ��si�� th� c��tr����r �� 
th� thr��-��v�� i�v�rt�r sh�w� i� �i�. V �-2 ,  

�T-L�� is a s��twar� that c����cts th� Si�u�i�� �����s 
a�� th� r�a�-ti�� si�u�at�r �11�, bui��i�� a� H�L si�u�ati�� 
i� �T-L�� i�v��v�s cr�ati�� a ����� that i�c�u��s Si�u�i�� 
b��c�s, �T-L�� �ibrary’s b��c�s a�� r�sp�ct s��� sp�ci�ic 
r�quir����ts. �� ����ra�, ��y Si�u�i�� ����� ca� b� 
i�p�����t�� i� �T-L��, but s��� ���i�icati��s �ust b� 
�a�� t� �istribut� th� ����� a�� tra�s��r it i�t� th� si�u�ati�� 
��vir�����t. 

�T-L��’s ����� c��sists �� tw� typ�s �� subsyst��s: ��� 
that c��tai�s th� c��putati��a� ������ts �� th� �����, 

 �i�. V -6  ��su�ts �� M�L  si�u�ati�� with �ip��ar SP(M 
c��tr����r usi�� Si�u�i�� 

 �i�. V -5  Th� ���tr�� si��a�s ��r u�ip��ar SP(M i�v�rt�r 
 

�i�. V �-1 Th� �i�a� Har�war� S�tup �� th� �xp�ri���t 

 

 
�i�. V -7 ��su�ts �� M�L  si�u�ati�� with U�ip��ar SP(M 
c��tr����r usi�� Si�u�i�� 

 

 �i�. V -4  Th� ���tr�� si��a�s ��r bip��ar SP(M i�v�rt�r 
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(�a��� Mast�r & S�av�s) a�� a c��s�� subsyst�� that is us�� 
as a �raphic i�t�r�ac� subsyst�� �11�. �� t�p vi�w th�r� �ust 
b� ���y ��� Mast�r subsyst�� but �u�tip�� S�av� subsyst��s 
c�u�� b� a����; ��p���i�� �� th� �u�b�r �� tar��ts i� th� 
�����; Th� �ata b�tw��� th� c��putati��a� subsyst��s a�� 
�U� subsyst��s wi�� b� �xcha���� asy�chr���us�y thr�u�h 
th� T�P/�P �i��.  

Th� t�p vi�w �� �ur �T-Lab ����� is sh�w� i� �i�. V �-3, 
�i�. V �-4 a�� �i�. V �-5 r�pr�s��t th� H-bri��� ����� i�si�� 
th� �ast�r subsyst�� a�� th� c��s�� subsyst�� r�sp�ctiv��y. 

V ��. �P��-��S�D �ONT�OLL�� D�S��N 
Th� c��tr����r's s��twar� was ��si���� usi�� V HDL, 

i�p�����t�� with �uartus ��, a�� t�st�� a�ai�st M�L 
si�u�ati��s. ��t�r succ�ss�u� v�ri�icati��, th� �P�� �utputs 
w�r� c����ct�� t� th� �p4510 ��r r�a�-ti�� H�L si�u�ati�� 
usi�� �T-L��. Th� ai� is t� cr�at� a �ip��ar SP(M c��tr�� 
circuit ��r a� H-bri���, ��suri�� c��p�ia�c� with c��strai�ts 
(1) a�� (2) with  

 ��=
20�Hz
50Hz

=400  a�� 

  �a=
Vr,p�a�  

Vc,p�a�
=0.9 

th�r���r� a �ip��ar SP(M circuit si�i�ar t� th� ��� i� �i�. V -
3 was bui�t usi�� V HDL a�� pr�s��t�� i� �i�. V ��-1, b�th 
��si��s c��tai� sa�� ������ts (a si�� si��a�, a sawt��th 
si��a� a�� a c��parat�r): th� �i�a� V HDL ��si�� c��tai�s ��ur 
�ai� c��p����ts (b��c�s) i� t�p-��v��. 

Th� �ai� �u�cti��a�iti�s �� th� ab�v� V HDL’s �ip��ar 
SP(M c��tr����r ��si�� is  su��ariz�� i� th� ��xt tab��. 

T��L� ��.  PSU�DO �OD� O� TH� ��POL�� SP(M SY ST�M 

1. ����rat� �ai� c��c� si��a�  
2. ��cr�as� ST�P�1 i�t�r�a� c�u�t�r �v�ry c��c� si��a�  
2. �� para����, up�at� th� �utput �� th� LUT tab��. 
3. ���par� th� c�u�t�r i� pw� b��c� with �utput �� LUT b��c�. 
4. ����rat� th� �ip��ar P(M �ati�� si��a� bas�� �� th� �utput �� th� 

c��paris�� 

Th� �utputs �ati�� si��a�s s11, s12, s21 a�� s22 ar� 
pr�s��t�� i� �i�. V ��-2, Th� �ati�� si��a�s app�ar t� r�s��b�� 
th� �ati�� si��a�s ����rat�� usi�� Si�u�i�� sh�w� i� �i�. V -
4 , it ca� b� �bs�rv�� i� th� b����w �raph that th� �r�qu��cy 
�� th� �ati�� si��a� is 50Hz,  a�s� s11 a�� s22 ar� si�i�ar whi�� 
s12 a�� s21 ar� th� i�v�rs� �� s11 a�� that’s �xact�y as 
�xp�ct��, th�r���r� th�s� �ati�� si��a�s w� c����ct�� t� th� 
�p4510 t� t�st th��� i� H�L si�u�at�r. 

�� �th�r ha��, �i�. V ��-3 sh�ws th� U�ip��ar SP(M 
c��tr���i�� circuit as ���ti���� pr�vi�us�y th� U�ip��ar 
SP(M c��tr���i�� circuit r�quir� tw� si�us�i�a� r���r��c�s 
that ar� �ut-��-phas�, a��iti��a��y �ach ��� �� th� H-bri��� 
i�v�rt�r is c��tr����� bas�� �� th� c��paris�� b�tw��� th� 
sawt��th a�� ��� �� th� r���r��c�s; (hi�� th�r� ar� 
si�i�ariti�s b�tw��� U�ip��ar a�� �ip��ar SP(M circuits, 
U�ip��ar SP(M uti�iz�s a� a��iti��a� r���r��c�. L�v�ra�i�� 
th� pr�vi�us�y ��si���� V HDL b��c�s �r�� th� �ip��ar 
SP(M i�p�����tati��, w� cr�at�� th� U�ip��ar SP(M 
circuit as ��pict�� i� �i�. V ��-3. Th� �i�a� ��si�� c��tai�s ��ur 
t�p-��v�� b��c�s: '���c��Divi��r', 'ST�P', 'pw�', a�� 'ULUT'. 

Tab�� ��� su��ariz�s th� �ai� �u�cti��a�iti�s �� this V HDL-
bas�� U�ip��ar SP(M c��tr����r. 

T��L� ���.  PSU�DO �OD� O� TH� UN�POL�� SP(M SY ST�M 

1. ����rat� �ai� c��c� si��a�. 
2. ��cr�as� ST�P b��c�’s i�t�r�a� c�u�t�r �v�ry c��c� si��a�. 
2. �� para���� up�at� th� �utput �� th� ULUT tab��. 
3. ���par� th� c�u�t�r i� pw� b��c�s with �utputs �� ULUT b��c�. 
4. ����rat� th� U�ip��ar P(M �ati�� si��a� bas�� �� th� �utput �� 

th� c��paris�� 
�s sh�w� i� �i�. V ��-3 th� �i�a� U�ip��ar SP(M 

c��tr����r ��si�� has tw� i�puts �ab���� ‘c��’ a�� ‘r�s�t’ a�� 
�iv� �utputs s11, s12, s21 a�� s22, a�� bu�, th� �utput �� th� 
�ati�� si��a�s is pr�s��t�� i� �i�. V ��-4. 

�i�. V ��-4 (a) sh�ws that th� �r�qu��cy �atch�s th� ��si�� 
i� �i�. V ��-3 a�� �i�. V ��-4 (b) sh�ws that th� �uty cyc�� �� 
S11 is ��a�i�� S21 by 180  oth�r���r� th�s� �ati�� si��a�s w� 
c����ct�� t� th� �p4510 t� t�st th��� i� H�L  si�u�at�r. 

V ���. ��SULTS �ND �OMP���SON 
�s sh�w� i� �i�. V �-5, w� put �u�tip�� sc�p�s i� th� 

c��s�� subsyst�� t� h��p us vi�w th� b�havi�r �� th� si��a�s 
�uri�� th� H�L  si�u�ati��. Th� �ati�� si��a�s ����rat�� �r�� 
th� �P��-�as�� c��tr����r ar� sh�w� i� �i�. V ��-2 a�� �i�. 

 �i�. V ��-1 �ip��ar SP(M circuit sch��atic 

 
�i�. V �-2 Opa� �T si�u�at�r’s ����� subsyst��s 

�i�. V �-3 Th� t�p vi�w �� �ur H�L  OP�L-�T ����� 

 �i�. V �-4 Th� ��si�� �� th� Mast�r subsyst�� 

 �i�. V �-5 Th� D�si�� �� th� ���s�� sub-syst��. 

 �i�. V ��-2 �ati�� si��a�s ����rat�� �r�� th� �P��-�as�� c��tr����r 

 
�i�. V ��-4 U�ip��ar SP(M �ati�� si��a�s ����rat�� �r�� th� �P��-
�as�� c��tr����r 

 �i�. V ��-3 U�ip��ar SP(M circuit sch��atic 
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V ��-4 ��r �ip��ar SP(M a�� U�ip��ar SP(M c��tr�� circuits 
r�sp�ctiv��y:  

�i�. V ���-1 a�� V ���-2 pr�s��t th� H�L  si�u�ati�� r�su�ts 
��r �ip��ar a�� U�ip��ar SP(M c��tr����rs, r�sp�ctiv��y. (� 
p��tt�� i� r�� c���r th� ��a� va�u� �� th� �utput wav���r�s 
t� h��p us �bs�rv� th� cha��� �� �uty cyc�� �� th� �utput. �i�. 
V ���-1 sh�ws th� �ip��ar SP(M r�su�ts, hi�h�i�hti�� a 
si��i�ica�t THD (145.80%) i� th� � ��a� �utput v��ta��, 
c��par�� t� 112.38% i� M�L. U�ip��ar SP(M (�i�. V ���-2) 
r��uc�� th� THD t� 69.3599%, c��s�r t� th� r���r��c� 
(63.286%), si�i�ar�y t� th� r���r��c� th� har���ics ar� 
si��i�ica�t at 20�Hz.  

��t�r �btai�i�� th� H�L  r�su�ts w� ca�cu�at�� th� 
p�rc��ta�� �� �rr�rs �� th� THD t� s�� which ��si�� is b�tt�r, 
usi�� th� �����wi�� ��r�u�a a�� pr�s��t�� th� va�u�s i� Tab�� 
���-2: 

�rr�r %=
|����r��c� va�u�s-�xp�ri���ta� va�u�s|

����r��c� va�u�s
*100 

Tab�� �V  su��ariz�s th� �rr�r p�rc��ta��s. �ip��ar 
SP(M �xhibit�� a 20.14% �rr�r, p�t��tia��y �u� t� �xt�r�a� 
��is� �r i�stru���t �a��u�cti��. U�ip��ar SP(M 
�����strat�� a ��w�r �rr�r �� 9.59%, i��icati�� c��s�r 
a�i�����t with M�L r�su�ts. This su���sts that H�L is a 
suitab�� t�sti�� ��th�� ��r i�v�rt�r c��tr����rs b���r� 
i�p�����ti�� th�� with a r�a� ���T H-bri��� i�v�rt�r (�i�. 
V ���-3) as sh�w� i� �i�. V ���-3, a��iti��a��y w� c�u�� 
c��par� �ur r�su�ts with pr�c�ss�r i� th� ���p �� si���� phas� 
H-bri��� i�v�rt�r �utputs �r�� �12�, w�r� th�y �btai��� THD 
�� th� �utput v��ta�� acr�ss th� �utput ��a� usi�� 
TMS320�28379� pr�c�ss�r as c��tr����r, Tab�� ��V  
su��ariz�s th� �rr�r p�rc��ta��s b�tw��� �ur r�su�ts a�� 
r�su�ts �r�� �12�. �ip��ar SP(M �xhibit�� v�ry hi�h �rr�r 
p�rc��ta��s, U�ip��ar SP(M �����strat�� a ��w�r �rr�r �� 
30.8%, i��icati�� c��s�r a�i�����t with �ur r�su�ts. 

T��L� �V .  ���O� P����NT ��T(��N H�L  �ND M�L  ��SULTS 

�s sh�w� i� �i�. V ���-3, th� H-bri��� i�v�rt�r 
succ�ss�u��y ����rat�s th� ��sir�� �utput wav���r�. Th� 
�utput si��a� c��s��y �atch�s th� r���r��c� si��a�, i��icati�� 
that th� c��tr����r ����ctiv��y �riv�s th� i�v�rt�r. 

T��L� V .  ���O� P����NT ��T(��N H�L  �ND ��SULTS ��OM �12� 

�ON�LUS�ON  
This pr�j�ct ai��� t� ��v���p a�� t�st a� �P��-bas�� 

c��tr����r ��r a� H-bri��� p�w�r i�v�rt�r. (� a�s� 
i�v�sti�at�� th� us� �� Har�war�-i�-th�-L��p (H�L ) 
si�u�ati��, sp�ci�ica��y with OP�L-�T, ��r va�i�ati�� th�s� 
c��tr����rs. Our r�s�arch �����strat�� th� ����ctiv���ss �� 
H�L si�u�ati�� ��r �va�uati�� �P��-bas�� i�v�rt�r 
c��tr����rs. �y �xt��siv��y t�sti�� b�th �ip��ar a�� U�ip��ar 
Si�us�i�a� Pu�s� (i�th M��u�ati�� (SP(M) c��tr�� 
a���rith�s, w� �bs�rv�� �i�i�a� �rr�r b�tw��� M����-i�-
th�-L��p (M�L) a�� H�L r�su�ts. This su���sts that H�L is a 
hi�h�y pr��isi�� t�sti�� strat��y ��r achi�vi�� hi�h-qua�ity 
i�v�rt�r p�r��r�a�c�. 
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 � ���r��c� 
va�u�s 

� xp�ri���ta� 
H�L  r�su�ts 

� rr�r 
p�rc��t %  

T HD �� 
V ��ta�� 
acr�ss th� 
L �a��: 
� =100Ω  

�ip��ar 
SP(M 

121.3512% 145.8016% 20.14 

U�ip��ar 
SP(M 

63.286% 69.3599% 9.59 

 ����r��c� �12� 
�utputs 

� xp�ri���ta� 
H�L  r�su�ts 

� rr�r 
p�rc��t %  

�ip��ar SP(M 70% 145.8016% 108.288 

U�ip��ar SP(M 53% 69.3599% 30.8 

 
�i�. V ���-1  ��su�ts �� H�L  si�u�ati�� with �ip��ar SP(M 
c��tr����r usi�� Si�u�i�� 

 
�i�. V ���-2 ��su�ts �� H�L  si�u�ati�� with U�ip��ar SP(M 
c��tr����r usi�� Si�u�i�� 

 

 
�i�. V ���-3 ��sta��ati�� �� th� �P��-�as�� c��tr����r i� ��a� i�v�rt�r  
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Abstract—Photovoltaic (PV) systems under 

partial shading condition have more one maximum 
power point (MPP), as consequence multiple peaks. 
The present paper develops and discusses global 
maximum power point tracking (GMPPT) algorithm 
under partial shading condition. The main 
contribution of the suggested method is to control 
DC/DC converter using a Particle Swarm 
Optimization (PSO) and predictive control (MPC) 
the maximum peak. PSO is used to locate maximum 
power and MP to tracking it.  The proposed system 
is simulated and evaluated using Matlab/Simulink 
The performance of proposed approach detected the 
Global Peak with fewer power oscillations.  

    Keywords —   Global maximum power, Predictive 
control. Photovoltaic system, Particle swarm 
optimization. 

 

I. Introduction 
 

   In recent decades, electric power generations by 
renewables energy have been increased. Solar energy is 
one of the most exploited renewable energy resources 
due to several advantages [1]. Currently PV systems 
encounter many challenges to maximize their efficiency 
and output power under varying weather conditions and 
particularly low irradiance levels; it is difficult for PV 
systems to provide the maximum output, which results 
in low efficiency [2]. The PV system have a unique 
maximum power point (MPP), at which operates with 
the maximum output and the highest efficiency. The 
control technique to achieve maximum power point 
tracking (MPPT) is a very important technology. 
Various technique for maximum power point tracking 
(MPPT) have been proposed in literature as perturb and 
observation  ,incremental conductance (INC) [3], Fuzzy 
logic control, [4] Neural network[5]….etc.  
These methods have simple structures but they may be 
stuck at a local MPP (LMPP) instead of tracking the 
global MPP (GMPP) under partially shaded conditions 
(PSC) because P–V curve displays multiple peaks with 

several local peaks and a global peak (GP), which 
cannot be differentiated by conventional algorithms. 
Global maximum power point tracking (GMPPT) is the 
technique to extract the possible maximum amount of 
power from the installed photovoltaic (PV) system 
under the partial shading conditions [6] 
 Various methods have been proposed for tracking the 
MPP in partial shading conditions are proposed [7-12].  
Authors in Reference [13] have proposed to use a 
hybrid Artificial Neural Network and Particle Swarm 
Optimization algorithm to detect the global peak power. 
The ANN algorithm initializes optimal voltage which is 
used then in the PSO algorithm to reach the GP 
location. In this study, we proposed a combination the 
particle swarm optimization algorithm and predictive 
control to extract the GMPP under partial shaded 
condition. 
 Particle Swarm Optimization (PSO) is used to search 
for continuous variable for optimization problems [14].  
In order to get a fast response and ensures a good 
transition of energy between the PV system and the 
load. We proposed also to use the predictive control 
.The model predictive control used to solve a finite-
horizon optimal control problem at each sampling 
instant and get control actions for both the present time 
and a future period [15].  In practical, the modification 
in real time is a desirable property, which can 
compensate inevitable modeling error. The 
implementation of a PV array MPPT using MPC 
combines two important keys, speed, and reliability, 
evading intolerable oscillations despite the increased 
speed. In fact, model predictive control reconstructs 
instant operating model of the system at each sampling 
time, then predicts future states and optimizes dynamic 
response while taking into account the future states [16]. 
The remainder of this paper is structured as follows: 
Section 2 briefly presents the model of the solar PV and 
Boost converter.  In Section 3 describes the algorithms 
that track the GMPP and details of used the PSO 
algorithm and predictive control. Next the simulations 
results are presented in Section 4. Finally, an 
appropriate conclusion and future work are pointed. 
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II. PV array under partial shading conditions 

II.1 - Mathematical representation of solar PV array 
 

  A photovoltaic cell is an electrical device which 
converts the energy of light directly in to electricity by 
the photovoltaic effect. Figure 1 shows the one-diode 
equivalent circuit used to obtain the model of PV cell 
[17]. 
 
 
 
 
 
 
 
 

 
 
 
 

 
The relation between the current Ipv and the voltage Vpv   

is given by equation (1): 
 ��� = ��ℎ − � ∗ (݁���+�ೞ∗���� ∗� −  ) − ��� +   ∗ ��� �           

 
Where:  
 Rs is the equivalent series resistance ;, 
 Iph, is the current generated by the incident light; Rp is 
the equivalent parallel resistance and 
        � = �ೞ∗�∗                       (2) 

Where:  
 

T is the temperature,  
q is the charge of an electron,  
k is the Boltzmann constant, and 
 Ns is the number of cells connected in series.  
 
A PV array consists of several connected PV panels 
formed by solar cells connected in series and parallel. 
Equations 3 represent a PV array [18]. 
   ��� = �  ��ℎ − �   � ∗ ቆ݁�ೞೞ���+�ೞ∗���(�ೞೞ ���⁄ )� ∗�∗�ೞೞ −  ቇ

− �  ��� +   ∗ ���(�  �  ⁄ )  (�  �  ⁄ )                      
 
Where  
Npp is the number of PV panels connected in  
parallel and  Nss is the number of PV panels connected 
 in series. 
 
 
 
 
 
 
 

    II.2 .DC/DC Boost converter  

     In order to achieve MPPT in photovoltaic systems, 
an intermediate DC/DC converter is connected. In our 
study the boost circuit is chosen. ( figure 2). 

 

 

 

 

      Figure. 2.  Equivalent circuits of boost converter 

 

 
  The operation equation of boost converter can be 
described as by follows M 

          

{�  �L   t = −  −   �ୡ t + �pv t C  �c   t =   −   �L t +  � �ୡ t                      (4) 

 
Where, L, C, R represent: the inductance, capacitance 
and resistance load of the boost converter respectively. 
And S  the switching state, which can be taken to 1 or 0. 

Using the first order approximation for the derivative in 
(5), (6), the predicted current and voltage in discrete 
time are given by [19]:    

         �    � +   = �  � −   −   �ೞ �  � + �ೞ � ௩ �    (5) 

   �  � +   = �  � +   −     � �  � +    �           6  

Where Ts is sample time. S is switching state which can 
present by ‘1’ or‘0’.   
 
The variables IL and Vc can be predicted for one step 
horizon.  The principal characteristic of Model 
Predictive Control is predicting the future behaviour of 
the control variables [20].  In this paper, the model 
predictive control used is based on a discrete-time of 
current system. . The predicted variables will be used to 
obtain the optimal switching state by minimizing a cost 
function. In this work in one-step horizon MPC, the 
variables IPV, VPV and VC are measured in time k and 
adopted to estimate the future comportment in time 
(k+1) as show in figure 3. The implemented switching 
state is determined by optimizing a cost function �  
[21]. 
 � = , = �  � +   − �  ∗                 (7) 
   

Figure 1.  Equivalent electrical circuit of one diode for PV solar  
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To determine the reference current, �  ∗ the proposed 
approach used PSO .  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
III. Global Maximum Power tracking MPPT based  

PSO- MPC 
 

  The particle swarm optimization (PSO) is a powerful 
searching algorithm which was modeled from the 
pattern observed in bird flocking and fish schooling 
[1,22].Figure.3 shows a block diagram of proposed 
system . 

 
 
 

In this algorithm, a group of unique agents, called a 
swarm of particles is used. Each particle has a position 
in the search space of the optimization problem . and 
The algorithm discovers the fitness value and  selects 
the optimal solution from  whole swarm. The particle 
position is given by: 
 �� � +   = �� � + �� � +        � =  , , . �        8      

            
Where  
vi(k) is the velocity of particle i,  
k is the number of perturbation iteration and 
 N is the total number of particles.  
 
The velocity is determined by 
 �� � +   = ��� � + �,    �  ݎ �  �� �  + .  � ��−    �  ݎ �           
 
where ω is the inertia weight, c Pbest,i is the best, and 
Gbest is the best solution of the whole swarm  
 
 The different steps of PSO are as follows:[23] 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 7.  Flowchart diagram of the implemented MPC. 
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Figure  3.  Block diagram of proposed system. 
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IV. Simulation results  

 
To evaluate the performance of the suggested method 
under PSCs, the PV system includes three panels, a DC-
DC boost converter and load as show in figure 4. A PSO 
a population of three particles is closed . To obtained 
the current reference Iref∗ .The Boost converter is 
controlled by MPC . 
The main parameters of the module used are shown in 
Table I. The PV panel includes 2 modules connected in 
parallel with other 2 en series. The characteristics of the 
PV array for different uniform irradiance levels are 
illustrated in Figures 4.  
 

 
 
 

  
 
 
 
To examined the performance of proposed technique in 
tracking GMPP. Three different patterns are introduced 
in Table 2. Each pattern produces three peaks  as show 
in figure 6 . 
 

TABLE 2 SHADING PATTERNS TAKEN FOR THIS STUDY 
Case 

  
Ambient Conditions Global Peak 

Pmax  (W) PV1 PV2 PV3 
Case I 1000 W/m2 800 W/m2 600 W/m2       846W 

25°C 25°C 25°C 

Case II 800 W/m2 600 W/m2 200 W/m2 538.4W 

25°C 25°C 25°C 
 

Case III 
700 W/m2 400 W/m2 100 W/m2 349W 

25°C 25°C 25°C 

 
 

 

 
 

 
 
 
 
The results of the tracking power outputs are depicted in 
figure 7and figure 8.  
 

Figure 7 and Figure 8 show the proposed output 
power for the four different MPPT techniques (Perturb 
and Observe (P&O), incremental conductance 
(IncCond) , hybrid IncCond-PSO and IncCond-PSO-
MPC . The power tracking GMMP by PSO-MPC better 
than the conventional P&O algorithm . 

Figure 5. The P-V characteristics curve of PV generators 
under  uniform shading 

Figure 6. The  P-V characteristics curve of PV generators 
under    PSC. 

Figure 7. PV output Power  under PSC1  

Figure 8. PV output Power  under PSC2 

555 FT/Boumerdes/NCASEE-24-Conference



 
V. Conclusion 

 

 The principal objective of this paper is to present the 
MPPT method based PSO algorithm and predictive 
control for extraction of GMPP in PV system. The 
performance of the proposed technic is investigated 
under partially shaded conditions. The simulation 
results showed that the PSO algorithm combined with 
MPC is able to tracking the Global Maximum Power 
Point (GMPP).  
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Abstract—This paper presents a detailed analysis of the
interleaved boost converter (IBC), focusing on its operational
principles, mathematical modelling, and simulation results. The
IBC is characterized by its ability to efficiently convert low
input voltages to higher output voltages while minimizing current
ripple through interleaving techniques. We explore various op-
erational modes and derive averaged and small-signal models
that describe the converter’s behaviour under different load
conditions. Simulation results demonstrate the effectiveness of the
IBC in achieving high voltage gain with reduced output ripple,
making it suitable for applications in renewable energy systems
and electric vehicles. The findings underscore the importance of
advanced modelling approaches in optimizing IBC designs for
improved performance in modern power electronics.

Index Terms—IBC, Modelling, Small Signal, Simulation

I. INTRODUCTION

The Interleaved Boost Converter (IBC) has emerged as

a pivotal technology in the field of power electronics, par-

ticularly for applications requiring high voltage gain and

efficiency. With the increasing reliance on renewable energy

sources and electric vehicles [1], the demand for efficient

power conversion systems has become more critical than

ever. The IBC offers a robust solution by utilizing multiple

phases, which enhance performance metrics such as reduced

output voltage ripple, improved transient response, and overall

efficiency [2], [3]. The operational principle of the IBC

involves interleaving two or more boost converter phases,

resulting in a significant reduction in both input and output

current ripple. This interleaving technique not only improves

the converter’s performance but also facilitates better thermal

management by distributing the thermal load across multiple

components. Furthermore, the IBC’s design flexibility allows

it to be adapted for a wide range of applications, from low-

power consumer electronics to high-power industrial systems.

Recent advancements in modelling and simulation techniques

have provided a deeper understanding of the IBC’s dynamics.

Engineers can now optimize designs using precise mathemati-

cal models that account for various operational conditions. For

example, studies have shown that interleaved configurations

can achieve efficiencies exceeding 98%, significantly reducing

current ripple compared to traditional boost converters [4], [5].

Additionally, advanced control strategies have been shown to

further enhance the performance of IBCs under varying load

conditions [6]. This paper aims to explore these modelling

techniques, with a focus on averaged and small-signal models

that describe the converter’s behaviour under different load

scenarios. By providing insights into the IBC’s operational

characteristics and control strategies, this study contributes

to the ongoing development of efficient power conversion

technologies that are essential for modern energy systems.

II. OPERATION PRINCIPLE OF THE (IBC)

Figure.1 shows the equivalent circuit of the Interleaved

Boost Converter (IBC), where the switches Q1 and Q2 are

driven by control signals that are shifted by 180° relative to

each other. The duty cycle is set to less than 0.5.

III. MODES OF OPERATION

A. Mode 1 [0, Td]:

In this period Q1, D2 are ON and Q2, D1 are OFF (Fig-

ure.2)
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Fig. 1. Interleaved Boost converter IBC.
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Fig. 2. Circuit model of the Mode 1.

The state-space dynamics of the first mode is given by:











Ldi1
dt

Ldi2
dt

C dvc
dt











=











−(r +Rds) 0 0

0 −(r +Rd +
RRc

R+Rc
) −R

R+Rc

0 R
R+Rc

−1
R+Rc



















i1

i2

vc









+









1 0

1 −1

0 0

















vdc

vd









(1)

vo =

(

0
RRc

R+Rc

R

R+Rc

)









i1

i2

vc









(2)

B. Mode 2 [Td, T/2]:

Switches Q1, Q2 are OFF and Diode D1, D2 are ON. The

circuit model of this period is shown in Figure.3
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Fig. 3. Circuit model of the Mode 2.

The state-space model of this stage is given by :
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The output voltage is expressed as:

vo =

(
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(4)

C. Mode 3 [T/2, T(0.5+d)]:

During this period Q1, D2 are OFF, and Q2, D1 are ON

(see Figure.4).
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Fig. 4. Circuit model of the Mode 3.

The equations that describe this period are given by:
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D. Mode 4 [T(d+0.5), T]:

In this stage theQ1, Q2Are OFF and D1, D2 are ON, the

circuit model of mode 4 is shown in Figure.5
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Fig. 5. Circuit model of the Mode 4.

The dynamic behavior of the system during this stage is

modeled as:
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The relationship defining the output voltage is expressed as:

vo =
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(8)
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IV. AVERAGED MODEL

This section focuses on developing the averaged large-

signal model of the system. The purpose of this model is to

simplify the analysis by averaging the dynamic behavior over

one switching period, enabling a clear understanding of the

system’s overall performance The equations (1)-(8) are in the

form:

{

ẋ = Anx+Bnu

y = Cnx
(9)

where An, Bn, and Cn are the matrices of the corresponding

operation mode n = 1, 2, 3, 4.

To obtain the averaged model, we need to average the

matrices An, Bn, and Cn, which can be calculated as follows:










A = A1 × d+A2 × (0.5− d) +A3 × d+A4 × (0.5− d)

B = B1 × d+B2 × (0.5− d) +B3 × d+B4 × (0.5− d)

C = C1 × d+ C2 × (0.5− d) + C3 × d+ C4 × (0.5− d)

(10)

Therefore, we obtain the average Model of the interleaved

Boost Converter as follows:
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By taking: i = i1 + i2, we can reduce the equation 11 to:

(

L di
dt

C dvc
dt

)

=





−(r + dRds + d′Rd +
d(1−2d))RRc

R+Rc
) −2d′

d′ −1
R





(

i

vo

)

+

(

2 −2d′

0 0

)









vdc

vd









(12)

From the equation (12) we can easily construct the equiv-

alent steady state average large signal circuit model of the

interleaved boost converter as shown in the Figure.6, by taking
dx
dt

at steady state. From this circuit model the voltage gain

and the efficiency can be easily calculated.

IxD'

Vo
Ro

Vd

Req

Vdc

D'

Fig. 6. Averaged model equivalent circuit model.

V. SMALL SIGNAL MODEL

In this section, we develop the small-signal model of the

Interleaved Boost Converter (IBC) to derive its various transfer

functions. Each variable is expressed as the sum of two

components: the steady-state DC value and the small-signal

perturbation, as illustrated in equation (13).
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Substituting equation (13) into equation (12) yields the

small-signal model, as expressed in equation (14)
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The small-signal circuit model is derived from equation (14)

and is illustrated in Figure.7
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Fig. 7. Small signal circuit model
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,
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(1 + 2D)RRc + 2D′R2

R + Rc

+ 2Vd

)

VI. SIMULATION RESULTS

The table below presents the values of the various compo-

nents used in the Interleaved Boost Converter (IBC)

TABLE I
COMPONENT VALUES OF THE INTERLEAVED BOOST CONVERTER (IBC)

Parameter Value Parameter Value

Vdc 180V R 20Ω
Vo 300V Rc 0.03Ω
Duty cycle d 0.4 r 0.3Ω
Inductance L 0.125mH C 120 µF

Figure.8 shows the output voltage of the Interleaved Boost

Converter (IBC) simulated in LTspice software. Figure.9 il-

lustrates the currents in inductors L1 and L2, while Figure.8

shows the output current.

In Figure.10, which shows the combined inductor currents

I1 + I2, it is evident that the inductor current ripple is

significantly reduced in the Interleaved Boost Converter (IBC)

compared to conventional boost converters. This reduction in

ripple is one of the primary advantages of the IBC topology,

and it plays an important role in enhancing overall system
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performance. The key benefit of reducing the current ripple

is the reduction of electromagnetic interference (EMI) and the

associated stresses on the components, especially the inductors

and switches. This ultimately reduces the need for oversized

components, thus enhancing the thermal performance and

reliability of the converter. The efficiency improvement, along

with reduced stress on components, allows the IBC to operate

at higher power levels with better performance and longer

lifetimes compared to traditional boost converters.
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A. Transfer function and bode diagram

To control the Interleaved Boost Converter (IBC), the

control-to-output transfer function is derived using the small-

signal model. This transfer function establishes the relationship

between the duty cycle and the output voltage. Equation.15

presents the transfer function of the IBC, where the input

variable is the duty cycle (d), and the output is the output

voltage (Vo). Only the duty cycle-to-output voltage transfer

function, GV d, is calculated. The Bode plot of the transfer

function GV d is shown in Figure.12.

Gvd =
−0.7362s2 + 8.454× 104s+ 2.382× 1010

s21779s+ 4.842× 107
(15)

The same approach can be applied to obtain the desired

transfer function for other relationships, such as the duty cycle

to output current or the input voltage to output voltage.

Fig. 12. Bode diagram of the Gvd transfer function

VII. CONCLUSION

In this paper, a detailed analysis of the different modes

of operation of the Interleaved Boost Converter (IBC) was

presented. The averaged large-signal model was developed,

enabling the extraction of voltage gain and efficiency while

considering various parasitic variables. The small-signal model

was also derived, providing valuable insights into the con-

verter’s dynamic behavior. The developed model is simple

and allows the IBC to be analyzed similarly to a tradi-

tional boost converter, simplifying its design and optimization

for high-performance power conversion applications. Further-

more, compared to the traditional Boost Converter, the IBC
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offers several advantages, including improved efficiency due

to reduced ripple currents, enhanced thermal performance

through current sharing, and reduced stress on individual

components, leading to greater reliability and longer lifetimes.

These benefits make the IBC particularly suitable for high-

power and high-performance applications where efficiency,

thermal management, and reliability are critical.
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Abstract—Electric vehicles are attracting growing interest 
among researchers, becoming promising alternatives for 
achieving more sustainable and cleaner energy emissions in the 
transportation sector. They have demonstrated a significant 
capacity to reduce the consumption of fossil fuels and other high 
CO2-emitting combustibles. This paper presents a simulation 
model of an electric vehicle on the Matlab-Simulink platform, 
based on mathematical equations, to evaluate its operation 
during energy regeneration phases by analyzing the energy flow. 
The components of a battery electric vehicle (BEV) system were 
examined, and the relevant electrical system components along 
with their corresponding equations were identified for 
validation. We developed this mathematical model of the 
longitudinal dynamics of an electric vehicle, incorporating all 
necessary components to generate the forces required to propel 
the vehicle while accounting for the resistive forces acting on it. 
The study focuses on analyzing each component to understand 
the longitudinal dynamics of the vehicle under various 
conditions. The simulation results are presented and discussed. 

Keywords—Mathematical Modeling, Simulation, Battery Electric 

Vehicle, Matlab-Simulink. 

I. INTRODUCTION  

Today, the global automotive industry is undergoing a 
restructuring process, with new technologies being 
developed. Many companies are shifting toward strategies for 
producing electric vehicles. To standardize the emissions of 
harmful substances from cars, major automakers are 
implementing new strategies to reinforce these standards. 
Numerous automotive companies and leaders in the IT 
industry view electric vehicles as one of the most promising 
areas for commercial development and are considering 
strengthening their technological capabilities to ensure future 
market competitiveness [1].  
 
Energy conservation is considered one of the greatest global 
challenges, with many hurdles to overcome in the energy 
sector. While the future of energy remains uncertain, 
transportation is expected to play a critical role in energy 
conservation in the coming years [2]. The automotive 
industry is rapidly transitioning from internal combustion 
engine (ICE) vehicles to electric vehicles (EVs) as the 
primary mode of transportation.  
 
This shift is driven by urban air pollution and the fact that 
internal combustion engines are the second-largest 
contributor to global warming, accounting for approximately 
21% of greenhouse gas emissions [3]. Electric vehicles (EVs) 
contribute to making our lives easier and safer. EVs can 
produce, store, and transport electricity. Moreover, they are 
more economical and environmentally friendly compared to 

conventional cars [4]. The depletion of fossil fuels and the 
rise in their prices have significantly increased interest in 
electric vehicles (EVs) [5]. This is due to the advantages of 
EVs as clean and quiet technology with greater efficiency 
compared to internal combustion engine (ICE) vehicles [6]. 
Numerous simulation and modeling software tools have been 
developed to study the operation of electric and hybrid 
propulsion systems [7]. In their study, the authors present a 
set of modeling, simulation, and analysis tools for the 
drivetrain of four types of vehicles: an electric vehicle (EV), 
a parallel hybrid electric vehicle (HEV), a series HEV, and 
an internal combustion engine vehicle (ICE), using Matlab-
Simulink [8-13].  
 
The model developed by Wang and Zhang [8] demonstrates 
simulation results showing that the electric vehicle exhibits 
good output characteristics. A study by Raza et al. developed 
ADVISOR software to build a model for evaluating the 
performance of the Prius, validated through simulation tests 
and compared with pure fuel vehicles [9]. The results 
revealed that under both CYC_UDDS and CYC_HWFET 
operating conditions, the Prius outperforms pure fuel vehicles 
in terms of power and fuel economy [10].  
 
Rani et al. highlighted the essential role of virtual platforms 
in addressing technological advances in the electric vehicle 
industry [11]. A review by Mosleuzzaman provides insights 
into how innovations in electrical engineering are shaping the 
future of EV powertrain design and sustainable transportation 
[12]. Xu et al. introduced a quasi-static simulation-based 
approach for estimating EV energy consumption under 
various road vehicle operating conditions [13].  
 
Lipu et al. conducted an analysis and evaluation of the role of 
AI-based approaches in enhancing the battery management 
system (BMS) of EVs. Cutting-edge AI approaches are 
critically reviewed in terms of their objectives, contributions, 
advantages, and limitations. Furthermore, several significant 
issues and challenges, as well as crucial guidelines and 
recommendations, are provided for potential future 
developments. This statistical analysis can guide future 
researchers in the development of emerging BMS 
technologies for the sustainable management and operation 
of EVs [14]. In the following section, MATLAB-Simulink 
was used to design the components of the battery electric 
vehicle (BEV) and integrate the entire system. Additionally, 
the complete model was simulated, and its equations were 
validated. Moreover, the simulation results will be presented 
and discussed, while the final section will conclude the study. 
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II. MODELING METHOD  

 We used a drivetrain as illustrated in Figure 1. The 
components used in the electric vehicle (EV) model are: the 
electric motor, powered by an inverter, which is in turn 
supplied via a battery connected to a DC-DC converter, and 
a vehicle interface. The latter ensures communication 
between the commands of the motor controller and those of 
the battery controller. The regulation and management of the 
power supplied to the motor and the energy coming from the 
battery, are handled by the motor and battery controllers. The 
battery constitutes the energy storage system. Voltage, 
current, and frequency are regulated by the controllers 
according to the motor's demands in the four quadrants of 
operation. 

Fig. 1. Drivetrain of an Electric Vehicle (EV). 

 Figure 4 shows the operating modes of the motor according 
to the motor speed and the applied torque, following a 
coordinate axis system. The drivetrain operates in motor 
mode when it is in the first and third quadrants, and in 
generator mode when it is in the second and fourth quadrants. 

Fig. 2. Cross-sectional view of the forces acting on the wheel 

A. Electric Motor 

In electric vehicles, four different types of electric motors 
have been used so far: the DC motor, the asynchronous 
motor, the permanent magnet synchronous motor, and the 
variable reluctance motor. After evaluation, the permanent 
magnet synchronous motor is considered the most suitable for 
the model. 

 

 

 

Fig. 3. Longitudinal forces acting on a vehicle 

 

 

Fig. 4. Four-quadrant operation of the drivetrain. 

B. Vehicle resistance forces 

During driving, resistance forces act on vehicles. These 
resistance forces include: aerodynamic resistance, tire rolling 
resistance, slope resistance, and inertia resistance. 

1) Rolling resistance: 

This is a force that opposes the movement of an object. It is 
the force acting on the vehicle due to the properties of tires, 
known as hysteresis. Because of hysteresis, the contact area 
of the tire at the leading edge is greater than at the trailing 
edge (the contact is smaller at the trailing edge due to the slow 
retraction of the tire to its unloaded state). This creates a 
moment opposite to the direction of motion. This opposing 
moment is defined as rolling resistance. The rolling resistance 
coefficient of tires (Ỿ) varies depending on the road surface. 

Frr = Ỿ. N                                                                             (01) 
Ỿμ Rolling resistance coefficient 
N: Vehicle weight. 
 

2) Drag/Aerodynamic resistance: 

Atmospheric air acts as an obstacle to the vehicle's 
movement, generating a resistance force called aerodynamic 
drag. This force increases significantly at high speeds (> 40 
km/h). The factors influencing this force are the aerodynamic 
coefficient and the frontal area. Profiles are designed for four-
wheeled vehicles to reduce energy losses, as air disrupts 
movement by creating turbulence. 
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Faero = 
  . �. �. � . �                                                            (02) 

ρ: Air density [Kg/m2] 
A: Frontal area of the vehicle [m2] 
V : Vehicle speed [m/s] 
Cd : Drag coefficient. 

The aerodynamic resistance coefficient is determined 
experimentally based on the shape of the vehicle. 

TABLE I.  VEHICLE TYPE AND CD [15] 

Vehicle Type CD 

Cabriole 0.5 – 0.7 

Car 0.3 – 0.4 

Bus 0.6 – 0.7 

Truck 0.8 – 1.5 

Optimal Design 0.2 – 0.3 

 
3) Resistance due to the slope: 

The resistance encountered during an uphill climb due to 
gravity. 
FGR = m. �.sinθ                                                                    (03) 
m: Mass of vehicle [Kg] 
g: Acceleration of gravity [m.s-2] 
θ : Inclination angle [Degree] 

TABLE II. ROAD SURFACE AND CD [16] 

Road Surface CR 

Concrete or Asphalt 0.013 

Small Gravel Ground 0.02 

Macadamized Road 0.025 

Soil Road 0.1-0.35 

4) Inertia resistance 

During motion, an inertia force is generated in the opposite 
direction, according to Newton's second law, particularly 
during acceleration or deceleration phases. This resistance is 
called inertia resistance, and it is given by: 

FAF = m. �                                                                           (04) 

m: Mass of vehicle [Kg] 
a: Acceleration of the vehicle [m.s-2] 

a = 
��−��                                                                              (05) �: Final Velocity [m/s] ��: Initial velocity [m/s] 

t: time [s] 
 

5) Calculation of top speed 

The maximum speed of the vehicle is determined by the 
engine speed and the gear reduction used. For a specific tire 
size, the wheel speed (rpm) can be calculated using: 

 

Fig. 5. (Above) lateral view of the tire-road contact pressure distribution in 
the vertical direction and (below) stress-strain curve of the rubber compound. 
The tread block in the front half (red) is under load. The tread block in the 
rear half (green) is unloaded. � = ���6                                                                             (06) �௪ℎ   = 6 ���                                                                      (07) 

V: Vehicle velocity [m/s] 

D: Tire diameter [m] 

The gear reduction ratio is necessary to reduce the engine 
speed, as the engine speed is always higher than the wheel 
speed. In general, it is the engine's top speed that is chosen. 
For an electric motor, it can range from 4,000 to 13,000 rpm 
(ideal case), while the wheel speed is around 900 to 1,100 
rpm for 100 km/h. Therefore, the reduction ratio = Engine 
speed (RPM) / Wheel speed (RPM). We obtained a maximum 
speed of 96.8 km/h during the simulation in the NEDC cycle. 

6) Calculation of peak power: 
Power is a function of speed and force. Power is calculated 
in two steps: peak torque based on acceleration and top 
speed. 
• For maximum torque based on acceleration, power = total 
traction force * final speed (during acceleration).  
• For top speed, power = (rolling resistance force + drag 
resistance at top speed [m/s]). 
The highest value is chosen as the peak power for the motor. 

C. Longitudinal dynamic model of a vehicle 

The interaction between the car, tires, road, and the driving 
system can be described within the framework of the concept 
of the longitudinal dynamic model of a vehicle. Three 
variables define the state of the dynamic model of the motion 
of an electric vehicle: the longitudinal wheel slip, the velocity 
at the vehicle's center of gravity, and the circumferential 
speed of the wheels. Identifying each of the forces acting in 
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the direction of a vehicle is essential for controlling its 
behavior in motion. 

= t ݔ� �߭ t −�� t �߭ t                                                              (08) 

Where Ȝx(t) represents the longitudinal slip of the driven 
wheel, and Vυ(t), Vk(t) are the speed of the electric vehicle. 
To model an electric vehicle (EV), all the mathematical 
equations representing each component of the EV powertrain 
have been determined. The motor, battery, motor controller, 
and proportional-integral (P-I) controller have been modeled 
on the Matlab-Simulink platform as individual block 
diagrams to form an EV propulsion system using the 
equations that will be defined. For a permanent magnet 
synchronous motor (PMSM), the torque Te developed in the 
PMSM is given by: 

  =   �  ѱ � +  � − �  � �                                          (09)  

Where P represents the number of poles of the machine. The 
electrical torque obtained in Eq. (09) is divided into two 
components: the "mutual reactance torque" and the 
"reluctance torque," the latter resulting from the difference in 
reluctance between the q-axis and the d-axis. 
However, for the PMSM, when Lq = Ld = LS, the torque 
generated by the PMSM is given by:   =   �  ѱ �                                                                      (10) 

However, by using the dq reference frame, the PMSM model 
can be represented in the rotating dq frame as follows: � =   � + �  � � + �  + �� �                                (11) � =   � − � � � + � � � + �                                (12) 
Assuming there are no losses due to friction or inertia, the 
developed electrical torque, Te, is equal to the output 
mechanical torque, Tm. Therefore, the developed electrical 
power is equal to the developed mechanical power. 
 
D. Battery charge controller model 

The battery charge controller is important for extending its 
lifespan during operation. When modeling and designing a 
Battery Electric Vehicle (BEV), the battery management 
system (BMS) model used is taken into account, where the 
charge controller enhances the BMS's performance. The 
latter is evaluated based on the displayed information, such 
as voltage, current, temperature, state of charge (SoC), as 
well as the measurement of cell balancing within the battery. 
Each model contains a specific battery pack, depending on 
the type of battery used. The state of charge (SoC) is 
calculated using the following equation: 

1) Battery pack 
It is composed of M modules connected in parallel, with each 
module consisting of N cells connected in series.  ܱܦ =  ொ� ∫ .  [ ߬ �] ߙ  [  ߬ ]݀ఛ                                        (13) 

Where SOD is the state of discharge, t represents time, T is 
the temperature, and i is the current. 
 
 
 

2) State of Charge (SoC) 
In percentage, the SoC expresses the remaining capacity of 
the battery, which can be influenced by temperature, 
discharge rate, and battery lifespan. As shown in the equation 
below, SoC is the ratio of the available residual charge to the 
nominal capacity:  ܱ� = ொ   ொ                                                                                 (14) 

Where Q(t) is the available residual charge and Qnom is the 
nominal capacity. 

3) Regenerative braking 

The regenerative braking system captures the decrease in the 
vehicle's kinetic energy and converts it into electrical energy 
to be fed back into the battery. 

 ܹ =  ��  �జ2 + ��ℎ                                                         (15) 

Where: 
Wc is the energy stored in the vehicle's power source, 
m is the total mass of the vehicle, 
V is the speed of the vehicle, 
h is the maximum height difference of the BEV, 
ɳc is the energy efficiency of the power source. 

                        Fig.6. Values of the voltage across the battery terminals. 

III. RESULTS AND DISCUSSION 

 In the first quadrant, the motor consumes energy to provide 
effort, and the battery is discharged. In the third quadrant, the 
motor decelerates.       

Fig.7. Values of the power supplied by the battery to the motor during the 
simulation. 

When the driver presses the brake pedal, the motor switches 
to generator mode, and the wheels transfer kinetic energy to 
the generator. According to the simulation figures, the battery 
charges and discharges across all four quadrants. While 
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rotating, the generator converts part of the kinetic energy into 
electrical energy. This energy is stored in a high-voltage 
battery. The regenerative braking torque of the electric motor, 
resulting from energy production, slows down the vehicle. 

At low speeds, for example, just before the vehicle stops, the 
electric motor can no longer provide regenerative braking 
torque, and the conventional brake must be activated. To 
maintain the required deceleration, the braking torque 
provided by the conventional brake is continuously adjusted 
to match the regenerative braking torque. 

This process is called torque addition. Regenerative braking 
increases the range of electric vehicles and reduces fuel 
consumption. In the second quadrant, the motor returns 
energy to the battery through reverse braking, that is, during 
braking with positive torque. In the fourth quadrant, the 
battery recharges, but during braking with negative torque. 
The battery's energy decreases in propulsion mode but 
increases in regenerative mode. 

Fig. 8. Comparison between the vehicle speed and the requested speed 
according to the NEDC cycle. 

Figure 1 illustrates the simulation model of an electric vehicle 
(EV) propulsion system developed based on mathematical 
equations, represented by each block of the subsystem. From 
this model, five simulation points were selected and added to 
output viewers to determine and illustrate the energy flow, 
performance, and efficiency of two key components of the 
EV drivetrain: the motor and the battery. The parameters 
chosen for the simulation work are speed, power, voltage, and 
battery current. The required power during the simulated 
driving cycle is calculated based on the power data that the 
battery can supply, as illustrated in Figure 7. Additionally, in 
Figure 7, when the torque becomes negative while the speed 
remains positive, the motor operates in the fourth quadrant 
and acts as a generator. This operation can be graphically 
identified either by the negative region on the y-axis of the 
power curve or by a negative power value. 

Fig.9. Battery state of charge values based on the NEDC driving cycle. 

 

Figures (6, 7, 10) show the power, voltage, and current drawn 
from the battery. In these three figures, the battery current 
curve follows the shape of the motor current and required 
torque curves. The rise in battery current is therefore directly 
linked to the increase in torque demand.  

From the battery power curve, it is observed that power is 
drawn from the battery to supply the load in propulsion mode 
and is returned to the battery in regeneration mode. When the 
polarity of the voltage and current is identical, the motor 
operates in standard propulsion mode. However, the motor 
switches to regenerative braking mode (generator) when the 
current becomes negative, and the power flows in the 
opposite direction. Figure. 6 shows the voltage ripple of the 
battery, that is, the difference between the actual internal 
voltage of the battery and the voltage calculated from the 
motor's voltage and current values. The calculated errors will 
be used by the PI controller, where its modeling is 
demonstrated to be correct (no negative voltage values). The 
controller's gain value varies proportionally with the speed 
demand: an increase in speed demand results in an increase 
in the gain value. During the modeling, the integrator in the 
PI controller block is pre-initialized with an initial condition 
to avoid an algebraic loop error during the simulation. The PI 
controller compensates for the error by adjusting the selected 
proportional and integral constants, in order to keep the 
system in good operating condition. 

Fig.10. Values of the battery current consumed by the motor during the 
simulation. 

IV. CONCLUSION 
 

The study in this article focuses on the modeling and 
simulation of an electric vehicle (EV) in MATLAB-
Simulink, with the aim of analyzing the energy flow, 
performance, and efficiency of the vehicle's drivetrain. In this 
study, a battery electric vehicle (BEV) is selected, and its 
components are simulated to analyze the energy flow, 
performance, and efficiency. Two operating modes are 
studied during the simulation: motorization and regeneration. 
The motor's operating mode is determined either by the speed 
and torque requirements of the road or by the polarity of the 
motor's current and voltage. 

The EV's performance is improved based on the efficiency of 
the controller used, where its design takes into account the 
elimination of system errors. In the controller design, we 
considered maintaining the balance between the input and 
output power of the battery. A PI controller was also used to 
compensate for voltage errors. According to the simulation 

 

0 200 400 600 800 1000 1200
-400

-200

0

200

400

600

Time [Seconds]

B
a
tt
e
ry

 C
u
rr

e
n
t 
[A

] 

0 200 400 600 800 1000 1200
-20

0

20

40

60

80

Time [seconds]R
e
q
u
e
s
te

d
/M

e
a
s
u
re

d
 S

p
e
e
d
 [

K
m

/h
]

 

 

Measured Speed [Km/h]

Reference Speed [Km/h]

 

0 200 400 600 800 1000 1200
60

70

80

90

100

Time [Seconds]

S
ta

te
 O

f 
C

h
a
rg

e
 [
%

]

566 FT/Boumerdes/NCASEE-24-Conference



results, which include the NEDC cycle, it was observed that 
the vehicle speed and the cycle speed were nearly identical. 
At this point, it is concluded that the energy consumption data 
obtained from the model are also accurate. 

The battery is recharged using the vehicle's current kinetic 
energy when the driver removes their foot from the 
accelerator pedal. According to the driving cycle, the 
regenerative braking result leads to energy savings. 
Regenerative braking helps save energy depending on the 
driving cycle. The vehicle's speed is flexible and can reach 
significant values within a few seconds. This demonstrates 
that the driver can provide the necessary acceleration during 
sudden power demands and rapid acceleration requirements. 

The widespread use of electric vehicles will significantly 
reduce dependence on polluting fossil fuels. Furthermore, 
supplying electricity from renewable sources will also help 
limit greenhouse gas emissions. 
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 Abstract—The droop control strategy is necessary for the grid-
forming operation of Microgrid (MG) to control the power-
sharing among parallel-connected Distributed Generations (DGs). 
However, the main drawback of this control strategy is the poor 
sharing of the reactive power due to the line impedance mismatch.  
To overcome this issue, the Virtual Impedance (VI) control 
concept is adopted as an effective solution to alleviate the 
impedance mismatch effect thereby improving reactive power 
sharing. Nevertheless, the sharing of harmonics under nonlinear 
load operation is the major problem of the existing virtual 
impedance-based control strategies. This paper proposes an 
advanced virtual control scheme for improving the reactive power 
and harmonics sharing among three-phase Voltage Source 
Inverters (VSIs)  forming a standalone MG. The proposed control 
scheme is designed based on a Multiple Second-Order Generalized 
Integrator (MSOGI) method, which is introduced to provide 
accurate estimation of the current harmonics in αβ frame.  
Therefore, an improvement of the active power, reactive power, 
and harmonics sharing is expected. For confirming the 
effectiveness of the proposed VI-based primary control scheme in 
providing proper power-sharing, a testbed consisting of three 
DGs-based MG is simulated in MATLAB/Simulink. The results 
prove the effectiveness of the proposed control scheme for 
ensuring accurate active and reactive power sharing under linear 
and nonlinear loads operation. 

Keywords—  Droop control, Power-sharing, Virtual Impedance 

control, MSOGI, Microgrid, Three-phase VSIs.  

I. INTRODUCTION 
The Microgrid (MG) based on Distributed Energy 

Resources (DERs) has become an interesting concept for 
integrating Renewable Energy Sources (RES). Besides, the MG 
has the ability to operate in both grid-connected and islanded 
modes [1, 2]. Under islanding mode, the primary controller 
based on the droop control method is responsible for ensuring 
load-sharing among Distributed Generation (DG) units and the 
stability of the frequency and amplitude control within the MG 
[3, 4]. The droop method is a kind of control strategy adopted to 
share the active and reactive power between DG units 
cooperatively, corresponding to the load change by adjusting 

their voltage and frequency. This control strategy has a major 
drawback, which is the inability to ensure proper reactive power 
and harmonics sharing due to the mismatch of the DGs’ line 
impedance. In this regard, the virtual impedance control concept 
has been adopted to offer the ability to share the current 
harmonics, improve the reactive power-sharing accuracy, and 
enhance MG stability [5]. 

Various approaches have been explored in the literature for 
three-phase MGs, offering valuable insights into their control 
and performance enhancement. The classical method involves 
multiplying the current derivative with an inductance, has been 
widely adopted in the context of three-phase Voltage Source 
Inverters (VSIs). This control approach has contributed to 
enhancing reactive power sharing among DERs. 

In [3] VI concept was introduced to ensure power 
decoupling and sharing challenges by increasing the line 
impedance between the inverter and common bus. Furthermore, 
[6] provides a thorough design, analysis and implementation 
aspects for VI based control for DGs within a MG setting. 
Notably, adaptive VI control approaches have been brought out, 
including communication [7], consensus [8] and sliding-based 
[9] approaches.  These innovations aim to to provide accurate 
harmonic power sharing and voltage harmonic compensation in 
islanded MGs. On a distributed level, authors in [10] proposed 
a strategy to achieve robust power sharing and maximize the 
power transfer through the feeder. The research community has 
also explored in detail the effects of communication delays and 
failure on MG performance in [11].  

Another concept for the implementation of virtual 
impedance involves the use of the Second-Order General-
Integrator (SOGI) strategy, which has seen further development 
in [12], and enhancements with the Enhanced SOGI (ESOGI)-
based in[13], Moreover, the high order generalized integrator 
(HOGI) algorithm has gained prominence in addressing power 
quality issues in [14, 15]. Many studies in the literature provide 
more analysis of related techniques, such as the TOGI, DOGI, 
and n-SOGI. These diverse approaches collectively aim to 
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reduce the output distortions at selected harmonic frequencies 
caused by current-inherent noise and nonlinear loads, ultimately 
resulting in improved Total Harmonic Distortion (THD). 

From this literature review, it can be noticed that the 
estimation unit involved in these methods may not be effective 
in ensuring accurate estimation of the harmonics components, 
especially in the case of highly distorted current under nonlinear 
load conditions. This bad estimation may lead to an inaccurate 
output amount of the VI, and hence, may affect adversely the 
active, reactive, and harmonic power-sharing accuracy. 

In this regard, this paper develops an advanced VI control 
based on the MSOGI method for three-phase droop-controlled 
VSIs connected in parallel forming islanded MG. It can provide 
an accurate estimation of the current fundamental and harmonic 
components required to compute the output voltage of the VI. 
Therefore, this accurate estimation may allow the achievement 
of a precise amount of the VI output needed for reducing the 
circulating current. Accordingly, it is expected to get a MSOGI-
based VICL control scheme that may enhance the active, 
reactive, and harmonics power-sharing accuracy. A testbed of 
an MG composed of three paralleled inverters is conducted in 
MATLAB/Simulink to validate the designed controller under 
various operation scenarios. The results show high accuracy of 
the active and reactive power sharing among paralleled VSIs 
under various operating conditions.  

The remainder of this paper is arranged as follows: Section 
II presents the designed power-sharing control scheme of a 
three-phase inverter. In section III, the proposed VI controller 
is described, in addition, to the discussion of the operation 
principle and mathematical development of the droop control. 
Section IV highlights the simulation results and discussion of 
the designed controller. Section V concludes the main findings 
of the research. 

II. PROPOSED SCHEME OF THREE-PHASE VSIS’ POWER 

SHARING CONTROL 

The structure of the proposed power-sharing control, 
including the MSOGI-based virtual impedance control unit, 
intended for the three-phase VSIs is shown in Fig. 1. The power 
stage of a DG unit involved consists of a DC source supplying 
an inverter with an LC filter linked to the Point of Common 
Coupling (PCC) through a line impedance. The proposed 
controller comprises the droop control unit, the proposed virtual 
impedance control loop, and the double-loop inner controller. 

 The inner controller is introduced to ensure the control of the 
output three-phase voltages of the inverter to their references. 
Generally, this controller is a double-loop scheme that is 
composed of an outer voltage and internal current controllers. 
These control loops handle signals in a stationary reference 
frame (dq). The inner controller provides the duty cycle to the 
sinusoidal Pulse Width Modulator (PWM), which in turn 
generates the signal commands of the inverter.  

The internal Current Control Loop (CCL) and outer Voltage 
Control Loop (VCL); in this study, are based on Proportional-
Integral (PI) regulators, and their corresponding closed-loop 
transfer functions are expressed as follows: 
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where kp.i, kp.v , ki.i and ki.v are the proportional and integral 
gains of current and voltage controllers, respectively.  

By matching (1) with the desired transfer functions given in (2), 
below, the controllers’ gains can be determined. 
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Note that the parameters i , i , v , and v are precisely 

obtained from the transient response overshoot Mp.i, Mp.v, and 
settling time Ts.i, Tp.v expressed by : 
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More details about the inner controller can be found in [16], 
while the droop control and the proposed Virtual Impedance 
Control Loop (VICL) are discussed in detail in the following 
section. 
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Fig. 1. Block diagram of the primary control. 

III. THE PROPOSED VI CONTROL LOOP 
The proposed virtual control scheme based on the MSOGI 

method is highlighted in this section. However, before that, the 
droop control concept and modeling are first presented.  

A. Droop Control unit 

The active and reactive power sharing is often accomplished 
by the droop control technique, which adopts the calculated 
active and reactive powers as inputs and produces the output 
voltage reference of the inverter. The droop control is an 
effective solution that has been adopted to coordinate the DG 
units within an MG. One of the major advantages of this control 
strategy is the ability to enable communication-less power-
sharing among parallel-connected DG units. The operation 
principle of the droop method is based on adjusting the 
frequency, f, and voltage, E, of an inverter in order to control 
the power balance. This concept is inspired by synchronous 
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generators, which drop their frequency to inject more active 
power.  

As shown in Fig. 2, the droop control unit includes a power 
calculation block with a low pass filter (LPF),  f/P and V/Q 
droop controllers, and a sinusoidal generator. In this control 
scheme, the calculated average P and Q powers in the αβ-frame 
based on (4), below, are used by the droop controller to produce 

the frequency and voltage references i  iE , respectively.  
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Next, a sinusoidal generator is used for generating the three-
phase abc references of the inverter output voltage according to 
the following expression:  
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Fig. 2. Block diagram of the droop control unit. 

To derive the droop functions, we should analyze the 
equivalent circuit of two-Voltage Source Inverters (VSIs) 
connected in parallel to an AC bus via line impedances as given 
in Fig. 3. In this figure, each inverter stage is modeled as a 
sinusoidal voltage source with an output impedance in series. 
According to this figure, the expression of the active P and 
reactive Q power of each DG, after some mathematical 
manipulation, can be obtained as follows: 
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        (6) 

where i iE  is the inverter output voltage, 0pccE  is the 

voltage at the PCC, and i i i iZ R jX = +  is the inverter to the 

PCC bus impedance, which considers the inverter output 
impedance and the line impedance of the connection wires. 

By assuming that the phase difference between the inverters' 
output voltages and the PCC, is very small, (φi <<1 →sin φi = 
φi and cos φi = 0),  and For pure inductive line impedance i.e., 

Xi >> Ri  )→ 2i i iZ X    ), where Xi and Ri are the 

reactance and resistance of the inverter output impedance. the 
expressions of the droop controller can be formulated as 
follows: 
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where �∗ and E* correspond to the nominal frequency and 
amplitude output voltage at no load. n and m are the frequency 
and amplitude droop gains which can be determined by the 
maximum frequency and voltage deviations (Δfmax and ΔVmax) 
divided by the inverter P and Q rated power, and the first-order 
transfer function is of the transfer function of the LPF with a 
cut-off frequency ωf. 
It is worth mentioning that in this work we considered the case 
of pure inductive impedance. It can be noticed that in the case 
of pure inductive impedance, the active power depends on the 
phase angle , and the reactive power depends on the voltage . 
The f/P and V/Q droop characteristics are presented in Fig. 4. 
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B. Proposed Virtual Impedance Control Loop 

By using the droop method, the inverters’ outputs and line 
impedances can affect the power-sharing accuracy. Also, 
feeding nonlinear loads creates current harmonics, therefore, a 
Virtual Impedance Control Loop (VICL) is proposed for 
enhancing the power-sharing performance. This VICL is 
introduced to improve the accuracy of the power-sharing and 
allow the share of current harmonics by normalizing the output 
impedance of the VSIs. As shown in Fig, 1, this control block 
considers the output current of the inverter as an input and 
provides an output voltage to be subtracted from the droop 
voltage reference. 

The structure of the proposed VI intended for a three-phase 
VSI is depicted in Fig. 5. As seen, it is based on the Multi-
Second-Order Generalized Integrator (MSOGI) method, which 
uses the α-version of the output current (iL2.α-in); obtained via 
abc-αβ transform; to extract the filtered direct and orthogonal 
fundamental and their 5th, 7th, and 11th harmonic components 
(iL2.αβ-5,7,11). Note that the MSOGI uses the frequency provided 
by the droop control. Accordingly, the output of the VI, in the 
s-domain, can be derived as follows: 

( ) ( ) 2
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where Tαβ-abc defines the inverse Clarke transform on the αβ 
components. 
These αβ voltage components are transferred to abc frame 
and, then, subtracted from the ones generated by the droop 
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controllers, resulting in the new voltage reference defined as 
follows: 

( ) ( ) ( ). .= −C ref droop ref zv s v s v s                   (13)  

The structure of the MSOGI used to estimate the current 
components is presented in Fig. 6. It consists of four SOGI 
associated in parallel, corresponding to fundamental, 5th, 7th, 
and 11th harmonics current estimation. The input of a SOGI 
corresponding to h harmonic (h = 1; 5; 7; 11) is the sum of all 
the other current components estimated by the other SOGIs, 
subtracted from the actual current. In addition, each SOGI is 
tuned by a frequency resulting from the multiplication of the 
droop control frequency with respective h harmonic. An 
application of this scheme can be found in [13] . The structure 
of the SOGI is given in Fig. 7, which considers the sinusoidal 
single voltage as input and provides in-phase and quadrature-
phase components as outputs. 

As a result, the MSOGI can ensure the estimation of the 
current components with high accuracy even under 
harmonically distorted current in addition to providing a fast 
dynamic response. This may lead to improving the droop 
control performance; therefore, an enhancement of the power-
sharing accuracy is expected. 
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Fig. 5. Structure of the VI control scheme based on MSOGI. 
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IV. SIMULATION RESULTS AND DISCUSSION 
To assess the effectiveness of the proposed control scheme, 

an MG model as shown in Fig. 8 is built in MATLAB/Simulink. 
The controller under study is configured according to the 
parameters presented in Table I. In this simulation, the 
performance of the designed controller is tested under various 
scenarios. 

TABLE I: VSIS AND CONTROL PARAMETERS 

Parameters Symbol Unit Value 
Nominal Voltage (RMS) En V 220 
Nominal frequency (fn) fn Hz 50 
Switching frequency  fs kHz 20 
Simulation frequency  fe MHz 1 
DC voltage  UDC V 450 
Output filter capacitor   C µF 23 
Output filter inductor L,r mH, Ω 2, 1 

   Line impedance of DG 
#1 

L1 mH, Ω 1.5, 0.8 

   Line impedance of DG 
#2 

L2 mH, Ω 0.5, 0.8 

Virtual inductance  Lv mH 2.7 
Virtual Resistance Rv Ω 1 
P-ω droop m rad/(W. s) 0.0005 
Q-V droop n V/Var 0.001 

   Voltage controller P gain  kpv µF.rad/s 0.1839 
   Voltage controller I gain kpi mH.rad/s 183.87 
   Current controller P gain kiv mH.rad/s 6.2831 

#DG01

Load#01Load#02

#DG02#DG03

2Z3Z

PCC

1Z

 

Fig. 8. Simulation network. 

Scenario 01: Linear load changes 

In this test, the DG units start with no load operation, and 
then a linear load is added at t = 0.05 s. Next, a second load is 
connected and disconnected at t = 0.2 s and 0.5 s respectively. 
The obtained results demonstrating the transient performance of 
the active power and frequency of DG #1, #2, and #3 are shown 
in Figs 9 and 10. Fig. 11 displays the plots of the output voltage 
and current at the PCC.  

According to these results, the following remarks can be 
observed: 

• At no-load operation, the active power, reactive power, and 
currents of DG #1, #2, and #3 are equal to zero, while the 
frequency and voltage are set to their nominal values. (i.e. 50 
Hz and 220 V (RMS)) 

• When a load is connected, the active and reactive powers of 
the DGs are equal, which means that the load power is shared 
between the DG units. From Fig. 9, It can be seen that the 
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frequency drooped with a significant amount to inject the 
required active power, while the voltage almost remains 
unchanged since the reactive power is set to zero. Regarding 
the voltage and current in the abc frame, given in Fig. 11, it 
can be noticed that proper sinusoidal forms are achieved.  

• The same observations are considered when the second load is 
connected and disconnected.   

• High transient responses are achieved during load changes. 

 

Fig. 9. Obtained results to load change: (a) active power and (b) frequency of 
VSI #1, #2, and #3. 

 
Fig. 10. Obtained results to load change: (a) reactive power and (b) 

amplitude of VSI #1, #2, and #3. 

 
Fig. 11. Obtained results to load change: (a) current and (b) voltage at 

the PCC. 

Scenario 02: Nonlinear load changes 

In the following test, the proposed controller is subject to 
similar working conditions as in the first one, except using 
nonlinear loads. Fig. 12-14 shows the obtained results, which 
show the same variables as the first scenario. They reveal that, 
as for linear load feeding in the first test, the proposed controller 
is able to distribute equally the active as well as reactive power, 
ensuring the MG output voltage and current stability. 

 
Fig. 12. Obtained results to nonlinear load change: (a) active power and (b) 

frequency of VSI #1, #2, and #3. 

 
Fig. 13. Obtained results to nonlinear load change: (a) reactive power 

and (b) amplitude of VSI #1, #2, and #3. 

 
Fig. 14. Obtained results to nonlinear load change: (a) current and (b) 

voltage at the PCC. 

Scenario 03: DG units plug in/out 

Finally, the ability of the proposed control to handle the 
connection/disconnection of the DGs is tested. So, the first DG 

572 FT/Boumerdes/NCASEE-24-Conference



is the only one to supply the load from 0.1s. Then, DG #02 and 
DG#03 are connected at 0.3s and 0.6s respectively. Thereafter, 
DG#03 is disconnected again at 0.9 s. Figures 15-17 show the 
obtained results for this test and portray the same variables as 
the previous scenarios. From these plots, it can be observed that 
the proposed controller is able to handle the DGs connection 
and disconnection. In addition, it can be seen that the active and 
reactive are shared equally after the DGs are connected. 

 
Fig. 15. Obtained results to DG plug in/out. 

 
Fig. 16. Obtained results to DG plug in/out. 

 
Fig. 17. Obtained results to DG plug-in/out 

V. CONCLUSION 
In this paper, a power sharing control with a VI control 

scheme based on the MSOGI method was proposed. This 
control scheme is adopted for the aim of improving the power 
sharing between droop-controlled three-phase VSIs in islanded 
MG. The principal operation of the droop control was explained, 
and mathematical modeling was developed. In addition, the 
structure of the proposed VI control and the corresponding 
mathematical formulation was provided. Furthermore, the 

schematic of the MSOGI method was described. A simulation 
model of an MG with three three-phase VSIs was conducted in 
Matlab/Simulink to assess the performance of the proposed 
controller. The obtained results have validated the effectiveness 
of the proposed controller in achieving accurate active and 
reactive power sharing between three-phase VSIs under linear 
and non-linear loads supply, and DG plug-in/out operation as 
well. 
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Abstract—The rapid expansion of photovoltaic (PV) installa-
tions globally has introduced significant challenges in system
control and tracking. This paper provides a comprehensive
overview of the current state of monitoring systems technologies
for PV systems. It delves into the architecture and functionalities
of various monitoring technologies, categorizing them into data
processing modules and data transmission protocols. The study
explores different implementations, including Arduino, Rasp-
berry Pi, and PLC-based modules, as well as communication
protocols such as WiFi, Bluetooth, ZigBee, and LoRa. By
leveraging these advanced monitoring technologies, stakeholders
can gain valuable insights into system performance, diagnose
faults, and implement proactive maintenance strategies. The
findings highlight the advantages and potential areas for further
research and development in monitoring technologies, ensuring
the continued success and sustainability of PV installations in
the transition towards clean and renewable energy sources.
Keywords: Renewable energy, Monitoring, Photovoltaic, IoT
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I. INTRODUCTION

The efficiency and performance of PV systems are highly

influenced by various external factors, such as weather con-

ditions, shading, dust accumulation, and temperature fluc-

tuations. For instance, solar irradiance—the power per unit

area received from the Sun—directly impacts the amount of

electricity generated. Similarly, shading from trees, buildings,

or other obstructions can significantly reduce a system’s out-

put. Dust and dirt on solar panels can also obstruct sunlight,

diminishing efficiency, while extreme temperatures can affect

the semiconductor properties of photovoltaic cells, altering

their performance.

Given these variables, continuous monitoring of PV systems

is crucial to ensure optimal performance and longevity. Mon-

itoring systems provide real-time data on the functioning of

the PV array, helping to identify and diagnose issues swiftly.

This can include tracking energy production, detecting faults,

and analyzing performance trends over time. By employing

sophisticated monitoring technologies, operators can maintain

the efficiency of PV systems, predict maintenance needs, and

ultimately maximize the return on investment. Furthermore,

effective monitoring can aid in the integration of PV systems

into broader energy grids, ensuring stable and reliable energy

supply.

In order to explore this point, this article aims to provide a

detailed overview of monitoring technologies for PV systems,

highlighting innovations, advantages, and potential areas for

further research and development, structured as follow: In sec-

tion II we will present the general architecture of a monitoring

systems followed by a technologies classification in section III

with slight detail for each one, ended by a study of the key

challenges facing this technologies in section VI

II. IMPLEMENTING A THREE-LAYER IOT ARCHITECTURE

FOR ADVANCED PV MONITORING

Layered architecture for IoT applications is typically uti-

lized to provide suitable frameworks for devices, data storage,

and processing management. To meet these requirements,

various IoT architectures can be deployed at the device,

gateway, and cloud layers. While there is no single consensus

on IoT architecture, many contributions suggest a three-layer

architecture comprising perception, network, and application

layers [1].

In the context of photovoltaic (PV) monitoring systems,

this three-layer architecture can be effectively implemented to

ensure efficient data management and processing. The figure 1

illustrates the three-layer architecture, specifically tailored for

PV monitoring technologies.

By integrating these layers, the proposed IoT architecture

facilitates efficient data acquisition, management, and utiliza-

tion, enabling advanced monitoring and optimization of PV

systems.
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Fig. 1. Three-Layer IoT Architecture for PV Monitoring Systems.

III. MONITORING TECHNOLOGIES

Several and diverse models and system architectures have

been proposed for monitoring PV stations using different tech-

nologies. Therefore, we chose to classify these systems into

two categories: data processing modules and data transmission

protocols. illustrated in figure2

Fig. 2. Classification of PV system monitoring technologies

Data processing modules focus on the collection, storage,

and analysis of data from various sensors. These modules

are designed to process and temporarily store data before

transmitting it to the display and storage systems. On the

other hand, data transmission protocols deal with the wireless

communication aspects of the monitoring systems, ensuring

that data is efficiently transmitted over various distances and

conditions.

A. Data processing modules

An extensive evaluation of various data processing modules

for a solar PV monitoring system has been carried out, offering

insights into their implementation, design, specifications and

software utilized.

1) Arduino based module

The Arduino technology, created by the Ivrea Interaction

Design Institute. It has gained popularity as an acces-

sible open-source hardware tool, featuring easy access

to hardware design and software coding. Arduino, a

low-cost prototyping platform, is based on an ATMEL

microcontroller.

JAMIL et al. proposed using arduino to improve the

performance of a solar-powered floating photovoltaic

system [2]. The Arduino nano is the main controller of

the system. Monitoring the voltage, current, and power

output of a solar module with a power rating of 10W.

Furthermore, the module’s monitoring was evaluated

under two conditions: on the water’s surface (the floating

system) and on land (the land system).

The results showed that the floating system had higher

power output and efficiency than the land system. As

a result, it has met all of its objectives in terms of

generating electricity and monitoring system output.

Fig. 3. The complete circuit of the project [2].

Allafi et al [3] created a monitoring system using Re-

liance SCADA and Arduino Uno on a small photovoltaic

(PV) power system to monitor PV current, voltage,

battery, and efficiency. The primary objective of the

proposed system figure 4 was to assess the MPPT

efficiency by analyzing data gathered from the sensors.

The data collecting system is comprised of an Arduino

controller and sensors. All data is transferred to a PC

and displayed on a user interface created by Reliance

SCADA. Furthermore, the data is saved to a computer

as an Excel file. This enables users and operators to
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track the parameters of the PV system in real time.

Furthermore, the MODBUS library is installed to the

Arduino Uno, allowing communication with Reliance

SCADA via USB cable via the MODBUS RTU protocol.

The results of the trials reveal that SCADA works in real

time and can be efficiently used for monitoring a solar

energy system.

Fig. 4. Design of system proposed [3].

2) Raspberry Pi based module

The Raspberry Pi is a low-cost SBC developed by

the Raspberry Pi Foundation. It was designed to be a

highly flexible and capable computer for a fraction of

the cost of a standard PC, allowing anyone to solve

issues imaginatively.This can include interactive and

autonomous environmental monitoring in real-time [4].

Bikrat et al. [5] created a wireless method for monitoring

photovoltaic plants in real time figure 5. The proposal

electronic and computer system (software and hardware)

is built around six photovoltaic panels and their inverters

and is based on the Raspberry Pi3. Each inverter in-

cludes a Bluetooth module that communicates with the

Raspberry Pi3. This latter is primarily responsible for

connecting the inverters to the servers in order to retrieve

data and store it directly in an online database. The

proposed model might provide measurements of numer-

ous quantities, including current, voltage, and energy as

electrical characteristics, meteorological characteristics

include illumination and temperature.

Fig. 5. A wireless prototype for monitoring solar PV systems [5].

Pereira et al. [6] created and implemented the Renewable

Energy Monitoring System (REMS) for decentralized

renewable energy facilities figure 6, which incorporates

Raspberry Pi, multi-user cloud remote monitoring, and

the Internet of Things. REMS employs analog and

digital sensors. ADCES enables online monitoring of

measured variables, while the RPi reads digital sensors.

Data is saved in an online server database with a storage

capacity of 84.44 MB and 2 GB, respectively. For 391

days, the data was kept at a rate of one sample per

minute in a 150-byte format, also available as charts

and tables with the free program Web Monitor.

Fig. 6. REMS general diagram [6].

3) PLC based module

.

Several remote monitoring methods in terms of renew-

able energy monitoring such as the suggestion of Kabalci

and Kabalci [7], for monitoring solar photovoltaic (PV)

systems using power line communication (PLC) technol-

ogy. to establish a microgrid model developed within the

MATLAB/Simulink environment. The system consisted

of a DC-AC converter, three solar power plants featuring

maximum power point tracking (MPPT) systems, and

a multilevel inverter to generate three-phase AC line

voltage. Additionally, a 25 km transmission line and

PLC modems were incorporated into the setup.

Their approach offered an efficient and economical solu-

tion for monitoring solar PV systems within microgrid

environments, since power lines carried the generated

voltage as well as transferred the power drawn from the
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loads. the block diagram of generation, energy conver-

sion, transmission and monitoring stages is illustrated in

figure 7.

Fig. 7. Block diagram for a solar PV monitoring system implementing the
PLC module [7].

Han et al. [8] proposed a PV monitoring system that

uses low-cost power line communication (PLC) technol-

ogy, eliminating the need for additional communication

modules. Each PV module is equipped with a PLC

module for detailed monitoring, and data from these

modules, along with inverter data, are aggregated by a

data logger. This integrated system connects to home

networks via home plug devices, allowing users to

access data conveniently through a smart app. The app

provides graphical representations for easy interpretation

of the performance metrics. This approach aims to

optimize residential PV system efficiency and reduce

energy costs. Figure 8 depicts the configuration of a field

test for this monitoring system, where each PV module

has specifications of 49.4 V, 8.1 A, and a maximum

power output of 400 W.

Fig. 8. Configuration of field test for the PV monitoring system [8].

B. Data transmission protocol

1) WiFi

WiFi, short for Wireless Fidelity, is a technology that

allows electronic devices to exchange data wirelessly

over a computer network, including high-speed internet

connections. It’s based on the IEEE 802.11 family of

standards [9].

The ESP8266 controller, was widely used for WiFi

remote applications due to its integrated WiFi chip,

providing a gateway to the internet. On the other hand,

NodeMCU is an open-source firmware and development

kit for ESP8266 devices. Based on the Lua scripting

language, it offers an easy-to-use platform for program-

ming ESP8266 modules. NodeMCU allows developers

to focus on creating IoT applications without needing to

delve deeply into the intricacies of low-level program-

ming [10].

Similar to the system introduced by Sutikno et al, it

is an IoT-based monitoring system that collects data

from sensing units including current, voltage, temper-

ature, and irradiance sensors. This data is sent to the

ThingSpeak database, through the esp82 wifi module,

providing an online monitoring dashboard. Additionally,

this article proposes an additional data storage option on

an SD card in case of internet connection failure. The

final design of the system is presented in a block diagram

in the figure9 below [11].

Fig. 9. Block diagram of a proposed IoT-based PV monitoring system [11].

2) Bluetooth and BLE

Bluetooth is a wireless technology standard used for

exchanging data over short distances, typically between

fixed and mobile devices. It operates on the 2.4 to

2.485 GHz frequency band and uses radio waves for

communication. It allows devices to connect and com-

municate with each other without the need for cables.

This flexibility and cost-effectiveness make Bluetooth

an ideal solution for building IoT ecosystems, enabling

seamless connectivity, data exchange, and control of

interconnected devices across various domains [12].

BLE stands for Bluetooth Low Energy. It’s specifically

designed for low-power consumption and short-range

data transfer. The range of approximately 100 meters

offered by BLE surpasses that of classic Bluetooth

by tenfold, while its latency is 15 times shorter. BLE

can operate within a transmission power range of 0.01

mW to 10 mW. These characteristics position BLE

as a promising technology for IoT applications. The

rapid development of the BLE standard by smartphone

manufacturers has resulted in its widespread availabil-
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ity across most smartphone models. Additionally, the

feasibility of this standard has been demonstrated in

various applications, including vehicle-to-vehicle com-

munication and wireless sensor networks [13].

Koko Friansa et al. designed a BLE-based wireless

sensor network to monitor a system of solar-powered

street lamps. It is characterized by its low cost and open

platform technology. The proposed WSN utilizes both

tree and linear topologies for data transmission. Since

BLE technology supports a 2-chain structure with 5

nodes in each one, the system totals 10 nodes, including

the master node. Data is sent from one node to another

until it reaches the master node, as depicted in the figure

below. It is then transmitted to the user’s computer using

an electric vehicle as an internet gateway [14].

Fig. 10. Proposed WSN topology for battery and PV monitoring [14].

3) ZigBee

Zigbee technology has become renowned for its wire-

less sensor network solutions. It’s built upon the IEEE

802.15.4 standard, which defines the physical and MAC

layers for low-rate, low-power wireless networks. The

Zigbee Alliance, a consortium of companies, develops

standards and products for the network layer and offers

a framework for the application layer [15].

Farihah et al, developed an online monitoring system for

grid-tied photovoltaic system. They proposed a model

with Zigbee wireless communication to overcome the

limitations of traditional data transmission cables and

their additional technical costs. A point-to-point net-

work architecture was employed due to its simplicity

of implementation. As shown in the figure below 11

this architecture comprises two logging points: one

positioned outdoors to gather meteorological data and

another situated indoors, connected to the inverter to

collect electrical data and a main base where the PC

host is located.

Fig. 11. Overall setup of the grid-connected photovoltaic system [16].

The research details the hardware and software

design, and a custom web application for remote

data access. The Zigbee technology was chosen for

its cost-effectiveness, robustness, and low power

consumption, with a transmission range of at least 100

meters. The system was successfully implemented and

validated on a 1.25 kWp grid-connected PV system,

demonstrating reliable data transmission and effective

online monitoring capabilities. The user-friendly web

application enabled easy remote access to the monitored

data, facilitating prompt evaluation of the system’s

performance. The study concludes that the Zigbee-

based wireless monitoring system is a viable and

cost-effective solution for grid-connected PV systems,

offering significant advantages over conventional wired

systems. Future work is recommended to enhance the

system further and explore its application in other

renewable energy monitoring scenarios [16].

4) LoRa/LoRaWAN

LoRa, which stands for Long Range, is a wireless com-

munication technology designed for long-distance, low-

power communication between devices in the Internet of

Things (IoT) ecosystem. Operating in unlicensed bands

below 1 GHz, LoRa enables reliable communication

links over considerable distances. It employs spread

spectrum modulation techniques to achieve this, allow-

ing for efficient data transmission while minimizing

power consumption [17].

LoRaWAN, standardized by the LoRa Alliance, is a

Low Power Wide Area Network (LPWAN) protocol

designed to establish the communication protocol and

system architecture, whereas LoRa defines the physical

layer. It offers different classes of nodes to balance

network downlink communication latency with battery

lifetime for diverse applications. LoRaWAN uses star-of-

star network topology as illustrated in figure 12 [18] It

consists of end-devices, gateways, network servers, and

application servers. Gateways relay messages between

end-devices and the central network server, with end-

devices employing single-hop wireless communication
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to interact with gateways [19].

Fig. 12. Star-of-stars LoRaWAN topology [18].

Paredes-Parra et al,proposed a wireless solution that

utilizes long-range (LoRa) technology to communicate

with remote PV power plants, covering extensive

distances while minimizing both power consumption

and maintenance efforts. This approach combines

low-cost, open-source technology at the sensor layer

with a low-power wireless area network (LPWAN)

at the communication layer. The proposed network

architecture follows typical LoRa network topologies,

such as a star configuration comprising end devices,

gateways, and a central network server. Sensors

selected for monitoring PV installations must adhere

to IEC-61724 requirements. They gather PV electrical

data and weather parameters to estimate PV modules

performance and the operating conditions. These data

packets are transmitted from the respective PV power

plants to the LoRa gateway and subsequently relayed

to the network application via LAN connection. [20]

IV. MAIN CHALLENGES

Monitoring photovoltaic (PV) systems presents several sig-

nificant challenges that impact their efficiency, security, range,

data processing capability, and overall performance [21].

• Data handling: One of the primary challenge, particu-

larly with the increasing size of utility-scale solar power

plants. The sheer volume of data generated overwhelms

conventional technologies and data processing modules

like Arduino, which, while cost-effective, lack the compu-

tational power for complex data acquisition and analysis.

Similarly, PLC modules struggle with handling large

datasets efficiently. There is a pressing need for more

powerful data processing platforms capable of real-time

data acquisition and sophisticated analysis.

• Security: is another critical issue in PV monitoring sys-

tems, especially in wireless schemes. Data transmitted

from sensor nodes to central stations is vulnerable to

cyber-attacks and physical tampering if weak security

protocols are in place. Ensuring end-to-end encryption,

authentication for legitimate users, and protection against

unauthorized access are essential measures to safeguard

data integrity and system functionality. However, various

transmission modules such as ZigBee, Wi-Fi, Bluetooth,

and LoRa face unique security challenges, highlighting

the need for robust security protocols across all layers of

communication.

• Signal interference: poses another significant challenge,

affecting data monitoring in solar PV systems. Interfer-

ence from other communication modes can lead to poor

module performance, slow data transfer rates, weak signal

strength, and intermittent connections. This interference

is evident in technologies like GSM, where signal quality

directly impacts service reliability and revenue loss. Even

platforms like Raspberry Pi can experience interference

from HDMI cables, disrupting Wi-Fi signals and com-

promising system stability.

• Energy efficiency: remains a critical concern due to the

multiple transmitter nodes within PV monitoring systems.

The longevity of node batteries directly affects network

lifespan and real-time communication capabilities. De-

veloping energy-efficient communication protocols and

utilizing multiple transmission paths are crucial strategies

to enhance system performance and reliability over time.

• Data transmission range: is a critical issue for monitor-

ing large-scale PV plants. Traditional modules such as

Bluetooth, Wi-Fi, and ZigBee have limited ranges (100m

to 300m), insufficient for monitoring PV systems spread

over kilometers. LoRa, designed for long-range commu-

nication, suffers from lower transfer rates and increased

Packet Error Rates (PER) with distance, necessitating

careful consideration in deployment strategies.

• Environmental impacts: further complicate PV monitor-

ing, with factors like temperature, humidity, irradiance,

and dust affecting the performance of data processing and

transmission modules. Dust accumulation, for example,

can reduce solar panel efficiency, impacting overall PV

output. Careful environmental assessment and system

placement are essential to mitigate these effects and

ensure reliable long-term operation. [21]

V. CONCLUSION

The research provided a thorough examination of several

solar PV monitoring solutions based on the use of different

data processing modules and communication protocols. Pro-

viding essential information about the hardware and software

used in PV monitoring systems.

This review highlights the state-of-the-art developments aimed

at supporting sustainable development in the renewable energy

sector. Specifically, the advancement of solar PV monitoring

systems offers valuable guidance for the industry, encouraging

further exploration of IoT-based monitoring systems for large-

scale solar PV applications. This review also aids in selecting

suitable monitoring technologies to enhance the efficiency, ac-

curacy, and reliability of solar PV systems, fostering ongoing

research in this critical area.
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Abstract— Photovoltaic energy plays a pivotal role in the 
global shift toward renewable energy, utilizing sunlight to 
generate clean and sustainable electricity. This paper focuses 
on recent advancements in photovoltaic technologies, 
including floating systems and bifacial panels, new storage 
technologies, and AI-driven optimization, these innovations 
are driving significant advancements in efficiency, scalability, 
and adaptability, reinforcing their critical role in sustainable 
development. The study concludes with actionable 
recommendations to accelerate the PV sector's growth and 
maximize its impact on achieving global sustainability targets, 
ensuring a cleaner, more resilient energy future. 

Keywords—photovoltaic energy, renewable energy, floating 

systems, bifacial panels, sustainable development.  

I. INTRODUCTION  

Humanity today faces major environmental and 
economic challenges, including climate change and the 
depletion of natural resources. In this context, renewable 
energy is considered the ideal solution to achieve a balance 
between meeting the growing demand for energy and 
protecting the environment. Solar energy is recognized as 
the most abundant and environmentally friendly source of 
renewable energy, offering a pathway to a sustainable 
energy future. By harnessing the abundant daily output of 
solar power, solar energy has emerged as one of the fastest-
growing and most innovative renewable energy sources, 
with the installed capacity of photovoltaic systems doubling 
globally over the past decade [1, 2].  

As of 2022, solar energy has maintained its position as 
the leading force in capacity expansion, witnessing a 
notable increase of 192 GW (+22%). In 2023, the 
worldwide photovoltaic (PV) cumulative capacity surged to 
1.6 TW, marking a significant increase from the 1.2 TW 
recorded in 2022 (Figure 1). This growth was fueled by the 
commissioning of new PV systems, which rose from 407.3 
GW to 446 GW [3]. This impressive growth trajectory 
suggests that within a short span of time, solar energy is on 
track to become the linchpin of the world's sustainable 
energy framework.    

The significance of photovoltaic energy lies in its 
flexibility and adaptability to various environments, from 
large-scale power plants to residential and industrial 
applications. With continuous technological advancements, 
these systems have become more efficient and cost-
effective, making them accessible to both developing and 
developed countries.  

The purpose of this paper is to shed light on recent 
innovations that have the potential to significantly enhance 
the efficiency of photovoltaic energy systems. By exploring 
advancements such as floating systems, bifacial panels, new 
storage technologies, and AI-driven optimization, the study 
emphasizes how these technologies are shaping the future 
of solar energy. Additionally, it aims to address the key 
challenges impeding the broader adoption of photovoltaic 
systems, including high initial costs, reliance on rare 
materials, and the environmental concerns associated with 
end-of-life panel recycling. Finally, the paper provides 
actionable recommendations to improve the performance, 
cost-effectiveness, and sustainability of photovoltaic 
systems, ensuring their pivotal role in achieving global 

renewable energy goals.  

 
Fig. 1. Evolution of cumulative PV installations [3].  
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II. RECENT INNOVATIONS IN PHOTOVOLTAIC ENERGY 

A. Floating Systems on Water Surfaces 

With the increasing scarcity of suitable land for solar 
panel installation, floating systems have emerged as an 
innovative and effective solution. These systems offer 
higher efficiency due to the natural cooling effect of water, 
and they also help minimize water evaporation from 
reservoirs, (Figure 2 shows a 40 MW FPV power plant in 
Huainan, China.) [4]. The global installed capacity of 
floating solar systems reached approximately 4.6 gigawatts 
in 2022. Deloitte (2022) estimates that this capacity could 
potentially grow to 13 GWp by 2025. Under a medium 
growth scenario, it is projected to exceed 20 GWp by 2030 
[5].   

The primary advantages of floating systems can be 
outlined as follows:  

• Augmented Efficiency: Deploying photovoltaic 
panels on water surfaces benefits from the cooling 
effect through evaporation, resulting in lower 
operating temperatures and more efficient energy 
output (up to 12%). 

• Land Conservation: FPV systems eliminate the need 
for land, transforming non-commercial water 
surfaces into economically viable photovoltaic solar 
power plants, thereby preserving valuable land for 
agriculture, industry, and tourism. 

• Integration with Hydropower Plants: Pairing FPV 
plants with existing hydropower facilities enhances 
electricity generation during peak periods and serves 
as an energy storage solution, utilizing solar energy 
during the day and hydropower during the night. 

• Water Conservation: Covering floating panels 
minimizes solar energy reaching the water, 
preventing evaporation and aiding in saving 
thousands of cubic meters of water annually, 
particularly in dams, ponds, and reservoirs. 

• Water Quality Enhancement: Partially covering 
basins reduces light penetration, enhancing water 
quality by preventing biological fouling and algae 
proliferation, thus reducing water treatment costs. 

 

 

Fig. 2.  The largest FPV plant (40 MWp), Huainan, China [4]. 
 

 

B. Bifacial Panels 

Bifacial solar panels have demonstrated significant 
efficiency improvements due to their ability to capture light 
from both the front and rear sides, thereby increasing 
energy output. This enhancement is particularly effective 
in environments with high reflectivity, such as snow-
covered or sandy areas. The adoption of bifacial 
photovoltaic (PV) technology, particularly crystalline 
silicon (c-Si), is projected to grow significantly, with an 
expected increase of over 35% in deployment by 2028 [6]. 
This growth underscores the potential of bifacial panels to 
become a key player in the renewable energy sector, 
especially as advancements continue to improve their 
performance and cost-efficiency. 

Bifacial technology is anticipated to become 
increasingly popular across both commercial and 
residential solar projects.   Figure 3 shows an example of 
the vertically mounted BPV systems. 

 

 
Fig. 3. Example of a vertically mounted BPV system on a 

green roof in Winterthur, Switzerland [7].  
 

C. Advanced Storage Technologies 

Energy storage systems, particularly batteries, are 
essential for supporting renewable energy and reducing 
carbon emissions. They solve the problem of inconsistent 
energy from sources like solar and wind by storing excess 
energy for later use. This helps stabilize electricity grids, 
manage peak demand, and integrate small renewable 
systems into the network.  

New storage technologies, such as lithium-ion batteries 
and solid-state batteries, have significantly improved the 
utilization of solar energy by storing surplus power for use 
during periods of low solar irradiation. Advances in battery 
energy density have focused on creating lighter, more 
efficient, and safer designs for various applications. These 
innovations are pivotal for enhancing energy reliability, 
especially in off-grid locations [8]. 

 

D. Artificial Intelligence and Data Analytics 

The utilization of artificial intelligence (AI) in 
analyzing the performance of solar systems and enhancing 
their efficiency has become increasingly prevalent, where 
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AI can forecast system failures and optimize the 
positioning of solar panels to harness the maximum amount 
of energy. Companies and consumers can benefit from 
running solar systems more efficiently with artificial 
intelligence, thereby reducing costs associated with 
unplanned maintenance and repairs.  

III.  DISCUSSION 

Recent advancements in photovoltaic (PV) 
technologies, such as floating solar systems, bifacial 
panels, advanced batteries for energy storage, and AI-
driven optimization, are revolutionizing the renewable 
energy sector. These innovations enhance the efficiency 
and adaptability of PV systems, enabling them to perform 
effectively in diverse environments and address global 
energy demands. Key findings include: 

• Increased Efficiency: Technologies such as 
bifacial panels have demonstrated a 20–30% 
improvement in energy output, particularly in 
regions with high ground reflectivity, like deserts 
or snowy areas. 
 

• Land Optimization: Floating PV systems have 
emerged as an effective solution for energy 
generation in land-constrained areas, with 
additional environmental benefits like reduced 
water evaporation. 
 

• Enhanced Reliability: AI applications in PV 
systems have significantly reduced downtime by 
predicting faults and enabling real-time 
performance optimization. 

 
• Energy Storage Advances: Lithium-ion and 

solid-state batteries have improved the feasibility 
of using PV energy as a consistent power source 
by addressing the intermittency of solar energy. 
 

IV. CHALLENGES 

Energy storage systems, particularly batteries, are 
essential for supporting renewable energy and reducing 
carbon emissions. They solve the problem of inconsistent 
energy from sources like solar and wind by storing excess 
energy for later use. This helps stabilize electricity grids, 
manage peak demand, and integrate small renewable 
systems into the network.  

Despite these advancements, significant challenges 
remain: 

• Economic Barriers: While PV system costs have 

decreased by over 80% in the last decade, initial 

capital investment and storage costs remain 

prohibitive for many regions. 

• Material Dependence: The reliance on rare and 

non-renewable materials, such as silver and 

specific semiconductors, poses long-term 

sustainability issues. 

• End-of-Life Management: As PV installations 

age, managing and recycling outdated panels is an 

emerging environmental concern. 

• Grid Integration: High penetration of PV energy 

can destabilize grids in the absence of adequate 

storage and management infrastructure. 

 

V. CONCLUSION  

 
 Photovoltaic (PV) energy production stands as a clean, 

and renewable, energy source that has gained critical 
prominence in the global energy landscape. This paper 
spotlighting recent innovations such as floating solar 
systems, bifacial panels, advanced energy storage, and AI-
driven optimization.  Together, these developments 
underscore the critical role of photovoltaic technologies in 
achieving a cleaner and more reliable energy future.  

Despite these opportunities, challenges persist, in order 
to advance the sustainability of solar energy systems, it is 
recommended to invest in research and development by 
focusing on the development of alternative materials to 
lessen reliance on scarce resources and promoting 
advancements in recycling technologies for sustainable 
end-of-life management of PV systems.   
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Abstract— the main purpose of our work is to give a global 
analysis of the electromagnetic coupling problem in a shielded 
cable.  We will go farther than the deterministic approach 
which is a classic way of solving this problem towards a 
probabilistic approach, where the excitation is considered as a 
random variable. In this work, we use the Chaos Polynomial 
technique to calculate the probability density function of 
induced voltages. Where the efficiency and rapidity of this 
technique are dominated comparing to Monte Carlo technique 
that takes a lot of time. 
 

Keywords— shielded cable; transmission line; random; 

Chaos polynomial; Monte-Carlo 

I. INTRODUCTION  

    The cables of electrical network can be considered as 
huge antennas that receive radiation from various 
electromagnetic sources of natural or artificial origins. 
When the unwanted signals are routed to the lines ends, they 
affect the proper functioning of any equipment which is 
connected to them. An electromagnetic disturbance that 
illuminates a shielded multi-strand electrical cable induces 
common mode voltages between an internal conductor or a 
set of internal conductors, the ground reference (shielding) 
[1]-[2], and a differential mode voltage between the internal 
conductors providing input and output exit of any equipment 
if this electromagnetic disturbance is isolated with a high 
amplitude pulse such as the one which is produced by 
lightning or a high altitude nuclear explosion [3]-[4]. The 
common mode voltage is the most critical for the protection 
of the electronic system because it presents a high risk of 
failure at the input of the components of all equipment 
connected to the cable [5]-[6]. This study is to build an 
analysis methodology for stochastic source coupling to 
shielded cable, which takes into account the random nature 
of the environment in which the cable is located. 
Probabilistic tools and statistics are good candidates to 
accomplish this task [7]-[8]. They are used to predict the 
voltage level induced in the ends of the cable. The 
computational inefficiency of traditional tools implemented 
in many circuit simulators, such as Monte Carlo (MC) [9]-
[10], has generated a great deal of interest in stochastic 
techniques for circuit modeling and, in particular, in the 
design of electrical network. Based on the Polynomial 
Chaos (PC) those have been proposed for statistical 
efficiency analysis of transmission line circuits. PC seeks a 
responses approximation of the stochastic transmission line 
in terms of an expansion in orthogonal polynomials [11]. 
The expansion coefficients can be calculated using different 
approaches. In this work we propose the regression method 
for calculating the polynomial coefficients of chaos, directly 
supplying relevant statistical information such as value and 
variance. In addition, the PC Extension (PCE) can be more 
generally used as a cheap computer [12], but still macro 

accurate model to extract other statistical properties like 
higher order statistical moments(for example, asymmetry 
and flattening) or distribution functions. 
 

II. EXCITATION SOURCE COUPLING TO  SHIELDED CABLE BY 

DETERMINISTIC APPROACH 

    We consider a shielded cable located at height h above a 
ground of finite conductivity and excited by a voltage 
generator as shown in Fig.1. Where the induced voltages 
and currents along the cable can be calculated using the 
formalism of a multi-conductor line, which is expressed in 
frequency as following [1]: 
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0

xUYxI
dx

d

xIZxU
dx

d

               (1)   

    Where: x is space variables, [Z] and [Y] are successively 
the impedance and admittance matrices for the shielded 
cable that had been deduced by Ametani [5]. By taking into 
account the relation developed in the Appendix 1 

   LjwZ  .The equation (1) will be given as: 

               0 xIZxILjwxU
dx

d
      (2) 

   Where  L and  Z are defined in the Appendix 1 
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Fig.1. (a) Shielded cable over ground plane with excitation 
(b) Cross-section of a Shielded cable 

 
A. Temporal Coupling Equations 
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The coupling equations which are given above (1) can 
be converted into time domain by the following expressions 
[4]:  
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Where:  
 s : Resistance matrix due to the finite ground 

conductivity; 
 sh : Resistance matrix due to finite shielding conductivity 

[4]. 
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Where: siisii h  0
2  and erfc the complimentary error 

function defines as following 
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B. The Coupling Equations Solution 
 

In frequency, the coupling equations solution by the 
chain transition matrix is well detailed in [1]. In temporal, it 
is resolved by using the so-called numerical Finite 
Difference Time Domain (FDTD) [2]-[4]. Using the discrete 
notations below: 
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   Where the two indices "n" and "k" indicate respectively 
[6] time and space. The spatiotemporal discretization 
alternates a voltage and current nodes which are separated 
by Δx/2 in space and Δt/2 in time; where both nodes ends 
are voltage nodes. The coupling equations (3) and (4) turn 
into:  
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For k=1,2…,kmax 

kmax: the number of space steps 

            



























x

ii
u

t

C
u

t

C n
k

n
kn

k
n
k

11               (9) 

Fork=2,3,…, kmax 

"IMAT" is the following matrix: 
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   Both integrals 0In and mIn are performed after an 
approximation of the transient impedances modified clean 
and mutual  t0   and  tm  to lift the singularity at t = 0 

from the proper transient impedance  t0 , the latter is 
approximated by a finite sum as follows    
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Where:                                                                            

N0: finite number of the sum terms, )(t is Dirac function 

and K is a constant given in: 
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   The modified transient mutual impedance is also 
approximated by a finite sum: 
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   In this case, Nm only terms of the sum are considered [6]. 
By using the approximate expressions (12) and (13) 
modified transient impedances, we compute analytically the 
two integrals "Ini0" and " Inim ",  we are getting 
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At both ends of the cable, and for resistive terminations [R1] 
and [R2], replace "k" with "1"; then by "kmax + 1"equation 
(9). 
For k = 1 
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For k=kmax+1 
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The stability criterion requires that the following condition 
be met: 

 p
xt 

                                     (18) 

Where: p is the wave propagation speed. 

 

III. EXCITATION SOURCE COUPLING TO SHIELDED 

CABLE BY STOCHASTIC APPROACH 

   The underlying idea of PC is instead to represent 
stochastic unknowns (in this case, voltages and currents) as 
PCE [7]. 

              ..., 221100   tutututU    (19) 

Where  tu0 ,  tu1 ,  tu2 ,… are the yet-to-be-determined 

PC coefficients and 0 , 1 , 2 ,..  are polynomials of 

increasing degree in the standardized variable  . They are 
orthonormal according to the inner product defined as  

      mnnmnm dW   



,      (20) 

meaning that the above integral is non-zero only when m=n. 
The function  W  appearing in the integrand is the 
probability density function (PDF) , which is defined by the 
statistical model ascribed to the random parameters in the 
problem. For the sake of illustration, this article focuses on 
the common case of Gaussian variability [8]-[9], for which 
the above PDF. The corresponding orthonormal 
polynomials that satisfy (19) are the normalized Hermite 
polynomials, the first three being. 
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   In this section, we use the regression technique to 
calculate the chaos polynomial coefficients by applying it to 
the modeling of random excitation source variations in 
multi-conductor transmission lines [10]-[11]. The frequency 
domain of the transmission line equation is written as: 
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Where  n ,...,1   is a multivariate set of n independent 
random variables that affect the excitation source [11]. So 
the voltages U and the currents I are random and dependent 
on   In short, the idea here is to approximate the 

dependence on the random variables   which means the 
expansion in a truncated series of proper multivariate 
orthogonal polynomials as following 
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Where X (…) stands for     ,
~
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~

xIxU   and they jX  are 

the respective coefficients. The series has a finite number of 
terms P-1, while  j  defines an orthogonal polynomial 

basis, whose choice relies on the distribution of the random 
variables i . So using Hermit polynomials is the optimal 
choice for the Gaussian [12] 

After solution equation in (22) and the application of the 
regression approach (23) which is written as 
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Where the expansion coefficients j and j can be 

computed with regression approach, using the least squares 
method, the quadratic deviation U between the random 
[8]. 
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This is equivalent to minimizing the coefficients 
 1,...,0,  pkk  the expression: 
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The minimum is obtained for  verifying values  
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Where 
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Finally the system that we must solve: 
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We can write it also as following: 
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(30) 
By solving the system (30), we find the coefficients 
 10 ,... P , so can solve equation (24). 

 
IV. SIMULATION 

A. Simulation on Deterministic Model 

To validate our temporal approach, we compare between 
the coupling formalism in temporal and the one in 
frequency. In addition, we use the Inverse Fourier 
Transform (IFFT).We consider an aerial cable with an outer 
raduis rext = 2.475mm, located at a height h=10m and a 
length  = 1km above a ground with a fixed conductivity 
0.01S/m. The cable is excited by a bi-exponential generator 
which is given as below and shown in Fig.1.  

      ttVtVexcit   expexp0  

With the parameters values: 

vV 6100  , 1610.   00364,0  S and 1610.   6522,0  S . 

   We calculate induced voltage at both ends of the core and 
shielding. Where we fix all the geometric and material 
parameters values of the cable which are conductor, 
insulating, conductivity, permittivity and permeability of the 
layers as following: 

For the core: rc=0.45 mm, ric=1.457 mm, 

1 and 8.1 ,8.1  ,/1 rricrc
8   msc  

 

 

 

 

 

 

 

For the shielding:  rsh=1.775 mm, rish=2.457 mm, 

1 and 8.1 ,1  ,/58.0 rrishrsh
8   msc  

The results are shown in Fig.2 and Fig.3. 
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Fig. 2. Voltage at both ends of the core (comparison 

between temporal and frequency formalism + 
IFFT) 
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Fig. 3. The induced voltage at both ends of the shielding 

(comparison between temporal and frequency formalism + 
IFFT) 

    In short, our aim from calculating the induced voltage in 
the cable is to know the voltage distribution along the core 
and shielding of the cable, using two different ways; 
temporal and frequency formalism +IFFT and gives very 
close of calculating the induced voltage. 

 B. Simulation on Stochastic Model 

   In this case, we impose that the time is constant and fixe 
its value at st 2 . The cable is excited by a bi-exponential 
generator with random parameters values, where the 
amplitudeV0, the constant  and the constant   are in the 
range:  

   
 .0,0037.10   10.0034,0

0,66.10  0,64.10 , 1,1.10    10.9,0
66

6666
0







V
 

   We calculate the induced voltage PDF at the ends of the 
core and shielding at st 2 , using two different ways: the 
Monte Carlo (MC) and Chaos Polynomial (PC) methods 
where the results are represented in fig.4 and fig.5 as 
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Fig. 4. PDF of voltage at the core end L = 0. 

 
Table I. The statistical parameters of voltage at the core end L=0. 

 
  

166 375 MC 
simulations 

 
3 PC 

simulations  
(P=1) 

Mean  V)(  647174 644104 

Variance  V)( 2  1,2367.109 1,31618.109 

Standard deviation  V)(  35166.8 36279.1 

Simulation time 1h 1sec 
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Fig. 5. PDF of induced voltage at the shielding end L = 0. 

 
Table II. The statistical parameters of induced voltage at the shielding end 

L=0. 
 

  
166 375 MC 
simulations 

 
3 PC 

simulations  
(P=3) 

Mean  V)(  243090 241937 

Variance  V)( 2  1,74485.108 1,85698.108 

Standard deviation  V)(  13209.3 13627.1 

Simulation time 1h 1sec 

 
   The Monte Carlo method used 166 375 random choice for 
the excitation generator parameters values, where The 
Chaos Polynomial method used only 3 random choices for 
that. So we notice that there is a good coherence between 
MC and PC methods by regression simulations which is 
appreciated.  

 

V. CONCLUSION 

    In this work, we discussed the excitation source coupling 
problem for a shielded cable. using both deterministic and 
stochastic method, the challenge point of this method is to 
model the coupling where we calculated the induced voltage 
at the cable ends, and the statistical model in which we used 
two different methods: (MC) and (PC), we conclude that the 
PC method has an efficiency in the practical applications 
which are dealing with the parameters that is characterized 
by a high variability in uniform statistical distributions. 

APPENDIX 1 

For a shielded cable, located above lossy ground, using 
Kirchhoff's laws (current and voltage) and the concept of 

coupled lines the matrix  Z  is given by A. Ametani [5] in 

the following form: 

     iZZZ  0                              (1.A) 

 

 

 

 

 

 

Fig.A.1: Equivalent circuit for impedances of a shielded 
cable 

Where [Zi] expresses the self-impedance matrix of a 
shielded cable 

  









sssc

cscc
i ZZ

ZZ
Z                               (2.A) 

The elements of the matrix [Zi] are defined as follows: 
Zcc: core self-impedance 
Zss : sheath self-impedance 
Zcs: mutual impedance between the core andsheath 
Where: 

  micc zzzzZ 221211 2  

 2320 zzZ ss   

  mcs zzzZ 22320 2  
  mcs Zzzz 22320 2  

z11: internal impedance of core outer surface 
z12: core outer insulator impedance 
 z2i: internal impedance of sheath inner surface 
 z2m: sheath mutual impedance 
 z20: internal impedance of sheath outer surface 
 z23: sheath outer insulator impedance 

At this stage we propose to write the matrix [Zi] as 
following: 

     Lshi ZZZ                                  (3.A) 

 Statistic parameters 

 

Number of simulations  
 

Statistic parameters 

Numbre of simulations  
 

 

x+x x 

z11 
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Ig 
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We note  shZ as impedance matrix of the shielding. 

For the matrix called the impedance of the ground return, 
it is defined as below: 
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0 ZZ
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Where Zg is the ground impedance that takes into account the 
effect of finite conductivity of the ground, whose general 
expression is given by Sunde [4]; 

 
 dxxr

xx

ej
Z ij

s

xhh

gij

ji

 .cos.
0 22

 . 
0 
 







(8.A) 

And Ze is the self-external impedance of the circuit formed 
by the cable and the perfect soil. In the case of an overhead 
cable with an outer radius r located at a height h of the 
ground, this impedance is expressed as following: 

eLj
extr

hj
eZ 














2
ln

2
0                      (9.A) 

which gives us the matrix [Z], the following expression 

                LjwZZZZZZ esLsh  (10.A) 

By defining  Z  

     ssh ZZZ                           (11.A) 

And the matrix [L]: 

      















2323

232312

llll

lllll

jw

zz
L

ee

eeLe      (12.A) 

Whose elements are independent of frequency and well-
defined analytically. 
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Abstract—This paper investigates the effects of integrating 

large-scale photovoltaic (PV) generation, with penetration levels 
up to 50%, on voltage regulation and stability in distribution 
systems. Voltage profiles are analyzed using power-flow 
calculations over a 24-hour period with varying load conditions. 
Steady-state voltage stability is evaluated at different times of the 
day through a custom continuation power-flow method, 
employing demand as the continuation parameter up to 
maximum load conditions. The load-flow analysis for both 
voltage regulation and stability is performed using the 
forward/backward sweep method. A secant predictor technique 
is implemented to estimate node voltages, followed by corrections 
using a load-flow solver. Three models of PV interface 
inverters are utilized in the study, incorporating 
comprehensive environmental data. These inverters regulate 
node voltages by leveraging available capacity for reactive power 
support. Various potential voltage collapse scenarios are assessed 
across different times of the day. The developed methods and 
models are applied to a 33-bus radial distribution feeder with 
high PV penetration. Results show that PV inverters enhance 
voltage profiles, improve system reliability, and reduce the 
switching frequency of on-load tap-changing transformers, there 
by extending their operational lifespan. 

Index Terms—PV system, IEEE test system, Voltage profile, 
Regulation, Stability. 

 

I. INTRODUCTION 

Voltage Regulation in Distribution Networks Voltage regu- 

lation is essential for reliable power distribution. Traditional 

methods, like on-load tap-changing (OLTC) transformers and 
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capacitor banks, are designed for unidirectional power flow. 

However, PV systems introduce bidirectional flow, which 

complies with traditional controls. Authors in [1-2] , highlight 

how high PV penetration increases voltage fluctuations and 

OLTC wear, calling for PV inverters to assist with reactive 

power. PV Inverter-Based Solutions PV inverters can regulate 

voltage through reactive power control. Researchers in [3] 

found that this support improves voltage profiles and reduces 

the workload on traditional equipment, enhancing reliability 

and extending component lifespan. Steady-State Voltage 

Stability Analysis This aspect ensures voltage remains stable 

under normal conditions and disturbances. Research by [4] 

using continuation power-flow (CPF) methods showed that 

while PV helps support voltage, excessive penetration 

without control can push systems toward instability. Load-

Flow Analysis Techniques Accurate load-flow analysis, such 

as the forward/backward sweep method noted by [5], is vital 

for understanding PV impacts. Predictive techniques like the 

secant predictor enhance node voltage accuracy in dynamic 

conditions. Case Studies on High PV Penetration Real-world 

studies, such as [6] on a 33-bus system, show that advanced 

PV inverters with reactive power capabilities can improve 

voltage regulation and avert collapses during peak generation. 

Our study aims to evaluate how PV systems, which generate 

electrical power from solar energy, can contribute to reactive 

power in distribution systems. Reactive power is essential for 

maintaining voltage levels within safe operating ranges, which 
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directly impacts the stability and reliability of the power grid. 

 

II. MATHEMATICAL MODELING 

 

��
� = (1 + �	�
)��                                   (1) 

��
� = (1 + ���
)��                                  (2) 

 

Pio, Qio the active and reactive powers at the base load, and it 

can be considered initially equal zero 

Pi 
k,  ,Qi 

k,   the active and reactive powers at point k 

Ki  the load multiplier at bus i. 

Ꞇ the continuation parameter factor . 

 

PV's output power can be computed using equations 

(3) through (5). This model has taken into account how the 

temperature of the surrounding environment and solar 

radiation affect the output power. The following are the 

Maximum Power Point (MPP) equations: 

�	� = ���	 × ���	                         (3) 

���	 = ���	,��� × ��,�(�� − ��,���)              (4) 

���	 = ���	,��� × ���,���(�� − ��,���)              (5) 

Where: 

 �	� is the panel's power 

 ���	 is the potential voltage 

 ���	,��� is ���	 at standard condition 

 ���	 and ���,��� is the panel’s current and short circuit 

current at standard condition respectively 

 ��,� is the open circuit (V/°c) temperature 

coefficients. 

 ��,��� is the temperature of the panel at standard 

operational conditions that is equal to 250°c and �� is the 

operational temperature of the panel that is calculated as 

follows: 

��(�) = ��(�) +
 !�"#$%

&%%
∙ ("                  (6) 

Where, �)(*) is the ambient temperature (°C),  

 

III. THE STUDY OF POWER SYSTEM 

The IEEE 33-bus test system ( figure 1) is a standard 

benchmark widely used in power system research to analyze 

and test algorithms and methodologies for distribution network 

studies, including load flow analysis, optimal power flow 

(OPF), and voltage stability. It represents a medium-sized, 

radial distribution system typically consisting of 33 buses 

(or nodes) and 32 branches (lines), which interconnect the 

buses [7]. The network is designed to mimic a typical urban 

or industrial electrical distribution system where power flows 

from a central source, usually represented by a voltage source 

at bus 1, to various loads located at different buses. The 

system’s voltage levels are typically set at 12.66 kV, which 

corresponds to a medium-voltage distribution network, and the 

total load demand is about 3.715 MW, with a reactive power 

demand of around 2.300 MVAr. The buses in this system model 

a range of points in the network, from substations to consumer 

connections, and the network structure is radial, meaning there 

are no loops, and power flows outward from the central 

source[8-9]. The test system is mainly used for power flow 

studies, where the distribution of active and reactive power 

across the system is analyzed, as well as the voltage profile at 

each bus. This helps determine whether the network can 

operate efficiently and within safe limits. The IEEE 33-bus 

system is also employed in optimal power flow studies, where 

the objective is to minimize costs, and losses, or improve 

voltage regulation while respecting system constraints[10]. The 

branches between the buses are modeled with typical resistance 

and reactance values that represent real-world power lines. 

Though the base version of the IEEE 33-bus system does not 

typically include distributed generation, it can be modified to 

incorporate renewable energy sources such as solar or wind 

power, and energy storage devices like batteries, which are 

increasingly relevant in modern power systems. Additionally, 

this test system can be used to study fault conditions, 

reliability, stability, and control strategies such as voltage 

regulation and demand-side management. Researchers and 

engineers use power system simulation software like 

MATLAB/Simulink, DIgSILENT  PowerFactory, and 

OpenDSS  to analyze the IEEE 33-bus system, enabling them to 

test new algorithms and validate results for practical 

applications. Given its simplicity and well-established 

configuration, the IEEE 33-bus system remains a key reference 

model for evaluating the performance of various power system 

techniques and control strategies, especially in the context of 

integrating renewable energy and improving grid stability[11]. 

The study assesses the impact of introducing photovoltaic 

generators on three different buses, numbers 22, 25, and 33. 

IV. RESULTS AND DISCUSSION 

Figure (2) illustrates the daily variation in active power 

demand (in kW) across 24 hours for different consumer types: 

commercial, industrial, urban, and light. The commercial 

sector, represented by the blue bars, shows the highest 

power 
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Fig. 1. A single-line diagram of the IEEE 33-bus test distribution network 
 

 

consumption, especially during business hours (morning to 

early evening). Industrial power usage, shown in orange, also 

contributes significantly during the daytime, with some 

fluctuations. Urban (yellow) and light power usage remain 

lower and more constant throughout the day, indicating 

residential and public area demands. Overall, power 

consumption peaks during midday to early evening, driven 

by commercial and industrial activities, and decreases during 

the night when only urban and lighting needs persist. 

 

Fig. 2. Active power in different load type 

 

Figure (3) presents the total power load (in kW) over 

a 24-hour period, showing a typical daily pattern of energy 

consumption. The load is lowest during the early morning 

hours (0-5 hours), then rises sharply in the morning (5-9 

hours) as commercial and industrial activities start, reaching 

a peak around midday (9-12 hours). There is a slight dip in 

the early afternoon (12-15 hours), potentially due to reduced 

industrial operations during lunch hours. The load surges 

again in the late afternoon to evening (15-20 hours), 

indicating increased residential and continued commercial 

usage, before dropping off significantly at night (20-24 

hours) as activity subsides. The dual peaks in the late morning 

and evening reflect typical 

work and residential energy demands. 

 

Fig. 3. Total load during the day 

 

The pie chart in Figure (4) represents the distribution of total 

power load among different sectors: commercial, industrial, 

urban, and light. The largest share is held by the commercial 

load, depicted in dark blue, indicating that it is the most 

significant contributor to overall power consumption. The 

industrial load, shown in light blue, is the next major 

contributor, although it is notably smaller than the commercial 

portion. The urban load, represented in green, occupies a 

smaller fraction, while the light load, shown in yellow, takes 

up the smallest segment of the chart. This distribution 

highlights the dominance of commercial energy use, followed 

by industrial usage, with urban and light loads making up much 

smaller shares. 

 

Fig. 4. Percentage of loads in the power system 

 

The graph in Figure (5) shows two line graphs representing 

the active and reactive power of a photovoltaic (PV) system at 

bus 22 over a 24-hour period. In the top graph, the active power 

in kW rises sharply in the early morning, peaking around 

midday to early afternoon, and then decreases in the evening, 

indicating PV generation correlating with sunlight availability. 

The bottom graph shows the reactive power in kVAr, which 
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fluctuates more than the active power. It starts with a positive 

value, decreases to negative values around midday, and then 

returns to positive in the evening. This variation in reactive 

power reflects the changing power factor and voltage support  

provided by the PV system throughout the day. 

 

 

Fig. 5. Active and reactive power in Bus number 22 

 

Figures (6) and (7 ) show two line graphs of active and 

reactive power for a photovoltaic (PV) system at bus 25 and 

bus 33 over 24 hours. In the top graph, the active power (in 

kW) follows a similar pattern to typical PV generation: it 

rises sharply in the morning, peaks around midday, and drops 

to zero in the evening as sunlight decreases. The bottom 

graph displays the reactive power (in kVAr), which has 

significant fluctuations throughout the day, reaching its 

highest values in the morning and late afternoon, with a 

notable dip around midday. These variations suggest 

dynamic adjustments in reactive power to manage voltage 

stability and power factors in response to changes in PV 

generation. 

 

 
 

Fig. 6. Active and reactive power in Bus number 25 

 
 

Fig. 7. Active and reactive power in Bus number 33 

 

 

In Figure (8) we present the voltage profiles across various 

buses in a power distribution network, measured in per unit 

(pu) over a 24-hour period, for two scenarios: without 

photovoltaic (PV) support (top) and with PV support 

(bottom). In both scenarios, voltage levels drop around 

midday, likely due to peak demand. In the ”Without PV” 

scenario, the voltage at some buses drops to around 0.85 pu 

during midday, showing a significant decrease from the 

nominal voltage level. Most buses remain between 0.85 pu 

and 0.95 pu during this dip, with recovery to around 0.95–1.0 

pu during other hours. In the ”With PV” scenario, the midday 

voltage dip is less severe, with the lowest values reaching 

around 0.9 pu instead of 0.85 pu. This indicates that PV 

support helps maintain voltage stability by keeping buses 

closer to nominal voltage (0.95–1.0 pu) throughout the day. 

The PV system reduces the depth of the voltage drop, 

improving the overall voltage profile and enhancing network 

reliability during high-demand periods. 

 
Fig. 8. Voltage evolution in different Bus: a) without PV, b) With PV 

 

 

Figure (9) illustrates voltage deviation over 24 hours for a 

distribution system with and without PV (photovoltaic) 

generation. The solid blue line, representing the system without 
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PV, shows higher voltage deviations, peaking around mid-

morning and late evening with values reaching up to 0.7. In 

contrast, the dashed red line, showing the system with PV, has 

consistently lower deviations, peaking below 0.4 during similar 

times. This indicates that the integration of PV generation 

significantly reduces voltage deviations, resulting in a more 

stable voltage profile throughout the day, particularly during 

peak periods. 

 
Fig. 9. Voltage deviation without PV and With PV 

V. CONCLUSION 

The study examined voltage stability in distribution systems 

with high levels of PV generation that include reactive power 

support. Case studies under various operation modes 

and environmental conditions showed that reactive power 

support enhances voltage regulation and creates a smoother 

voltage profile that stays within acceptable limits, even with 

changing demand. The findings highlight that voltage 

stability improves with reactive power support compared to 

unity power factor operation, resulting in a higher maximum 

loading capacity. Increasing the inverter rating beyond the 

PV module’s real power capacity allows the power 

conditioning unit to provide reactive power when needed. A 

10% increase in the inverter’s capacity benefits the system 

during peak PV generation, helping maintain voltage within 

the desired range, though it only slightly impacts the 

maximum loading condition. Reactive power support 

significantly enhances voltage stability in distribution 

systems with high PV penetration by providing a mechanism 

to counteract voltage fluctuations that occur due to varying 

power outputs from PV sources. When PV generation rapidly 

changes due to environmental conditions like cloud cover, 

reactive power support helps to stabilize the voltage  by 

compensating for the sudden imbalances. It does this by either 

absorbing or injecting reactive power as needed, which keeps 

voltage levels within acceptable limits and prevents sharp 

deviations that could lead to instability or voltage collapse. 

Additionally, reactive power support helps improve the 

system’s maximum loading capacity, allowing the distribution 

network to handle greater power flows without compromising 

voltage stability. This is particularly important during peak 

generation times, such as midday when PV output is highest, 

as it ensures that voltage remains within safe operating limits, 

even under high generation conditions. By maintaining a 

smooth voltage profile and supporting the power system during 

demand variations, reactive power support contributes to the 

overall reliability and resilience of the grid, making it essential 

for systems with significant renewable energy integration. 
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 Abstract - This paper presents the modeling and simulation of 

an energy management system (EMS) for a hybrid renewable 

energy system consisting of a photovoltaic (PV) array, a hydrogen 

fuel cell, and a battery storage system, with the goal of efficiently 

managing the power flow between these sources to supply a 

microgrid load. The EMS utilizes data such as load demand, PV 

irradiance, temperature, and battery state-of-charge to determine 

the optimal source to meet the load requirements. The PV array is 

connected to a DC-DC converter with a maximum power point 

tracking (MPPT) controller, the fuel cell is coupled with a boost 

DC-DC converter regulated by a proportional-integral-derivative 

(PID) controller, and a bidirectional DC-DC converter with a PID 

controller is used to charge and discharge the battery bank. An 

intelligent switching function is developed to manage the power 

flow between the sources, with the battery used when PV output 

is insufficient and the fuel cell activated as a backup if the battery 

state-of-charge drops below 15% and PV power is still 

unavailable. The entire hybrid system is modeled and simulated 

using MATLAB/Simulink, and the results demonstrate the 

effectiveness of the proposed EMS in coordinating the operation 

of the PV, fuel cell, and battery to reliably power the microgrid 

load while maximizing the utilization of renewable energy 

sources. 
 

 Index Terms – Energy management system, Hybrid renewable 

energy system, Photovoltaic system, fuel cell system, Battery energy 

storage. 

I. INTRODUCTION 

 The transition towards sustainable and renewable energy 

sources has become a global priority in recent years, driven by 

concerns over climate change, environmental impacts, and the 

depletion of fossil fuel reserves. One promising approach to 

addressing these challenges is the development of hybrid 

renewable energy systems, which integrate multiple renewable 

energy sources and energy storage technologies to provide 

reliable and efficient power supply [1]. 

In this context, this paper presents the modeling and simulation 

of an energy management system (EMS) for a hybrid 

renewable energy system consisting of a photovoltaic (PV) 

array, a hydrogen fuel cell, and a battery storage system. The 

objective of the EMS is to efficiently manage the power flow 

between these sources to supply a microgrid load, while 

maximizing the utilization of renewable energy and ensuring a 

reliable and stable power supply. 

The EMS developed in this study employs various power 

electronic converters and control strategies to coordinate the 

operation of the PV array, fuel cell, and battery storage system. 

Specifically, the PV array is connected to a DC-DC converter 

with a maximum power point tracking (MPPT) controller, the 

fuel cell is coupled with a boost DC-DC converter regulated 

by a proportional-integral-derivative (PID) controller, and a 

bidirectional DC-DC converter with a PID controller is used to 

charge and discharge the battery bank [1], [2]. 

Moreover, an intelligent switching function is implemented 

within the EMS to manage the power flow between the 

sources, prioritizing the use of renewable energy (PV) and the 

battery storage system, and activating the fuel cell as a backup 

when the PV output is insufficient and the battery state-of-

charge drops below a critical level. 

The proposed EMS is modeled and simulated using 

MATLAB/Simulink, and the results demonstrate the 

effectiveness of the system in coordinating the operation of the 

PV, fuel cell, and battery storage to reliably power the 

microgrid load while maximizing the utilization of renewable 

energy sources. 

II. LITERATURE REVIEW  

 The growing interest in hybrid renewable energy systems 

has motivated extensive research in the field of energy 

management systems (EMSs) for these applications. Several 

studies have investigated the modeling, control, and 

optimization of EMSs for various configurations of renewable 

energy sources and energy storage systems [3]. 

A. MPPT Algorithms 

 Power extraction from photovoltaic is optimized by MPPT 

algorithms like P&O, IncCond, and PSO.  When PV systems 

were evaluated between P&O and IncCond, it was discovered 

that IncCond had greater efficiency and quicker convergence. 

Enhanced power generation for PV turbines by using a PSO-

based MPPT algorithm. To investigate their use in microgrid 

systems and integration with other control mechanisms, more 

research is necessary [6]. 

B. PID Control Strategies 

 For effective battery management in micro-grid systems, 

PID control is frequently used. It maximizes energy efficiency 

and prolongs battery life by controlling battery charging and 

discharging rates in response to load demand. PID battery 

management techniques have been developed in earlier 

studies, improving load balance and battery longevity [5]. To 
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further understand PID tuning methods and how they interact 

with other control elements, more research is needed. 

C. Integration of Fuel Cells 

 Fuel cell integration with microgrids has drawn a lot of 

interest. outlined a novel control method that makes use of a 

fuel cell coupled to a Proportional-Integral (PI) controller on a 

boost DC-DC converter. Their system guarantees steady 

functioning and effectively controls power flow. The study 

emphasizes how crucial control tactics are for making the best 

use of fuel cell resources [4]. 

D. EMS Algorithms 

 Microgrids utilize advanced control algorithms to 

efficiently manage and transition between various energy 

sources. The recent studies [2], [3] introduced a novel 

algorithm that integrates inputs from photovoltaic (PV) 

systems, fuel cells, and battery storage into an innovative 

energy management system. This integrated approach enables 

intelligent coordination and optimization among the different 

distributed energy resources to effectively power complex 

applications. 

III. SYSTEM OVERVIEW 

A. The Microgrid System's Description 

 Photovoltaic (PV) panels, a fuel cell, a load, and a battery 

are the various energy sources that make up the suggested 

system. Creating an Energy Management System (EMS) that 

efficiently makes use of various energy sources to power the 

load and recharge the battery is the goal. Utilizing PV power 

as the main energy source is prioritized by the EMS. To 

extract the most power possible from the PV panels, it 

integrates the Maximum Power Point Tracking (MPPT) 

algorithm. When PV power is not enough to satisfy load 

demand, the system automatically switches to using the battery 

as a backup power source by draining it [2], [7]. 

 

 

Fig. 1. Integrated Energy Management System Schema for PV-WT Hybrid 

System 

 When the PV panels are not producing enough power and 

the battery is less than 15% charged, the EMS triggers the fuel 

cell to operate as a backup power source. In order to maintain 

stable voltage levels, a Proportional-Integral-Derivative (PID) 

controller is used to control the voltage of the DC-DC 

converter in the fuel cell system. 

 The fundamental goal of this system is to prioritize 

photovoltaic power as the main energy source. The EMS uses 

the battery to augment the power source if the PV power is not 

enough. The fuel cell is turned on as a backup power source 

when the battery is low and stays on until the PV power is 

once again adequate. 

 This method guarantees the effective and wise use of the 

energy sources at hand, giving the load a steady and 

dependable power supply. The PV system's MPPT algorithm 

and the fuel cell DC-DC converter's PID controller work 

together to maximize the efficiency of their respective energy 

sources. 

B. Elements and Their Functions 

 Figure 2 below provides a more thorough description of 

these elements. 

• Photovoltaic effect: Transform solar energy into 

electrical energy using PV panels. 

• A DC-DC converter with MPPT applies Maximum 

Power Transfer. 

• To get the most power out of the PV, use Maximum 

Power Point Tracking. 

• Fuel cells use an electrochemical process to produce 

DC electricity. 

• DC-DC boost converter with PI controller controls the 

output voltage and raises the fuel cell's voltage to the 

necessary level. 

• The system's energy storage is provided by the battery 

bank. 

• The battery can be charged and discharged using a 

bidirectional DC-DC converter with PI controller, 

which also controls the voltage during these 

processes. 

• The intelligent function of IGBT switches regulates 

the flow of power between the sources and the load. 

• The intelligent control algorithm prioritizes the PV, 

uses the battery for discharge, and activates the fuel 

cell as a backup energy source, depending on the 

system conditions. 

• To keep the system's voltage levels constant, PID 

controllers control the DC-DC converters' voltage. 

• The electrical demand that must be satisfied is 

represented by the load. 

• The platform used to implement and simulate the 

complete system is called Simulink. 

 

C. Algorithmic Distribution and Management of Power 
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 A control approach for regulating the production and 

distribution of power in a microgrid system is shown in Figure 

2. Photovoltaic (PV) panels, fuel cells, and a battery energy 

storage system make up the microgrid. The goal is to maintain 

the battery's state of charge (SOC) and maximize the use of 

renewable energy sources while making sure the microgrid can 

supply the required amount of power. 

 The flowchart illustrates a decision-making procedure that 

ascertains the best course of action in light of the microgrid's 

demand and available power generation. It describes what 

should happen when PV generation surpasses demand, when 

battery discharge is feasible to fulfill demand, and when fuel 

cell backup is triggered when PV is insufficient and battery 

level is less than 15%. 

 PV generating is given priority. PV generation is used first 

when it is adequate to meet the demand. The extra electricity is 

utilized to charge the battery if PV generation surpasses 

demand. The battery is discharged to augment the power 

supply when photovoltaic generation is not enough to meet 

demand. The fuel cell is turned on as a backup until PV 

generation and battery power are restored if the battery level is 

less than 15% and there is no PV generation available. 

 

Fig. 2. Smart Microgrid Power Management Algorithmic Flowchart 

IV. RESULTS AND DISCUSSION 

A. PV and Battery Operation 

 The PV system's operation is illustrated graphically in 

Figure 4, which also features the PV array and MPPT DC-DC 

converter. This provides important details about power 

generation and converter efficacy in the renewable energy 

configuration. 

 

Fig. 3. PV Performance 

B. Fuel Cell and Battery Operation 

 The performance of the fuel cell system is shown in great 

detail in Figure 5. This figure highlights important variables, 

such as Vfc and Ifc, and shows how the fuel cell can function 

as a backup power supply. This fuel cell device has the ability 

to feed the grid and charge the battery autonomously. 

 
Fig. 4. Fuel Cell Performance 

C. Performance of Multi-Source Management 
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 After assessing the operation of the battery multi-source, 

fuel cell, and PV systems, we now turn our attention to the 

energy management system. An illustration of the system is 

shown in Figure 6, which also highlights the clever switching 

method made possible by IGBTs. We can see how power is 

allocated and switched between the sources, such Pwt and Pfc, 

in this picture. The system effectively controls power flow and 

makes sure that resources are used to their fullest potential. 

This thorough comprehension of the energy management 

system highlights its capacity to provide a dependable and 

effective power source. 

 
  

Fig. 5. Performance of the Battery and EMS 

 In addition to the data, Figure 6 shows the IGBT status for 

both the fuel cell and the PV, as well as the battery's state of 

charge (SoC). The energy management system uses intelligent 

battery draining to satisfy demand when the PV system's 

power generation is insufficient or nonexistent. Additionally, 

the energy management system automatically turns on the fuel 

cell as a backup power source when the battery's state of 

charge falls below 15%. 

 The functioning of the energy management system is 

comprehensively and comprehensively illustrated in the 

picture. This involves the PV and fuel cell switching on-the-fly 

depending on the available electricity and battery level. This 

all-encompassing viewpoint highlights the system's ability to 

efficiently control energy flow and ensure a steady supply of 

power. 

V. CONCLUSIONS 

 The examination of a hybrid energy system with PV, fuel 

cell, and battery components was the main focus of this study. 

The study provided important insights into the energy 

management and power dynamics of the system through 

comprehensive performance assessments. Insulated Gate 

Bipolar Transistors (IGBTs) facilitated an intelligent switching 

mechanism that was essential to the effective management and 

synchronization of power distribution among the system's 

constituent parts. This creative method made sure that all of 

the resources were used to their fullest potential, resulting in a 

dependable and effective power source. 

 When faced with situations including inadequate PV 

power or low battery charge, the energy management system 

proved to be effective. In these situations, the fuel cell was 

immediately turned on by the system as a backup, guaranteeing 

end users would always have power. The study offers a 

thorough comprehension of the multi-source energy system's 

synergistic operation and performance, emphasizing its 

potential for dependable and effective power management in a 

range of applications. 

 By providing insights to optimize the functioning of multi-

source energy systems, this work adds to the body of 

knowledge in this field. The results can direct the development 

and implementation of analogous systems, enabling 

dependable and sustainable power solutions. Potential avenues 

for future research and development could encompass refining 

energy management techniques, investigating sophisticated 

control systems, and incorporating extra renewable energy 

sources. Such initiatives will promote ecologically responsible 

and efficient energy systems. The results indicate 

advancements in dependable and environmentally friendly 

power infrastructures by enabling stakeholders to make 

knowledgeable decisions and put creative ideas toward 

sustainable energy solutions into practice. 
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Stu�y ��� si�u�ati�� �� Pac��� U ����s 5 ��v�rt�r 
��r Ph�t�v��taic �pp�icati��. 
�at�h � h��i�i                                                                   �i�a� ��u��u�a                                         Ta�j�r Si� ah���  
D�pt �� Pr�c�ss �ut��ati�� & ���ctri�icati��  D�pt �� �� ���ctrica� Syst��s ���i���ri��   D�pt �� Pr�c�ss �ut��ati�� & ���ctri�icati��  
�acu�ty �� Hy�r�carb��s a�� �h��istry,               �acu�ty �� t�ch�����y                                  �acu�ty �� Hy�r�carb��s a�� �h��istry 
U�iv�rsity �� b�u��r��s                                      U�iv�rsity �� b�u��r��s                                           U�iv�rsity �� b�u��r��s 
b�u��r��s, ����ria                                               b�u��r��s, ����ria                                                  b�u��r��s, ����ria 
�a.�h��i�i�u�iv-b�u��r��s.�z                             a.b�u��u�a�u�iv-b�u��r��s.�z                     s.ta�j�r�u�iv-b�u��r��s.�z  

 

�bstract—  th� �ir�ct �xp��itati�� �� s��ar ���r�y thr�u�h s��s�rs 
is bas�� �� tw� �isti�ct t�ch�����i�s: s��ar th�r�a� ���r�y, which 
pr��uc�s h�at, a�� s��ar ph�t�v��taic ���r�y, which ����rat�s 
���ctricity. T� �pti�iz� th� ���ici��cy �� th� c��v�rsi�� a�� 
�a�a�����t �� this ���r�y, static c��v�rt�rs p�ay a crucia� r���. 

�� th� �it�ratur�, s�v�ra� typ�s �� �u�ti-��v�� c��v�rt�rs ar� 
pr�s��t��, such as �u�ti-c��� i�v�rt�rs, th�s� with ���ati�� �i���s 
a�� th�s� with NP� structur�. �� �ur w�r�, w� ��cus �� th� PU� 
(Pac��� U ����) typ� v��ta�� i�v�rt�r, which is us�� t� i�j�ct 
���r�y �r�� a ph�t�v��taic (PV ) s�urc� i�t� th� ���ctricity �ri�. 
This t�p����y �a��s it p�ssib�� t� pr��uc� a quasi-si�us�i�a� 
v��ta�� a�� r��uc� har���ics tha��s t� th� hi�h �u�b�r �� v��ta�� 
��v��s it ����rat�s. 

�� this artic�� w� wi�� pr�s��t th� si�u�ati�� r�su�ts usi�� Mat�ab 
Si�u�i�� s��twar� �� th� 5-��v�� PU� i�v�rt�r with a �ri�-
c����ct�� ph�t�v��taic ����rat�r. 

��yw�r�s—  ph�t�v��taic syst��s, p�w�r c��v�rt�r, Pac��� U 
����s i�v�rt�r, Maxi�u� P�w�r P�i�t Trac�i�� 

�. ��tr��ucti��  

S��ar ph�t�v��taic ���r�y is a pr��isi�� s��uti�� t� ���t 
�r�wi�� ���r�y ���a�� whi�� r��uci�� �r���h�us� �as 
��issi��s. H�w�v�r, i�t��rati�� this ���r�y i�t� ���ctricity 
��tw�r�s r�pr�s��ts a c��p��x cha������. PU� typ� �u�ti-
��v�� i�v�rt�rs ����r i���vativ� s��uti��s t� �aci�itat� this 
i�t��rati��. 

��.Ph�t�v��taic syst�� 

 Ph�t�v��taic ���r�y pr��ucti�� syst��s c����ct�� t� a 
��tw�r� (�i�ur� 1.1) ar� a r�su�t �� th� tr��� t�war�s 
��c��tra�izati�� �� th� ���ctricity ��tw�r�. ���r�y is 
pr��uc�� c��s�r t� th� p�ac�s �� c��su�pti��. �ri�-
c����ct�� syst��s r��uc� th� ���� t� i�cr�as� th� capacity 
�� tra�s�issi�� a�� �istributi�� �i��s. �t pr��uc�s its �w� 
���ctricity a�� r�ut�s its �xc�ss ���r�y t� th� �ri�, �r�� 
which it �raws supp�i�s as ������; th�s� tra�s��rs ��i�i�at� 
th� ���� t� purchas� a�� �ai�tai� a batt�ry �1�. 

�t is sti�� p�ssib�� t� us� th�s� syst��s t� s�rv� as bac�up 
p�w�r wh�� a ��tw�r� �uta�� �ccurs. 

 

 
�i�.1 : Ph�t�v��taic syst��s c����ct�� t� th� �ri�. 

 

��.1.�haract�ristics �� a PV  ���u�� 

  � ph�t�v��taic ���u�� is �a�� up �� ph�t�v��taic c���s 
that c��v�rt s��ar ���r�y i�t� ���ctricity. �ts �ai� 
charact�ristics ar� its p�a� p�w�r ((p), which c�rr�sp���s 
t� th� �axi�u� p�w�r it ca� ���iv�r u���r sta��ar� t�st 
c���iti��s (1000 (/�2, 25°�). Th� ���u�� is a�s� 
charact�riz�� by its curr��t-v��ta�� (�-V ) curv�, which 
���i��s th� p�ssib�� ���ctrica� c���i�urati��s �� th� c��� 
u���r a �iv�� i��u�i�ati��. 

 
�i�.2. ���ctrica� charact�ristics �� ph�t�v��taic c���s a�� ���u��s 
 

��.2. PV  si�u�ati�� 

 
Th� L� ���ctr��ics ��c. L�385N2�-�4 ���u�� has 72 
����crysta��i�� si�ic�� s��ar c���s c����ct�� i� s�ri�s. L� 
���ctr��ics ��c. L�385N2�-�4 ca� pr��uc� a �axi�u� 
p�w�r �� 385 watts at 40 v��ts �2�. 

This a���w�� us t� ��t�r�i�� th� p�w�r a�� curr��t as a 
�u�cti�� �� th� v��ta�� �� th� ���u�� stu�i�� ��r a� 
i��u�i�a�c� �� 1000 (/�2 a�� a t��p�ratur� T=25°. Th� 
���ctrica� charact�ristics �� th� L� ���ctr��ics ��c. 
L�385N2�-�4 Ph�t�v��taic ���u�� u���r sta��ar� t�st 
c���iti��s ar� sh�w� i� Tab�� 1. 
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�i�. 3. Si�u�i�� b��c� �� a PV  ���u�� c��tr����� by MPPT.

Tab��1. Para��tr�s �� L� ���ctr��ics ��c. L�385N2�

Siz�s V a�u�s

Sta��ar� i��u�i�a�c� � 1000(/�2

T��p�ratur� T 25 

Maxi�u� p�a� p�w�r P� 385 (

Opti�a� v��ta�� V � 40.1 V

Opti�a� curr��t �� 9.61 �

Sh�rt circuit v��ta�� V c� 48.9 V

Sh�rt circuit curr��t �sc 10.16 

 

�i�. 4. ����u��c� �� variati�� i� i��u�i�ati�� �� th� charact�ristic (�

(P-V ). 

 

�i�. 3. Si�u�i�� b��c� �� a PV  ���u�� c��tr����� by MPPT. 

L�385N2�-�4 

V a�u�s 

1000(/�2 

( 

V 

� 

V 

10.16 � 

 

���u��c� �� variati�� i� i��u�i�ati�� �� th� charact�ristic (�-V ) a��  

 

�i�. 5. Th� �axi�u� p�w�r a�� v��ta�� at th� PV  �utput a�t�r 
app�yi�� MPPT. 

���. Th� si����

Th� Pac��� U ���� (PU�) �u�ti��v�� c��v�rt�r is a� 
a�va�c�� t�p����y that �v��v�� �r�� s�ria� �u�ti
c��v�rt�rs, a�s� ���w� as ��yi�� �apacit�r Mu�ti
��v�rt�r (��M�), ��v���p�� i� th� 1990s. This 
c���s i� th� shap� �� a "U" arra���� i� a casca��, �ach c��� 
b�i�� c��p�s�� �� tw� switch�s a�� a capacit�r. P�w�r�� 
by a �ir�ct v��ta�� s�urc�, this c��v�rt�r ca� pr��uc� a 
v��ta�� at 5 ��v��s �r ��r� �3

�i�. 6. �iv�-��v�� PU� c��v�rt�r.

���.1. ����a�� s�qu��c�s
Th� PU�5 i�v�rt�r us�s �i�ht �i���r��t switchi�� stat�s 
t� ����rat� a �iv�-��v�� �utput v��ta��. �� stat�s 2 a�� 7, 
th� capacit�r is char��� by c����cti�� it i� s�ri�s with 
th� D� s�urc� a�� th� ��a�, th�r�by �ai�tai�i�� th� 
capacit�r v��ta�� at ha�� th� D� s�urc� v��ta��. Th� 
�th�r switchi�� stat�s ar� us�� t� ����rat� th� �i���r��t 
�utput v��ta�� ��v��s, ra��i�� �r�� 

 

Th� �axi�u� p�w�r a�� v��ta�� at th� PV  �utput a�t�r 

Th� si����-phas� PU� i�v�rt�r 

Th� Pac��� U ���� (PU�) �u�ti��v�� c��v�rt�r is a� 
a�va�c�� t�p����y that �v��v�� �r�� s�ria� �u�ti-c��� 
c��v�rt�rs, a�s� ���w� as ��yi�� �apacit�r Mu�ti-��v�� 
��v�rt�r (��M�), ��v���p�� i� th� 1990s. This t�p����y us�s 
c���s i� th� shap� �� a "U" arra���� i� a casca��, �ach c��� 
b�i�� c��p�s�� �� tw� switch�s a�� a capacit�r. P�w�r�� 
by a �ir�ct v��ta�� s�urc�, this c��v�rt�r ca� pr��uc� a 

3�. 

 

��v�� PU� c��v�rt�r. 

����a�� s�qu��c�s 
Th� PU�5 i�v�rt�r us�s �i�ht �i���r��t switchi�� stat�s 

��v�� �utput v��ta��. �� stat�s 2 a�� 7, 
th� capacit�r is char��� by c����cti�� it i� s�ri�s with 
th� D� s�urc� a�� th� ��a�, th�r�by �ai�tai�i�� th� 

it�r v��ta�� at ha�� th� D� s�urc� v��ta��. Th� 
�th�r switchi�� stat�s ar� us�� t� ����rat� th� �i���r��t 
�utput v��ta�� ��v��s, ra��i�� �r�� -2� t� +2�. 
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�i�.7. �iv�-��v�� PU� c��v�rt�r �p�rati�� s�qu��c�s. 

Tab��2. ��v�rt�r switchi�� tab�� 

���.2. Th� PU� ��v�rt�r PU� Si�us Tria���� P(M 
���tr�� has �iv� ��v��s 

Th� PU�5 i�v�rt�r c��tr�� t�ch�iqu� a���ws ����rati�� 
a �iv�-��v�� �utput v��ta�� wav���r� usi�� r��u��a�t 
switchi�� stat�s, whi�� ���pi�� th� capacit�r v��ta�� 
�ix�� at ha�� th� D� s�urc� v��ta�� tha��s t� ju�ici�us 
ba�a�ci�� �� th� char��s a�� �ischar��s �� th� 

capacit�r. Sp�ci�ica��y, six switchi�� stat�s ar� us�� t� 
pr��uc� thr�� v��ta�� ��v��s (-�, 0, +�), th�r�by 
cr�ati�� r��u��a�t paths t� ���w curr��t thr�u�h th� 
��a� a�� ����rat� th� �iv� �utput v��ta�� ��v��s (0 , ±�, 
±2�) �4�. 

 

�i�.8. PU�5 i�v�rt�r P(M c��tr�� b��c� 

 
 

�i�.9.  r���r��c� si��a� a�� th� ��ur carri�rs 

���.3. Si�u�ati�� �� �iv�-��v�� PU� i�v�rt�r 
Tab�� .3. �iv�-��v�� PU� i�v�rt�r si�u�ati�� para��t�rs 

V ��ta�� V 1 
200V 

�apacit�r capacity 
3060 u� 

L �a� r�sista�c� 
60 �h� 

L �a� i��ucta�c� 
40 �H 

 

 

�i�.10. Si�p�� a�� c��p�u�� v��ta��s ��r r= 1, M� = 200 

 

Stat�s S1 S2 . 
S3 

Output 

v��ta�� 

 

V � 

1 1 0 0 V1  

+2� 

2 1 0 1 V 1-V2 +� 

3 1 1 0 V2 +� 

4 1 1 1 0 0 

5 0 0 0 0 0 

6 0 0 1 -V2 -� 

7 0 1 0 V 2-V1 -� 

8 0 1 1 
-V1 

-2� 
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�i�. 11.Th� curr��t wav���r� a�� its THD ��r r=1, M�=200 

 

 

�i�.12. S�urc� v��ta�� (V 1) a�� capacit�r v��ta�� (V 2) 

 

Tab��.4. Th� THD% va�u�s �� PU� i�v�rt�r curr��t at �iv� ��v��s. 

�at� �� 
���u�ati�� 

 

��=100 
(�p=5000Hz) 

��=200 
(�p=10000Hz) 

����x �� 
r��u�ati�� 

 

r=0.6 r=0.8 r=1 r=0.6 r=0.8 r=1 

THD % �� 
curr��t 

1.92% 1.32% 0.98% 1.18% 0.73% 0.59% 

 

1. ��t�rpr�tati��s �� th� r�su�ts 

 
Th� �pti�a� ���u�ati�� i���x a���ws �axi�u� us� �� th� 
avai�ab�� v��ta��, which pr��uc�s a� �utput wav���r� v�ry 
c��s� t� th� r���r��c� wav���r�. 

Th� THD is at its �i�i�u� b�caus� th� har���ic 
c��p����ts ar� r��uc�� t� a �i�i�u� ��r this ���u�ati�� 
�r�qu��cy. 

�y s�tti�� th� ���u�ati�� rat� at 100 (with a carri�r 
�r�qu��cy �� 5000 Hz) a�� varyi�� th� r��u�ati�� i���x 
�r�� 0.6 t� 1, w� ��t�:  

• �y i�cr�asi�� th� r��u�ati�� i���x r �r�� 0.6 t� 1, th� 
�u�b�r �� c��p�u�� v��ta�� ��v��s i�cr�as�s �r�� 7 t� 9.  

• Th� a�p�itu�� �� th� curr��t i�cr�as�s a�� appr�ach�s a 
si�us�i�a� ��r�, which r��uc�s its THD �r�� 1.92% t� 
0.98%  

�y i�cr�asi�� th� ���u�ati�� rat� t� 200 whi�� �ai�tai�i�� 
th� sa�� r��u�ati�� i���x va�u�s, w� s�� that th� curr��t 
THD va�u�s ar� s�a���r tha� th�s� �btai��� with a 
���u�ati�� rat� �� 100.  

Th� a�p�itu�� �� th� capacit�r v��ta�� (V 2) is �qua� t� ha�� 
th� a�p�itu�� �� th� s�tp�i�t (V 1). 

 

�V . Ph�t�v��taic syst�� c����ct�� t� th� ���ctricity 
��tw�r�: 

O� �ur s�tup, w� i�t�rc����ct�� 5 L�385N2�-�4 PV  
���u��s i� s�ri�s t� i�cr�as� th� v��ta�� a�� 66 i� para���� 
t� i�cr�as� th� curr��t, thus ��r�i�� a� ���ici��t 
ph�t�v��taic syst��. This syst�� is c��tr����� by a b��st 
ch�pp�r r��u�at�� by a� MPPT P&O a���rith�, a���wi�� 
���r�y pr��ucti�� t� b� c��ti�u�us�y �pti�iz�� by 
�����wi�� th� �axi�u� p�w�r p�i�t. Th� ����rat�� ���r�y 
is th�� st�r�� i� a st�ra�� batt�ry ��r �at�r us�, ��suri�� 
c��ti�u�us p�w�r supp�y �v�� i� th� abs��c� �� su��i�ht �5�. 

 

�i�.13. Sy��ptic �ia�ra� �� a ph�t�v��taic syst�� c����ct�� t� th� 
���ctricity ��tw�r�. 

�V .1. Si�u�ati�� �� th� �iv�-��v�� PU� i�v�rt�r c����ct�� t� 
th� c��s��-���p �ri�: 

Th� �iv�-��v�� PU� c��v�rt�r is �a�� up �� six switch�s 
(�i�.6) �ach switch ca� ���y hav� tw� stat�s, �a���y a stat� 
wh�r� it is b��c��� a�� a��th�r wh�r� it is saturat��, which 
�a��s it p�ssib�� t� r�ach (23) �i�ht stat�s i�c�u�i�� tw� 
r��u��a�t. Tab��.2 sh�ws th� �iv� v��ta�� ��v��s pr��uc�� 
��p���i�� �� th� switch stat�s. 

V .1.1. ���u�ati�� ���p: 

Th� c��tr�� �� th� PU�5 i�v�rt�r ��r c����cti�� t� th� �ri� 
is bas�� �� a c��tr����r sp�cia��y ��si���� t� r��u�at� th� 
a�p�itu�� a�� phas� shi�t �� th� i�j�ct�� curr��t, thus 
a���wi�� activ� a�� r�activ� ���r�y t� b� �xcha���� 
�pti�a��y with th� �ri� �6�.

 

�i�.14. PU�5 ��tw�r� c����ct�� with c��tr����r 
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�i�.15. ���s�� ���p P(M c��tr�� b��c� 

 

�i�.16. Th� �iv�-��v�� thr��-phas� PU� i�v�rt�r i� �ri�-c����ct�� PV  
syst��s 

 

�V .2. Si�u�ati�� r�su�t 

(� si�u�at�� a thr��-phas� �iv�-��v�� �ri�-c����ct�� PU�-
typ� i�v�rt�r c��tr����� by c��s��-���p P(M with a P� 
r��u�at�r. Th� si�u�ati�� para��t�rs ar� sh�w� i� th� tab�� 
ab�v�. 

 

Tab��.5.  �ri�-c����ct�� PU� i�v�rt�r si�u�ati�� para��t�rs 

 

N�tw�r� v��ta�� 
230/400V  

N�tw�r� �r�qu��cy 
50Hz 

��sista�c� (݂ݎ) �� �i�t�r 
10 �h� 

���ucta�c� (݈݂) �� �i�t�r 
79.6 �H 

�us capacit�r 
3060 u� 

Switchi�� �r�qu��cy �arri�rs 

 

5 �Hz 

Switchi�� �r�qu��cy 
�� th� ch�pp�r 

 

2.5 �hz 

 

�i�.17. si�p�� a�� c��p�u�� v��ta��s �� PU�5 

 

 

�i�.18. Th� curr��t �� phas� �a ����r� �i�t�ri�� 

 

 
�i�.19. Th� curr��t �� phas� �a ��t�r �i�t�ri�� 
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                �i�.20.. �urr��t THD 

 

 

�i�.21. Th� s�urc� v��ta�� (V 1) a�� th� capacit�r v��ta�� (V 2). 

 

��t�rpr�tati��s 
 

Th� si�p�� v��ta�� carri�s th� �iv� ��v��s: +2�, +�, 0, -�, -
2�. 

  Th� wav���r� �� th� curr��t i�j�ct�� i�t� th� ��tw�r�, 
c��s� t� a si�us�i� a�� with a ��w THD �� 0.37%. 

  Th� v��ta�� �� th� capacit�r (V 2) is �ai�tai��� at ha�� 
that �� th� s�tp�i�t (V 1). 

 

���c�usi�� 

 

(� si�u�at�� th� �iv�-��v�� PU� i�v�rt�r, c��tr����� by 
Pu�s� (i�th M��u�ati�� (Si�� Tria���� P(M), �ach ti�� 
���i�yi�� th� �r�qu��cy ���u�ati�� (M�) rat� a�� th� 
r��u�ati�� i���x (r). Th� r�su�ts sh�w a si�u�ta���us 
i�pr�v����t i� si�p�� a�� c��p�u�� v��ta��s. ��cr�asi�� 
th� ���u�ati�� rat� a�� varyi�� th� r��u�ati�� i���x a���w 
a� i�pr�v����t i� th� shap� �� th� curr��t a�� a r��ucti�� 
i� har���ic �ist�rti��s. �i�t�ri�� is us�� t� a�just th� 
wav���r� t� appr�ach th� si�us�i�a�. 
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Abstract— This work employs the maximum power point 

tracking (MPPT) method for maximum power extraction. Two 
control configurations have been proposed and examined. The 
first controller lacks a power loop, whereas the second one 
incorporates a power loop along with two supplementary 
proportional-integrator regulators. A cascade comprising two 
double-stage pulse-width modulation (PWM) converters is 
associated with the generator. 

The simulations, conducted using MATLAB, illustrate the 
behaviour of the employed dual-feed induction machine and 
focus on parameters characterising the machine, including 
active and reactive power and electromagnetic torque. The 
analysis considers the absence and presence of disturbances 
(fault event) with the two controllers. It was observed that the 
controller with a power loop demonstrated qualitative results, as 
the assumed disturbances did not significantly impact the 
machine parameters throughout the fault duration. 

Keywords— DFIG, Vector control,  MPPT control, Indirect 

field oriented control (IFOC).  

I. INTRODUCTION  
Injection of wind-generated electricity into power grids 

causes disturbances to the grid, and inversely, because of the 
wind speed irregularity. These disturbances include voltage 
drops in the power network.  

Before the introduction of standards governing wind 
energy generation, the protection plan was based on the 
disconnection of the wind farm from the power grid in case 
of fault event, such as a voltage drop at the connection 
between the farm and the power grid to less than 0.85 of Un 
[1-3]. 

 It is essential for wind farms to be equipped with fault 
detection systems and have the ability to disconnect in 
voltage drop events. This issue has led to the introduction 
of new solutions to be applied in voltage drop situations. 
The connection of variable-speed wind turbines (DFIM 
and SM structures) to the grid has become much 
smoother due to the use of power electronics systems and 
networks. 

II. WIND SPEED MODELING  

The dynamic properties of the wind are fundamental 
to the study of the whole energy conversion system, since 
under optimum conditions the wind power depends on 
the cube of the wind speed. 

a. Model of the turbine under study 

Knowing the turbine speed, the aerodynamic torque 
is therefore expressed by: ��  =   Cp ρS V  Ω     (1) 

Based on the above equations, the dynamic model of 
the turbine can be illustrated by the diagram of Fig.1: 

 

 

Fig. (1). Block diagram of the wind turbine 

The simulations were carried out using the 
MATLAB/SIMULINK simulator [4]. The wind average 
speed is set to 7.7 m/s. Fig. (2) to (5) show the wind profile 
of the considered site, the rotor speed and the power 
coefficient for different pitch angles and the speed 
multiplier gain, respectivel 

 

 
Fig 2. Wind profile of the considered site 
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                Fig 2. Wind profile of the considered site 

 
                  Fig . 3. Rotor speed 

 

 

Fig. 4: Power coefficient for different values of the stall 
angle without MPPT control and for G=5.4 

 

 

       Fig. 5. Power coefficient for different pitch angles  without 
MPPT control and for G=8 

  
 

The simulation results show that rotational speed 
match with the wind speed variation. This shows the 
impact of the variation of the mechanical speed as a 
function of the wind speed on the generated electrical 
power. Fig.(4) and (5) show the variation of the power 
coefficient Cp as a function of the pitch angle for 
different multiplier gains. The results show that for a 
pitch angle, β = 2, Cp reaches 0.48 at 3s for G = 5.4, after 
which Cp decreases. However, for G = 8 and β = 2, Cp 
reaches its maximum level, and decreases for higher 
pitch angles.  

III.TURBINE CONTROL USING MPPT METHOD  

The most commonly used control system for 
conventional wind turbines directly connected to the 
power grid is mainly based on maximum power point 
technology (MPPT) [5], without centralized monitoring. 
They need to be disconnected from the grid when a fault 
occurs. In order to extract a maximum generated power, 
it is necessary to set the optimal wind speed ratio, Ȝoptim, 
to the maximum power coefficient Cp_max.  

Figure (6) illustrates the MPPT bloc diagram without 
the wind speed measurement. 

 

 
 

Using the MPPT strategy for the whole system, and for 
the same wind profile, the rotor speed and the power 
coefficient are shown in figures (7) and (8) respectively. 

 

 

.  

 
                   
 
 
 
 
 
 
 
 

Fig. 7. Rotor speed using MPPT control 
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Fig. 6. MPPT bloc diagram without the wind speed measurement 
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Fig. 8. Power coefficient using MPPT control  

 
   Figure (9) shows that the power coefficient 

converges to its maximum theoretical level. This factor is 
obtained for a fixed pitch angle β of 2°, which yields an 
optimum Ȝ of 9.2. We can see that the Cp curve reaches 
its maximum value with and without wind variation 
denoting that the MPPT control is reliable. This control 
method converges to the optimum conditions by 
measuring the rotation speed, without using a wind speed 
sensor, and simplifies significantly the maximum power 
search algorithm.  

IV. MADA modeling and control 

After having studied the mechanical part of the wind 
turbine, we will now focus on the DFIFG operation in a 
generator mode as well as the power converters. 

   Variable speed wind farms (DFIG and SM 
structures) are being more performant with power 
electronics based interfaces. The main feature of the 
widely used DFIG structure is that it consists of an 
asynchronous machine with a wound rotor, and can 
deliver active power to the grid via the stator and the 
rotor. When directly connected to the grid, the rotational 
speed must remain practically constant in order to keep 
the machine close to the synchronous speed. This 
limitation reduces the wind turbine efficiency at high 
wind speeds [6]. To overcome this problem, a solution 
consists on adding a static converter between the machine 
and the grid. The device can then operate at a variable 
speed because the voltage is rectified whatever is the 
machine speed, and an inverter on the grid side matches 
the device and the grid frequencies.   

   This configuration allows achieving good efficiency 
over a wide range of wind speeds at a reasonable cost, as 
the power converters small in size [7].  On the other hand, 
the connection to the grid presents a significant challenge. 
The electrical grid is not stable and it is usually subject to 
disturbances. The latter can generate fault currents in the 
machine and, ultimately, damage the converters. 

In this context, we are going to summerize the system 
operation and focus on the sensitivity to disturbances 
which usually cause faults in the network, in particular, 
short-circuits and voltage dips in the power grid. A 
voltage dip is a sudden drop in voltage amplitude lasting 
between half a period and one minute [8]. It is 
characterized by its depth (ΔV) and time duration (Δt).  

 Indirect control  

Is so called because it does not use a flux control loop 
and, therefore, does not require a sensor. In this control, 
the flux vector is estimated from the measurement of 

 
 Voltage equations 

The equation relating the electromagnetic torque to the 
stator flux and the rotor current is  [9] :  

 Cୣm = pܯ�  ቀφ s. I୯s − φ୯s. I sቁ (2) 

 

Where � is the number of pairs of poles in the machine. 

 Vector control of a double-feed induction machine 

   Flux-oriented control applied to electrical machines is used to 
obtain the desired operating mode by positioning the current 
vectors and the resulting flux vectors, [9].  

   By choosing a d-q two-phase reference frame related to the 
stator rotating field and aligning the stator flux vector φ_s with 
the d-axis, we can write: 

 �  = �          et  �  =   (3) 

   By choosing a d-q two-phase reference frame related to the 
stator rotating field and aligning the stator flux vector φs with 
the d-axis, we can write: 

Equation (29) then becomes  

  � � = �  (4)   �  � �ܯ

 Relation between stator power and rotor currents 

The stator active and reactive powers of an asynchronous 
machine in one of the two-phase references are expressed by: 

 

{  
  � = =                  � �ܯ �−  (5)   � �ܯ �− � ݓ  �

 
The systems of equations allow illustrating the network 

to be controlled as shown in figure 9. 
 

 

 

 

 

 

 

 

Fig.9. MADA block diagram 

We observe that power and voltage quantities are related by 
first-order transfer equations. It is also noticed that we can use 
vector control because the control can be achieved 
independently along each axis. In order to maintain a uniform 
power factor on the stator; and thus optimize the power transfer 
to the grid, the reactive power setpoint is kept at zero. On the 
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rotor currents and speed, based on the machine rotor 
circuit equations. 

a) Indirect control without power loop  
Keeping the assumptions about the network stability, 

we obtain the control system illustrated in figure (10) 
where we have a rotor current control loop whose 
setpoints are deduced from the power levels assigned to 
the machine. 

The rotor currents iqr and idr, which are the images of 
the stator active power Ps and the stator reactive power 
Qs respectively, follow their reference levels. 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Block diagram of indirect control without power loop 

 
The simulation results for Indirect Control without a 

powerloop are shown in the figures below. 

 
Fig.11. Active power 

 
Fig.12. Reactive power in CIDSBP 

 

 
Fig.13. Electromagnetic torque  

 

 

 

 

other hand, the active power setpoint must achieve optimal 
wind turbine power coefficient. The method, known as the 
indirect method, consists in taking into account the coupling 
terms and compensating them by using a system consisting of 
two loops to control the rotor powers and currents.  

 The obtained results show clearly that the Indirect Control 
method is more performant since it achieves perfect decoupling 
and a good fault tracking. When the fault is present, the error 
between the estimated and the reference quantities is visible 
because the power loop is missing. Instead, the rotor current 
remains almost invariant during the fault duration.Concerning 
the decoupling between the direct and the quadrature axes, it is 
observed that this does not appear in the reactive power graph. 
However, the influence of the reactive power variation is 
visible in the active power graph. Still, this influence is less 
significant in Indirect Control which does not have a power 
loop. 

b) Indirect control with power loops  

In order to improve the controller performance, we are 
going to incorporate an additional control loop at the power 
level in order to eliminate the static error while preserving the 
dynamics of the system. This results in the block diagram 
shown in Figure (14), which shows the two control loops for 
each axis; one controlling the current, and the other, the power. 

 
Fig. 14. Block diagram of indirect control with power loop 

The simulated results for Indirect Control with Power loops 
are depicted in figures 15-17. 

 
Fig. 15.Active power in CIDABP 

 

Fig .16. Reactive power in CIDABP 
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Fig.17. Electromagnetic torque in CIDABP  

       
The obtained results show clearly the significant 

performance of the PI controller. Indeed, the active and 
the reactive powers follow their respective reference 
levels as illustrated in Figure 15 and 16, respectively, 
even in the presence of a fault. Furthermore, the rotor 
current and the electromagnetic torque do not vary during 
the fault event. Similar results are observed with indirect 
control without a power loop since the impact of the P 
step is much less significant with a power loop. 

V. CONCLUSION 

A brief description of the main steps involved in wind 
to electrical power conversion is first presented in this 
paper. The generated electrical power and its injection to 
a power grid network are also discussed along with the 
relevant limitations dealing, mainly, with fault events. 
The latter usually consists of voltage disturbances in the 
power grid system. Solutions based on power electronics 
interfaces have been proposed. These ones need to be 
driven by suitable and performant controllers. 

In this work, the MPPT method for maximum power 
extraction is used. Two control configurations have been 
suggested and investigated. The first controller does not 
include a power loop, whereas a power loop is inserted in 
the second one along with two additional proportional-
integrator regulators. A cascade consisting of two double-
stage PWM converters is associated to the generator. 

The simulations, carried-out using the MATLAB 
software, describe the behavior of the used dual-feed 
induction machine and concern parameters characterizing 
the machine such as active and reactive power and the 
electromagnetic torque. The analysis assumed absence 
and presence of disturbances (fault event), using the two 
controllers. It has been observed that the controller with 
a power loop exhibits qualitative results since the 
assumed disturbances have not induced any significant 
impact on the machine parameters throughout the fault 
duration.  

As a further scope, it is suggested to use other 
controller types and achieve a performance comparative 
study with the investigated configuration. 
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Abstract—This paper investigates a selective user cooperation
strategy for cooperative compressed spectrum sensing in cognitive
radio networks. By estimating the signal-to-noise ratio of com-
pressed measurements for multiple secondary users, the proposed
approach dynamically selects high-SNR users to participate in
cooperative detection. This selection reduces the impact of noise
from low-SNR users, significantly enhancing the quality and
accuracy of sparse signal recovery. The methodology is validated
through both simulations and an SDR-based implementation,
demonstrating notable improvements in recovery accuracy and
spectrum sensing performance, particularly in challenging, noisy
environments.

Index Terms—Cooperative Compressed Spectrum Sensing,
Selective User Cooperation, Signal-to-Noise Ratio, Sparse Signal
Recovery, SDR, Cognitive Radio Networks.

I. INTRODUCTION

In modern communication systems, accurately estimating

the Signal-to-Noise Ratio (SNR) is crucial for optimizing per-

formance, particularly in environments characterized by noise

and interference. This paper addresses the estimation of SNR

for compressed vectors in cooperative sensing frameworks,

where multiple nodes collaborate to improve signal detection

and estimation. Using compressed sensing (CS) techniques, we

aim to develop methods capable of identifying and eliminat-

ing the worst-performing channels, thereby improving overall

system efficiency. Recent advances in deep learning and CS

provide a robust foundation for this research, allowing for

more accurate SNR estimations under varying conditions. CS

has emerged as a powerful tool for acquiring and processing

sparse or compressible signals with significantly fewer samples

than traditional methods. In cooperative sensing scenarios,

multiple nodes collaborate to enhance performance by sharing

information and leveraging diversity. However, the presence of

channels with low SNR can degrade the overall performance

of the system.

In the context of cooperative compressed spectrum sensing

(CCSS), several works have explored the estimation of SNR to

enhance detection performance. These studies typically focus

on improving the accuracy of SNR estimates, which are crucial

for adaptive decision making in CS algorithms. Using tech-

niques such as statistical modeling or machine learning, these

approaches aim to optimize detection thresholds and improve

the robustness of spectrum sensing in low-SNR environments.

The paper [1] presents a channel estimation technique

for massive MIMO systems that minimizes pilot overhead

by integrating compressive sampling matching with sparsity

adaptive matching pursuit. Enhances normalized mean square

error (NMSE) performance at high SNR while lowering

computational complexity compared to traditional methods.

The study [2] presents a method for estimating the unknown

noise variance in CS problems, where measurements are often

contaminated by additive noise. Accurately estimating the

noise variance is important because it helps to improve the

design of signal reconstruction algorithms. Authors in [3] pro-

pose low-complexity blind estimators for noise power, signal

power, SNR, and MSE in multi-antenna mmWave systems,

utilizing the sample median and sparsity in the beamspace

representation of channels for efficient estimation.

In [4], the authors propose a new approach for primary user

(PU) compressed detection in cognitive radio networks using

an ensemble of machine learning classifiers, improving accu-

racy and robustness in multipath fading and hidden terminal

scenarios.

Similar projects have already been completed. In this work

[5], we examined the effectiveness of the effect of fusion rules

on cooperative networks for CSS. The AND rule has the lowest

false alarm rate Pf and a relatively high detection probability

Pd for small networks, while the vote rule has the highest Pd

for acceptable Pf according to IEEE 802.22 cognitive radio

standard. In addition, a virtualization strategy was proposed

to improve SNR and size sensitivity performance. Another

study [6] explores the use of the RMP recovery algorithm in

conjunction with the AND rule that exhibits the lowest Pf for

support tracking. The current literary works performed better

under the suggested structure.
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Both works in [5], [6] improve the detection performance of

dense networks and require precise synchronization between

channels for coherent integration. We are mostly interested

in small networks for faisability and manageability purposes.

To reduce complexity and improve performance at the same

time, we proceed to a quick SNR estimation to sort channels

and eliminate the worst one from the cooperation process.

The estimation does not need to be highly precise since the

exact SNR value does not matter too much. Estimating the

SNR from two measurement periods can be a useful approach

to isolate noise and improve sparse recovery in compressed

sensing. This document outlines the method for estimating the

SNR of two periods of measurements by subtracting them and

isolating the noise component.

This method requires neither channel synchronization nor

a large number of secondary users, with noticeable improve-

ments even in small network configurations.

II. COMPRESSIVE SENSING

Compressed Sensing (CS) is an advanced signal processing

method designed to reconstruct sparse or compressible signals

using only a limited set of linear measurements. The key

concept behind CS is its ability to take advantage of the

signal’s natural sparsity or compressibility when represented

in an appropriate basis.

A sparse signal, which contains only a small number of non-

zero components in a given basis Ψ−1 [7], can be compressed

using the following expression:

yM×1 = Φx+ b = ΦM×NΨ−1

N×NsN×1 + bM×1 (1)

In this context, y represents the measurement vector, Φ is the

sampling matrix, x is the signal sampled at the Nyquist rate,

Ψ is the sparsifying matrix, b accounts for the noise, and s
denotes the sparse vector. The compression is achieved through

the sensing matrix A = ΦΨ−1.

The goal is to reduce the size of the signal, achieving a sub-

Nyquist sampling rate where M ≪ N . Each measurement

in the compressed vector represents a weighted sum of the

components of the original signal. In the absence of noise,

equation (1) becomes underdetermined, making it impossible

to recover x or s directly from y. However, by exploiting the

sparsity of s, characterized by its support supp(s) = k ≪
N , it becomes feasible to reconstruct the signal. The sparsest

solution can be found by solving:

s0 = argmin
s
|s|0 s.t. y = As (2)

Although solving for |s|0 is NP-hard, it can be approximated

through convex relaxation by minimizing |s|1 [8], which is

computationally feasible. The number of required measure-

ments depends on the signal sparsity, the Nyquist rate, and the

properties of the sampling matrix. Some common examples of

measurement requirements include:

{

Mmin ≃ 1.32Klog(N/K + 4) + 3 N and B

Mmin ≃ 1.7Klog(N/K + 1) + 1 AIC
(3)

One of two requirements must be satisfied for optimal

and robust signal recovery: low mutual coherence, which is

the greatest correlation between the columns of the sensing

matrix, or the Restricted Isometry Property (RIP) [7], [9].

Numerous sampling matrices, including Toeplitz matrices,

circulant matrices, and random matrices, have been presented

[10], [11]. Although random matrices are easy to construct,

they require a lot of computing power and memory to store

data. Toeplitz and circulant matrices, on the other hand, are

structured matrices that require fewer measurements for signal

sampling and are computationally efficient.

There are various types of sparse signal recovery techniques,

including deep learning, convex relaxation, greedy algorithms,

and Bayesian approaches [10]. Convex relaxation is based

on linear programming, or one-norm minimization, which

provides excellent precision at the expense of computational

complexity. The Augmented Lagrange Method (ALM), Gra-

dient Descent, and Least Squares are popular methods [12].

Greedy algorithms, which iteratively choose the most advan-

tageous components based on the measurements, provide a

simpler alternative to these methods due to their considerable

complexity.

Although it breaks down the signal iteratively, the funda-

mental Matching Pursuit (MP) method may not be very accu-

rate. By making sure the chosen components are orthogonal

to the residual, Orthogonal Matching Pursuit (OMP) enhances

MP and increases accuracy while controlling overfitting [13].

OMP still needs to be carefully adjusted and is susceptible to

noise.

For wideband spectrum sensing in Cognitive Radio Net-

works (CRNs), Fast Matching Pursuit (FMP) is used in [14].

It achieves effective signal reconstruction at just 25% of the

Nyquist rate, greatly speeding up performance compared to

similar algorithms.

III. COOPERATIVE SENSING

Through information exchange and the use of diversity,

several nodes work together in cooperative sensing to enhance

system performance as a whole. Improved coverage, precision,

and dependability may result from this. There are two primary

categories into which cooperative sensing falls:

• Data fusion: The nodes combine their individual mea-

surements to obtain a more accurate estimate of the target

signal.

• Distributed processing: The nodes collaborate to perform

joint signal processing tasks, such as compressed sensing

or detection.

The existence of channels with low SNR is one of the

main obstacles in cooperative sensing. These channels have

the potential to add noise and impair system performance as a

whole. Consequently, identifying and reducing the impact of

low-SNR channels is crucial.

By successfully addressing problems such as multipath

fading, CSS increases spectrum sensing efficiency and de-

tection accuracy. However, Cognitive Radios (CRs) need to
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continuously identify Primary User (PU) activities and limit

interference because spectrum availability is dynamic.

Cooperative spectrum sensing (CSS), in which users work

together to improve detection reliability, has been the subject

of research. To enhance fusion procedures and minimize

shadowing effects, for example, Bouzegag et al. [15] presented

Improved Square Law Combining (SLC) rules.

Furthermore, to enhance wideband spectrum sensing (WSS)

at sub-Nyquist rates, the combination of collaboration and

Compressive Sensing (CS) has been investigated. Single-node

and multinode systems can benefit from two approaches that

decrease complexity and increase noise resistance [16].

Secondary users (SUs) send autocorrelation data to a fusion

center (FC) for decision making in a centralized CSS approach

published in [17]. The Matching Pursuit algorithm is used

to reconstruct signals, which reduces the impact of noise but

increases complexity by requiring a high sampling rate for the

computation of the autocorrelation matrix.

IV. DIFFERENTIAL MEASUREMENT TECHNIQUE FOR

NOISE-REDUCED SIGNAL RECOVERY

The two sets of compressed measurements, y1 and y2, are

assumed to correspond to the same signal x but to have distinct

noise realizations:

y1 = Φx+ n1

y2 = Φx+ n2

where n1 and n2 are noise vectors, x is the same signal and

Φ is the same measurement matrix. The result of subtracting

the two measurements is the following:

ydiff = y1 − y2 = (n1 − n2)

The noise difference n1−n2 is all that remains after the signal

Φx is ideally canceled out. This makes it possible to estimate

the noise power.

A. Noise Power Estimation

The noise difference n1 −n2 is a new noise vector, and its

power can be calculated as:

Pnew noise =
1

2
∥n1 − n2∥

2

Since ydiff = n1 − n2, the noise power can be approximated

as:

Pnew noise ≈
1

2
∥ydiff∥

2

B. Signal Power Estimation

Next, we estimate the signal power using one of the original

measurements (assuming that both have the same signal):

Psignal = ∥Φx∥2 ≈ ∥y1∥
2 − ∥n1∥

2

To estimate ∥n1∥
2, we use the noise difference:

∥n1∥
2 ≈

1

2
∥ydiff∥

2

Thus, the signal power is approximated as:

Psignal ≈ ∥y1∥
2 −

1

2
∥ydiff∥

2

C. SNR Estimation

Finally, the SNR can be estimated as:

SNR = 10 log
10

(

Psignal

Pnew noise

)

where Psignal and Pnew noise are the estimated signal and noise

power, respectively.

D. Considerations

1) Signal Stability: This method assumes that the signal

x remains constant over the two measurement periods. If the

signal changes, the subtraction will not perfectly cancel it,

affecting the noise estimate.

2) Independent Noise: The method also assumes that the

noise vectors n1 and n2 are independent and identically

distributed (i.i.d.) with the same variance. Correlated noise

can bias the SNR estimate.

E. Use of SNR in Sparse Recovery

• Noise-aware algorithms: Recovery performance can be

enhanced by algorithms such as Lasso or Basis Pursuit

Denoising, which use the noise level to better tune their

parameters.

• Adaptive thresholding: SNR estimation aids in estab-

lishing suitable thresholds for detecting significant coef-

ficients, enhancing recovery accuracy in techniques like

Matching Pursuit.

• Stopping criteria: In order to prevent overfitting of the

noise, iterative algorithms can utilize the noise level to

decide when to stop.

• Cooperation: When making decisions, we can choose

the optimal channels in cooperative networks.

V. RESULTS

A sparse spectrum wide band signal was used to drive the

simulation. When one Secondary User (SU) is removed, the

network is large enough to retain the cooperation hypothesis.

The AND rule serves as a hard fusion rule, and a greedy

algorithm is used for recovery. The average SNR of the

appropriate number of channels L on the y axis is represented

by the SNR axis (x axis) in the 3D curves of Figure 1. The

SNR fluctuation is the only difference between the first and

second lines. ∆SNR = 1dB, and 10dB are the expected

values.

The recovered support portion of the cooperative com-

pressed sensing technique is shown in Figures 1.a and 1.d.

When removing the worst channel, both figures perform better

in terms of cooperative detection probability Qd. Cooperation

in the original network (L-sized) is shown by the colored map,

while the reduced network (L-1) is represented by the red grid.

Figures 1.b and 1.e demonstrate the improvement in Qd. It is

clearly seen that there is no negative value, indicating that the

strategy is always effective. In medium SNR (around 6dB)

and smaller networks, greater improvements are discernible.

The cooperative false alarm rate Qf is shown in the final two

figures, 1.c and 1.f, for both fluctuation scenarios according to
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Fig. 1. Cooperative detection probability and false alarm rate: (a) Qd of L Vs L-1 channels (∆ SNR=1dB). (b) Qd improvement (∆ SNR=1dB). (c) Qf

deterioration (∆ SNR=1dB). (d) Qd of L Vs L-1 channels (∆ SNR=10dB). (e) Qd improvement (∆ SNR=10dB). (f) Qf deterioration (∆ SNR=10dB).

SNR and L. Transformation degradation is comparable to the

new Qf of the smaller network because the AND rule initially

shows a relatively low Qf . The maximum value complies with

the previously specified IEEE 802.22 CR requirement since

it is less than 5× 10−3.

VI. SDR VALIDATION

As shown in Figure 2, we realized a framework in accor-

dance with the methods described in [6] in order to validate the

suggested strategy. Eight receivers (USRP B210), a centralized

Fig. 2. Manipulations with Software Defined Radios (SDRs).

fusion center, and a single transmitter (HackRF One) make up

the network included in this framework. The frequency, phase,

and timing of the system are carefully adjusted to provide

accurate cooperative detection and precise synchronization.

• Frequency Calibration: We used frequency calibration to

ensure alignment at the receiver end and prevent fre-

quency offset across receiving channels. This calibration

process makes sure that frequency shifts will not interfere

with signal detection, which is important for cooperative

spectrum sensing.

• Phase Calibration: To align every channel with a speci-

fied reference channel, a phase correction mechanism is

incorporated into the phase calibration procedure. Phase

differences across receivers can reduce detection accu-

racy, particularly in cooperative setups where combined

signals are examined; therefore, this alignment is crucial

for coherent detection.

• Timing and Synchronization: A two-tiered clocking

mechanism is used to produce synchronization. First,

to guarantee alignment at a lower level, each pair of

channels shares synchronization via the motherboard

clock. Second, by coordinating the timing for every

channel in the network, the central PC clock keeps the

four motherboards in sync. Since any time misalignment

could result in decreased cooperative detection efficiency,

this multilayered synchronization strategy is crucial for

efficient data fusion at the fusion center.

We used cooperative compressed sensing several times

during successive periods of compressed measurements in

order to apply Monte Carlo averaging to ensure accuracy.

Because the SNR varies over time, the curves may not match

those seen in simulations. As a result, the false alarm rate and

detection probability are averages over several realizations.

In terms of performance, Figure 3(a) demonstrates that there

is a significant performance gap across all network sizes, with

the cooperative detection probability for L channels being

lower than that of the L − 1 best channels. This finding

615 FT/Boumerdes/NCASEE-24-Conference



3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8

Network size (L)

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45
R

e
c
o

v
e

re
d

 S
u

p
p

o
rt

 P
o

rt
io

n

All Channels

Best Channels

3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 8

Network size (L)

0

0.5

1

1.5

2

R
e

c
o

v
e

ry
 E

rr
o

r

10-3

All Channels

Best Channels

(a) (b)

Fig. 3. Detection performance: (a) Qd of L Vs L-1 channels. (b) Qf of L Vs L-1 channels.

demonstrates how choosing the most dependable channels can

increase detection accuracy. Meanwhile, the cooperative false

alarm rate is shown in Figure 3(b), where a small decline is

observed for smaller network sizes (3 or 4 users). However,

this rise stays within the IEEE 802.22 standard’s permitted

bounds, showing that the framework retains a high degree

of dependability even in the face of slight variations in false

alarms. The resilience of the cooperative detection framework

under varied situations is thus demonstrated by this SDR-based

implementation, which confirms the suggested method in a

real-world setting.

VII. CONCLUSION

In this study, we introduced a novel cooperative compressed

sensing (CCS) method designed for cognitive radio networks

(CRNs) that function in difficult environments like deep fading

and high shadowing. Significant performance increases in

compressed spectrum sensing were shown in early simulations

driven by a sparse wideband signal, especially in challenging

scenarios like the removal of a secondary user (SU) from

the network. After these simulations, as detailed in the SDR

Validation section, we used a Software-Defined Radio (SDR)-

based implementation to evaluate our methodology in an

actual environment. With exact frequency, phase, and timing

calibrations to guarantee synchronized, accurate cooperative

detection, this useful framework used a HackRF One trans-

mitter, eight USRP B210 receivers, and a centralized fusion

center. The SDR-based validation strengthened our approach’s

potential for practical implementation by confirming its ef-

fectiveness and robustness. Key findings from simulation and

SDR-based assessments were as follows:

• Robust Cooperative Detection: Regardless of network

size, the technique’s capacity to maintain high detection

accuracy in CRNs is demonstrated by the cooperative

detection probability (Qd), which continuously improved

under all network conditions, including the removal of

the least dependable channel. The SDR validation echoed

the dependability observed in simulated environments

by confirming that the cooperative CSS technique main-

tained strong detection performance across network sizes

under real-world situations.

• Performance in Moderate SNR Regimes: The suggested

approach is well-suited for networks with limited re-

sources, as evidenced by the positive increases in Qd

that were especially apparent in moderate SNR regimes

(around 6 dB) and with lower network sizes. These results

were further supported by the SDR validation, which

demonstrated constant efficacy in settings with low and

moderate SNR.

• False Alarm Control: With an SDR-confirmed rate well

below the typical threshold of 5× 10−3, the cooperative

false alarm rate (Qf ) stayed below the strict IEEE 802.22

requirements. The AND rule continuously maintained Qf

at acceptable levels, even slight changes brought on by

SNR variations, guaranteeing a trustworthy depiction of

spectrum occupancy free of excessive false alarms.

• Flexibility and Adaptability: By keeping only the most

dependable channels, the architecture was shown to be

flexible enough to adjust to variations in network size in

both simulations and SDR validation. This flexibility is

crucial in dynamic wireless contexts where the amount

of available SUs might be impacted by things like move-

ment, interference, or device limitations.

Even though the current study uses both simulated and real-

world SDR implementations to evaluate the suggested CSS

strategy, there are still a number of areas that require more

investigation and improvement:

• Extending the SDR implementation to handle real-time

processing constraints will be an important step in as-

sessing the performance of the approach in live wireless

environments.

• Developing adaptive algorithms that can respond to real-

time changes, such as the addition or removal of SUs,

will be critical for the framework’s practical viability in

flexible network topologies.

• Enhanced Fusion Techniques: Additional research into

other fusion rules or hybrid decision-making approaches

could improve the resilience of detection, especially in
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heterogeneous CRNs with variable SU dependability.

• Energy Efficiency and Computational Optimization: It

will be crucial to look at simpler recovery techniques or

ways to decrease computational complexity, particularly

for dense or large-scale CRNs with constrained resources.

In conclusion, even in the face of difficult circumstances

like fading and shadowing, the suggested cooperative CSS

method is supported by the combined simulation and SDR

validation as a viable way to improve spectrum sensing in

cognitive radio networks. This method has a great deal of

promise for real-world CRN applications with continued study

and hardware optimization, which will ultimately help next-

generation wireless networks use spectrum resources effec-

tively and dependably.
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Abstract—Testing is a crucial phase in the software engineering
development lifecycle, represented by a well-defined chain of
tasks to ensure that software quality objectives are met. With the
advent of artificial intelligence algorithms, carrying out various
types of software testing has become a costly and complex
phase, requiring a great deal of time and effort. Object-oriented
programming (OOP) is an influential software development
methodology, emphasizing objects to promote modularity and
code reusability. In this context, the evaluation of object-oriented
metrics has become crucial for measuring software quality, com-
plexity and performance. Some researchers have proposed the use
of software metrics to describe the characteristics of software
evolution. and improve the defect prediction rate. To achieve
this, we have proposed new object-oriented software metrics that
monitor import and exception conflicts. We propose a formal
mathematical model based on Java lookaround assertions, which
enables these aspects of the code to be automatically detected
and analyzed. This structured approach is useful for software
development environments, as it makes it easier for developers
to spot specific types of problem. Our job is to: 1- exploring
object-oriented metrics for software fault prediction. 2- propose
new metrics to better understand the contemporary challenges
of software development.

Index Terms—software metrics, object-oriented, regular ex-
pression, Java, lookaround assertions, software engineering, for-
mal model, software fault prediction.

I. INTRODUCTION

A. Motivation

Several works in artificial intelligence have shown that

there is a correlation between the variables of object-oriented

metrics and the increase in software fault prediction rates: [1]

[2] [3] [4] [5] [6] [7] [8]. Since the detection and determination

of software defects is a very delicate, difficult and costly phase

compared to developers who spend a lot of time to target

and correct them in the different phases of the software life

cycle such as unit tests, functional tests, integration tests, etc.

The transition to software defect prediction becomes essential

because it allows to reduce the effort, time and resources to

identify any type of software defects before the delivery of

the product to the end customer. Generally, software defect

prediction is based on machine learning models [9] [10] and

software metrics [11] [12]. Which makes the emergence and

development of new software metrics play a very important

role in the quality and accuracy of software defect prediction

[13] and what prompted us to study the paradigm of object-

oriented programming to propose new metrics that represent

fundamental concepts of OOP and that positively influence the

prediction of software defects. Existing solutions suffer from

lack of certain metrics that represent fundamental concepts in

object-oriented software such as:

• Import conflicts of classes in a program. The development

tools of the object-oriented software that exist do not

control the imports of a project which can generate

conflict errorscompared to general import (*).

• Failure to measure the degree of use of exceptions in a

program that can help detect potential security risks.

Our goal is to increase the set of object-oriented software

metrics by addressing the gap we have targeted in order to

increase the performance as well as the accuracy of predicting

software defects.

Regular expressions are a formalization of John von Neu-

mann’s automata theory that was later formalized by the math-

ematician Stephen Kleene. Afterwards, regular expressions

were first implemented by Ken Thompson in a software with

a patent on the proper use of pattern matching and of course

this formalism has been reimplemented in many ways up to

the present day. Today regular expressions can be applied to

extract information from text at a very high level and we

can say that regular expressions have exceeded the traditional

mathematical limits. However, we can use them to search for

tokens or particular elements in a large text. For example,

detecting email addresses in a text editor in order to identify

spam emails. Also, they can be used to replace target tokens in

a text by other particular elements in the case of data cleaning

for example. Generally, in arithmetic, we use operations such

as * and / to construct expressions. As example: 5*4/2. In the

same way, we can use regular operations to construct regular

expressions while describing a regular language, called regular

expressions. For example: (a
⋃
b)∗.

B. Contributions

This work presents a new approach to improving software

defect prediction by introducing two new object-oriented met-

rics. The proposed metrics are designed to meet the challenges

of software development by improving defect prediction, re-
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ducing development time and optimizing code quality. Our

main points are:

1. proposal of two new object-oriented metrics on import

conflicts and exception conflicts

2. proposing a formal model based on regular expressions

to capture key elements of Java code, including strings, num-

bers, method calls... The aim is to provide a comprehensive

approach that can be integrated into existing software analysis

tools.

To the best of our knowledge, this work is the first to

propose new object-oriented metrics that measure fundamental

concepts of object-oriented programming such as: import and

exception conflicts proven by a mathematical model. Gener-

ally, existing works have proposed metrics that manage the

general aspect of software, such as the number of lines of

code; moreover, the metrics have been presented by a simple

formula.

The paper is organized as follows. Related work was pre-

sented in Section 2.In section 3, we present our two metrics.

In Section 4, formal semantics have been presented and we

will end with a conclusion and future work in the section 5.

II. RELATED WORKS

Since the emergence of the object-oriented paradigm in

1990s, several software metrics have been proposed in the

literature that allow to evaluate the characteristics of an O.O

software. In [14], the authors invented a suite of metrics that

allow you to measure the complexity of the object-oriented

code. Commonly called CK metrics are still references today.

The metrics were validated using commercial systems written

in C++ and SmalItalk. Subsequently, in [15] the authors

propose a data model and terminology with illustration of the

importance of CK.

In [16] we find the MOOD metrics (Metrics for Object

Oriented Design) which measure certain characteristics of ob-

ject oriented such as Encapsulation, Coupling, Inheritance and

Polymorphism. In [17]the authors present their tool, which is

based on MOOD metrics proposed: 1) Method Hidden Factor,

2) Attribute Hidden Factor, 3) Method Inheritance Factor,

4) Attribute Inheritance Factor, 5) Polymorphism Factor, 6)

Coupling factor.

In [18] the authors presented through their surveys a com-

parative study between proprietary, free and open source tools

that evaluate static and dynamic object-oriented metrics. More-

over, the metrics supported in dynamic metrics calculation

tools are very limited such as inheritance, dynamic binding

and runtime polymorphism.

The authors in [19] investigated the relationship between

centrality measures and O.O-metrics in order to predict the

propensity for failure in three aspects: fault-prone classes, fault

severity and number of faults. As a conclusion, he finds that

the use of O.O-metrics and centrality measures improves the

prediction of fault-prone classes and the number of failures

in a program. To carry out this study, the authors focus on

9 metrics that belong to three families: complexity, coupling,

and size.

Regular expressions, also called regex [20], are formal

patterns that allow the extraction of tokens or target character

strings from a text or a computer program. A regular expres-

sion is represented by a set of metacharacters where each

metacharacter represents a given meaning. For example ( [ ]

) : Match any one of the enclosed characters. Example: [abc]

matches ’a’, ’b’, or ’c’. In the literature, we find several works

which focus on the use of regular expressions as a formal

solution which makes it possible to target a certain text or

program code in order to carry out certain processing on the

targeted area. In [21] the authors proposed the FungiRegEx

software which is based on regular expressions and which

allows proteomic research. The software retrieves real-time

data on several species from the JGI Mycocosm database.

III. PROPOSED SOFTWARE METRICS

nous avons suivi plusieurs étapes clés pour évaluer

et proposer deux nouvelles métriques orientées objet afin

d’améliorer la qualité et l’efficacité des logiciels orientés objet,

which are:

A. Import Conflict (IC)

Import conflicts often occur during software development.

However, available Java development tools do not provide a

comprehensive analysis on this topic. Therefore, we proposed

the IC metric to fill this gap. This metric helps to manage the

import of a Java file with all possible scenarios, it provides in-

sights into the complexity and class dependencies. IC retrieves

all the imports in a special file and then classifies them into

four distinct categories which are:

• Used Imports: the import is used at least once. Example:

import java.util.*. We propose to modify the import by

using only the class concerned.

• Not Used Imports: the import is never used. We propose

to delete the import.

• Duplicate Imports: if the import is repeated at least once.

we propose to remove the painful copies.

• Conflict Imports: two or more imports have one class

in common. Example: import java.sql.date and import

java.util.date. We propose to delete one of the two.

Impact in software engineering:

• A large number of imports can increase code complexity

and extend compilation time, thus affecting software

maintainability and performance.

• Better visibility of imports in a class improves its un-

derstandability and maintainability, reducing unnecessary

code complexity.

• This metric gives insight into a project’s imports and

helps in detecting conflict errors even in the general

import case (*) that the IDE does not detect.

B. Java Exception Analyser (JEA)

Help a detect potential security risks and strengthen the

overall software security by evaluating this aspect of the code.

This metric analyzes the Java project to extract exceptions and

classifies them into two groups: default Java exceptions and

619 FT/Boumerdes/NCASEE-24-Conference



non-default exceptions (exception made by the user), and itself

divided into two subsections:

• Runtime exception: exception that extends RunTimeEx-

ception.

• Compile time exception: exception that doesn’t extends

RunTimeException.

Impact in software engineering:

• A high number of exceptions handled indicates attention

to error handling and exceptional cases.

• A large number of potential exceptions can indicate

excessive complexity in the code, which can make the

code more difficult to understand, maintain, and debug.

• The metric is designed to improve code quality assess-

ment by providing information about exception handling

practices.

IV. FORMAL SEMANTICS

In this section we will present our mathematical semantics

which is based on regular expressions with lookaround to

formalize the six metrics proposed in Java. Let r be a regular

expression and
∑

be an alphabet. The language represented

by r denoted L(r) is a regular language. r is a sequence of

symbols, like: union, concatenation, alphabet. To present our

proposed engine, we will start by defining the syntax of our

Java’s regex:

A. Java’s regex syntax

1) Quantifiers: Quantifiers are symbols for specifying how

many times a pattern should appear in a regular expression.

Our used quantifiers are:

• *: Matches 0 or more occurrences of the preceding

pattern.

• +: Matches 1 or more occurrences.

• ?: Matches 0 or 1 occurrences.

• {n,m}: Matches between n and m occurrences..

• {n,}: Matches n or more occurrences.

• {n}: Matches exactly n occurrences.

2) Alternation: Alternation is a strong concept in regular

expressions which allows you to specify several alternatives

for the same pattern:

• Vertical Bar (|): Acts as a logical OR between patterns.

Example: a|b matches ’a’ or ’b’.

3) Character Classes: Represent sets of characters that

describe specific search patterns and which are:

• Square Brackets ( [ ] ) : Match any one of the enclosed

characters.

Example: [abc] matches ’a’, ’b’, or ’c’.

• Ranges: Specify a range of characters.

Example: [a-z] matches any lowercase letter. i.e. match

any character that belongs to the specified set

• Negation: Use ˆ to negate the character class. i.e. match

any character that does not belong to the specified set.

Example: [ˆ0-9] matches any character that is not a digit.

B. Escaped characters

In regular expressions, some characters cannot be used

directly because they have a special meaning. To use them,

we will need to escape them with an escape character (\):

• \d : Matches any digit, equivalent to [0-9].

• \D : Matches any non-digit, equivalent to [ˆ0-9].

• \w : Matches any word character (alphanumeric plus

underscore), equivalent to [a-zA-Z0-9 ].

• \W : Matches any non-word character.

• \s : Matches any whitespace character (spaces, tabs, line

breaks).

• \S : Matches any non-whitespace character.

• \n : Matches new line .

1) Special Characters:

• Dot ( . ) : Matches any single character except newline

(\n) .

2) Lookahead and Lookbehind: Regular expression

lookarounds are very practical for checking the presence or

absence of a left or right subexpression in relation to the

current position while using constraints on the context in the

searched pattern [22]. Furthermore, if the regular expression

engine tests a lookaround, it does not advance in the text

but rather it stays in its place, it can advance if and only if

the condition defined in the lookaround is tested correctly.

You should also know that there are two types of lookaround

which are lookaheads and lookbehinds.

Lookaheads to test the presence or absence of a pattern

ahead of the searched pattern by specifying conditions to check

after the current position. On the other hand, lookbehinds to

test the presence or absence of a pattern after the searched

pattern by specifying conditions to check before the current

position.

We also have positive and negative lookaheads. For positive

lookahead checks that the expression must be found after the

current position and without including this expression in the

global match ((?=expression)). On the other hand, negative

lookaheads ((?!expression)) checks if the expression is not

found after the current position and therefore the opposite.

Definition: Let
∑

be an alphabet. Lookaround tests the

presence or absence of a pattern just before or just after the

searched pattern as follows:

• ( (?=pattern) ): it is positive lookahead. Asserts that

what follows the current position in the string matches

the pattern inside the parentheses.

Example: a(?=b) matches ’a’ only if it is followed by

’b’.

• ( (?!pattern) ): it is negative lookahead asserts that

what follows the current position in the string does not

match the pattern inside the parentheses.

Example: a(?!b) matches ’a’ only if it is not followed

by ’b’.

• ( (?<=pattern) ): it is positive lookbehind asserts that

what precedes the current position in the string matches

the pattern inside the parentheses.
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Example: (?<=a)b matches ’b’ only if it is preceded

by ’a’.

• ( (?<!pattern) ): it is negative lookbehind asserts

that what precedes the current position in the string does

not match the pattern inside the parentheses.

Example: (?<!a)b matches ’b’ only if it is not pre-

ceded by ’a’.

Example:

Consider the regular expression \w+(?= email) searches

any alphanumeric word that is followed by the word “email”.

Lookahead allows you to check the presence or not of the

word “email” after the current position with non-inclusion in

the global correspondence.

C. Language proposed

1) Type Parameter : Type parameter is used to build other

regex like the genericity part of class and method detection

regex.

Example: public class NumberBox <T extends Number> {
public static <T extends Number> double sum(T[ ] array) {}}

L1 = { Type Parameter Of Genericity }

• MultipleBoundPattern =(\s+extends\s+\w+(\s*<\w+>\s*)

?(\s+&\s+\w+(\s*<\s*\w+\s*>)?)*\s*)?, matches

one/multiple bounds in a Type Parameter extends

NumberClass & <T >.

• TypeParameterGen = (\s*<\s*\w+(MultipleBoundPattern)

\s*(,\s*\w+(MultipleBoundPattern)\s*)*\s*

>\s*)?, matches Type Parameter <T extends

NumberClass, k extends <V >>

2) Method Detection :

• IC(Import Conflict): it’s needed to fetch the classes from

the method prototype (return type , parameter type ,

exception thrown) because some of them need imports

to be used.

Example: public static ArrayList

<ImportStatus>ImportFetch(File file){...}
• JEA(Java Exception Analysis): it needs to fetch the

exception thrown in a method prototype.

Example: public static int countOverrideMethods

(Class<?>) throws FileNotFoundException{ ...}

L2={Method Or Constructor Prototype}

• Bracket=(\[ \s* \]){1,2} ,to match [ ] or [ ][ ] of arrays.

• ArrayDeclarationPattern=\w+\s+\w+\s*(Bracket)| \w+

\s*(Bracket)\s*\w+ \s*, to match 2d or 1d array decla-

ration like : int[][] IntegrGrid, Student ArrayStudent [].

• ArrayTypePattern = \w+\s*(Bracket)\s*, to match 1d or

2d array type without name of the array example:int [].

• NormalPattern = \w+\s+\w+ ,to match simple type: int

nb, float pi.

• WrapperClass = \s*\w+\s*, to match WrapperClass In-

side the <>of a collection: Integer.

• WildCardGen = \s* \? (extends\s+ \w+|super \s+

\w+)?\s*, matches wildcard genericity.

• SimpleInside = \s*(WrapperClass)\s* |

\s*(ArrayTypePattern)\s*|(WildCardGen), to match

either wrapper class or arrays inside <>of a collection.

• InsideCollection = (SimpleInside) |

\s*\w+<\s*(SimpleInside)\s*>|\s*\w+\s*<\s*

(SimpleInside)\s*,\s*(SimpleInside)\s*>\s* ,to match

double nested or normal inside of a collection.

• SetListPattern = \w+\s*<\s*(InsideCollection)\s*>\s*

,to match set and list collection.

• MapPattern = \w+\s*<\s*(InsideCollection)\s*,\s*

(InsideCollection)\s*>\s* ,to match map collection.

• CollectionPatten = (MapPattern)|(SetListPattern).

• Paramter = \s*(NormalPattern)\s* |

\s*(ArrayDeclarationPattern)\s*| \s*(CollectionPattern)

\w+\s* ,to match collection, array and simple type.

• Arg = \(\s*((Paramter)(,\s*(Paramter))*)?\s*\) ,to

match the Arguments including the parenthesis of a

method it also matches no arguments.

• AcessModifier = (private\s+|public\s+|protected\s+)?.

• NonAcessModifierSimple = (static\s+|final

\s+|abstract\s+)?.

• ModifierSimple = (AcessModifier) (NonAcessModifier-

Simple)|(NonAcessModifierSimple)(AcessModifier).

• ModifierComplex = (AcessModifier)final\s+static\s+|

(AcessModifier)static\s+final\s+| final

\s+(AcessModifier)static\s+ |static\s+(AcessModifier)

final\s+|static\s+final\s+(AcessModifier)|final\s+

static\s+(AcessModifier).

• ModifierPattern = ModifierSimple |ModifierComplex.

• ThrowsPattern = (\s*throws\s+\w+\s*(\s*,\s*\w+\s*)*)?,

to match single or multiple exceptions throws.

• CurlyBraces = (\{\s* | {\s*\}\s*)?, to match { or {}.

• ReturnType = \s*\w+\s+ | (collectionPattern) | (Map-

Pattern) | (ArrayTypePattern) ,to match return type could

be array like int[ ] , simple type : Integer , collection :

List <ArrayList<String []>>.

• ConstructorRegex=(AcessModfier)(TypeParameterGen)\w+

\s*(Arg)\s*(ThrowsPattern)(CurlyBraces) ,to

match constructor prototype : ImportStatus(String

ImportName,int ImportStatus,int LineNumber) { ...}.

• MethodPattern = (ModifierPattern)(TypeParameterGen)

(RetunType)\w+\s*(Arg) (ThrowsPattern)

((CurlyBraces)|\s*;\s*) , to match normal method pro-

totype: static Set<String>FetchSrcPackageFile

(String AsterixImport){ ...}.

• MethodPrototypePattern= (MethodPattern)

|(ConstructorRegex), to match method prototype.

3) Import Detection: IC(Import Conflict): it’s needed to

fetch the imports from a Java file.

L3 = {Import Line}

• StaticAccesModifier = (\s*static\s+)? , to match static

access modifier for static import.

• ImportPattern=\s*import\s+(StaticModifier)\w+(\s*\.\s*

(\*|\w+))+\s*;\s*, to match static and normal

import line : import static java.util.math.*; , import
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application.BackEnd.RegularExpression;

4) Package Detection: it’s there to avoid package statement

while reading the Java file line by line since it doest hold any

interesting data.

L4 = {Package Line}

• PackagePattern =\s*package\s+\w+(\s*\.\s*\w+)*\s*;\s*,

to catch package line : pacakge application; , package

application.Backend;

5) Catch Detection:

• IC(Import Conflict): some exceptions inside catch state-

ment needs to be imported to be used.

Example: catch (FileNotFoundException | Malforme-

dURLException | ClassNotFoundException e).

• JEA(Java Exception Analysis): metric needs to fetch the

exceptions inside a catch statement.

Example: catch(Exception e)

6) String Literal : It’s used to build the method call regex

since a string literal can be passed as a parameter.

L5={String Literal with all concatenation possible }

• Char= [ˆ”\n]+, matches any characters beside” and new-

line.

• StringConcatElement= (ClassVariable)| (Method-

Call)|\w+|”(Char)” |(NumbersPattern), matches

methodCall: token.getToken(), ClassVariable:

Student.Name, VarName: Age, or a String: ”Hello

World!”, Numbers: 21, -32.21f.

• StringConcat = (StringConcatEle-

ment)(\+(StringConcatElement))*, this matches

one/multiple concatenation with StringConcatElement.

• LiteralStringPattern = ((StringConcat)\+)?”((Char)| ”

\+(StringConcat)\+ ”)”(\+(StringConcat))? , matches

string literal with optional concatenation in the beginning

middle and end : Age + ”Is My Age and My Name is

”+ Student.Name + ”My Grade Is”+ 13.21f.

7) Numbers: The numbers regex is used to build the string

literal regex since a number can be concatenated with a string

literal , it’s also used as parameter in method call.

L6={Int And Float And Double}

• SignPattern = (\+\s*|\-\s*)?, to match sign of numbers:

none , + , -

• FloatPattern = \s*(SignPattern)\d+\.\d+(f)?\s*, to

match double and float.

• IntPattern = \s*(SignPattern)\d+\s* , to match integers.

• NumbersPattern = (FloatPattern)|(IntPattern), to match

int, float and double.

8) Method Call: It’s used to build the static call regex

L7={Method Call}

• ClassCall = (\w+\.)+\w+ matches static call of a method

or object call method : list.size.

• ClassVariable = \w+\.\w+ , matches class variable like

Student.age.

• SimpleArgMethodCall = (ClassVari-

able)|(NumbersPattern) |\w+|(LiteralStringPattern),

simple argument inside of a method call (): String literal:

”Hello world!”, Numbers: 32, ClassVariable:

City.inhabitant.

• SimpleMethodCall = \s*(ClassCall)\(((SimpleArgMethodCall)

(\s*,\s*SimpleArgMethodCall)*)?\s*\)\s*, matches

simple method call with no method call as parameter

inside the(): list.size(),Student.grade(grade1, grade2,

12.90).

• Inside = (SimpleArgMethodCall)|(Class)

\(((SimpleMethodCall)(\s*,\s*SimpleMethodCall)*)?

\s*\)\s*|(SimpleMethodCall), inside of a method call

is either numbers, variable, class variable, String Literal,

nested method call, simple method call.

• MethodCall = \s*(ClassCall)\(((Inside)(\s*,\s*(Inside))*)?

\s*\)\s* , matches double nested method call.

9) Throw Detection:

• IC(Import Conflict): some exceptions inside a throw

statement needs to be imported to be used.

Example: throw new IllegalArgumentException(”Number

must be positive”).

• JEA(Java Exception Analysis): metric needs to fetch the

exception of a throw statement.

Example: throw new Exception(”ERROR EXCEPTION

HAPPENING”).

L8={Throw Statement}

• ThrowPattern = \s*throw\s+new\s+\w+\s*\(\s*(Inside)\s*\)

\s*;\s* , matches throw statment :

throw new IllegalArgumentException(”Age must be 18

or older.”);

10) Instanciation:

• IC(Import Conflict): to fetch the constructor since some

of them needs to be imported to be used.

Example: try (BufferedReader reader = new Buffere-

dReader(new FileReader(file))).

• SC(Swing Component): to fetch the constructor of swing

element.

Example: mainFrame.setLayout(new BorderLayout());

L9={Line That Contains Instanciation}

• NewPattern = .+ ( \( | = )\s*new\s+ .+ , matches line

of code that contains instanciation: try(BufferedReader

reader = new BufferedReader(new FileReader(file))).

11) Variable:

• IC(Import Conflict): it’s needed to fetch the classes from

the variables(reference type, type parameter of a collec-

tion) because some of them need imports to be used.

Example: public static ArrayList<ImportStatus >ListIm-

port.

L10={Variables}

• PatternAcessModifiers = (pri-

vate\s+|protected\s+|public\s+)?, to matches acces

modfiers: private, public, protected or none.

• StaticModifier = (static\s+)?, macthes static modifier.

• FinalModifier = (final\s+)?, matches final modifier.

• VarModifer = (PatternAcessModifiers) (FinalModifier)

(StaticModifier) |(PatternAcessModifiers) (StaticModi-
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fier) (FinalModifier) | (StaticModifier) (PatternAcess-

Modfiers) (FinalModifier)| (StaticModifier) (FinalMod-

ifier) (PatternAcessModifiers) | (FinalModifier) (Pat-

ternAcessModifiers) (StaticModifier) | (FinalModifier)

(StaticModifier) (PatternAcessModifiers), matches all the

possible combination of the modifiers: static final, final

private static, public final, etc.

• VariablePattern = (VarModifer) ((?!re-

turn\s+)\w+\s+\w+ | (ArrayDeclarationPattern)

| (CollectionPattern)\w+ )\s*(=\s*.+)?;?, matches

Variables: List<Integer>NbList; int a = 0; etc.

12) Annotation: Import Conflict: needed to fetch the anno-

tation because some of them needs an import to be used.

Example: @FXML.

L11={Annotation Besides Overload and Override}

• AnnotationPatten = \s*@\s*(?!(Overload|Override))\w+

\s*, this matches all anotation beside Override and

Overload: @FXML

13) Static Call: IC(Import Conflict): some static call

method and variable class need to be imported to be used.

Example: for ( ImportStatus Import: ImportCon-

troller.ListImport ) Encapsulation encapsulation =

Encapsulation.EncapsulationFetch(file).

L12={Line That Contains Static Method Call}

• StaticCallPattern= .+ (MethodCall) .+, this matches line

of code that contains Static Call: ListImport= ImportSta-

tus.update(file,(ImportStatus.ImportFetch(file)));

V. CONCLUSION AND FUTUR WORK

The aim of this paper is to present a new approach to

improving software defect prediction by introducing two new

object-oriented metrics. The proposed metrics are designed to

meet the challenges of software development by improving

defect prediction by artificial intelligence algorithms, reducing

development time and optimizing code quality. We have pro-

posed a formal model based on regular expressions to capture

key elements of Java code, including strings, numbers, method

calls, etc. The aim is to provide a comprehensive approach that

can be integrated into software development tools. The aim is

to provide a comprehensive approach that can be integrated

into existing software analysis tools. The use of regular

expressions to define patterns in Java code for each metric

is well executed, providing a clear mathematical model that

is both theoretically sound and practical for implementation.

This model is also adaptable, with potential for extension to

other programming languages or paradigms in the future.

Finally, we conclude with the future perspectives: First,

propose a tool based on the proposed engine. Second, incor-

porate existing metrics into the software. Third, creation of

an artificial intelligence model to predict software defects in

a way that improves
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Abstract—This paper examines an uplink and downlink co-
operative non-orthogonal multiple access (NOMA). The model
consists of four users, each distributed in two regions. Both
users communicate with the other two in the second region
through a relay node. The primary objective of this system is
to enable efficient and reliable communication between the users
in the two regions via the relay node. We obtain the bit error
rate (BER), capacity, and outage probability (OP) expressions
for the proposed system. Then, we compare our system with
traditional orthogonal multiple access (OMA). After completing
all verifications, we conduct computer simulations to generate the
results. The findings indicate that the proposed system achieves
higher performance gain compared to traditional OMA.

Index Terms—Cooperative, downlink, NOMA, OMA, and
uplink.

I. INTRODUCTION

Non-orthogonal multiple access (NOMA) is widely

renowned for increasing the number of users and improving

spectral efficiency in next-generation wireless networks [1]–

[4]. Besides, NOMA can be easily integrated with other

physical layer schemes. Hence, the cooperative NOMA has

recently been received a great deal of attention due to its

ability to increase spectral efficiency, user fairness and expand

network coverage [5], [6].

In [7], three types of cooperative NOMA schemes have

been analyzed to enhance outage probability performance. The

authors of [8], [9] derive the outage probability performance

of the cooperative NOMA with direct links by adopting an

amplify and forward (AF) relay. A buffer-aided cooperative

NOMA system in the Internet of Things (IoT) has been

investigated in terms of outage probability in [10]. In [11],

cooperative NOMA is evaluated in terms of outage probability

over the Nakagami-m fading channel. In [12], a new scheme of

AF cooperative NOMA with direct links has been investigated

in terms of outage probability. The delay-tolerant capacity,

outage probability, and delay-limited capacity of a deivce-to-

device-aided cooperative NOMA using the overheard signal

are analyzed [13]. In [14], the system throughput of coop-

erative NOMA with direct links has been evaluated over the

Nakagami-m fading channel. The authors of [15] examine the

coverage probability and average data rate of user pairing with

full-duplex (FD) cooperative NOMA networks. The authors

of [16] analyze the outage probability of decode and forward

(DF) cooperative NOMA over the Nakagami-m fading chan-

nel. In [17], the incremental cooperative NOMA has been

investigated in terms of outage probability to improve the

performance of conventional cooperative NOMA. In [18], the

outage probability of FD/half-duplex (HD) uplink cooperative

NOMA has been considered. The authors of [19] analyzed the

ergodic capacity and outage probability for threshold-based DF

selective cooperative NOMA. All previous works considered

the perfect case of SIC and CSI, which is not realistic. The

investigation needs to consider and evaluate the systems with

more practical assumptions such as imperfect-successive inter-

ference cancellation (SIC), imperfect channel state information

(CSI), in-phase and quadrature imbalance (IQI), etc. In [20],

the outage probability and system throughput of DF cooper-

ative NOMA have been examined under imbalance CSI and

IQI, while in [21], the authors evaluated the outage probability

of DF cooperative NOMA under imperfect SIC, imperfect

CSI, and hardware impairments (HWI). On the other hand, the

bit error rate (BER) of FD/HD cooperative NOMA has been

analyzed in [22], [23]. In [24], the authors investigated the

BER of the threshold-based DF selective cooperative NOMA

to increase the data reliability of conventional cooperative

NOMA. For more practical assumptions, under imperfect SIC,

imperfect CSI, and HWI the BER of HD cooperative NOMA

has been performed and evaluated in [21], [25]–[33].

The interaction between NOMA and cooperative commu-

nication is one of the topics that drew the most attention to

achieve higher spectral efficiency and compensation for path-

loss [4]. As mentioned above, cooperative NOMA assisted

one relay has been investigated in terms of BER, ergodic

capacity, and outage probability [7]–[33]. In this regard, to the

best of the authors’ knowledge, uplink and downlink uplink

cooperative NOMA has not been investigated in terms of

BER, capacity, and outage probability over the Nakagami-m

fading channel. Therefore, this paper investigates uplink and

downlink uplink cooperative NOMA systems in terms of BER,

capacity, and outage probability over the Nakagami-m fading

channel. The original contributions of this paper are as follows:

• We present uplink and downlink uplink cooperative

NOMA system models. The model consists of four users,

each distributed in two regions. Both users communicate

with the other two in the second region through a relay

node.
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Fig. 1: Uplink and downlink cooperative NOMA system

model.

• We obtain the BER, capacity, and outage probability

over the Nakagami-m fading channel. We investigate the

system using different channel parameters (i.e., shape

parameters).

• Finally, the performance of the proposed system is com-

pared with traditional OMA.

The paper is organized as follows. In section II, we present

the proposed system model. In section III, we obtain the capac-

ity and outage probability of the proposed system. Section IV

presents the numerical results of the proposed system. Finally,

section V concludes the paper with the conclusion.

II. SYSTEM MODEL

We consider an uplink and downlink cooperative NOMA

consisting of four users named as follows, U1, U2, U3, U4

and a relay as shown in Fig. 1. We assume that U1 is far and

U2 is near from the BS. We assume that a relay node works

in DF and HD modes.

In this system, We consider that the U1 and U2 communicate

with U3 and U4 through the relay node. In the first phase, the

U1 and U2 transmit their signal s1 and s2 simultaneously to the

relay node. The received signals at relay node can be written

as

yR =
√

P1 h1 s1 +
√

P2 h2 s2 + n, (1)

where h1 and h2 are the Nakagami-m fading channel

coefficient1, n ∼ CN (0, σ2) is the additive white Gaussian

noise (AWGN).

The signals at the relay node are detected based on the

channel gain i.e., |h1|2 > |h2|2, so the s1 is detected first then

using the SIC s2 is detected. The MLD of s1 symbols at the

relay is designed by pretending s2’s symbols as noise, and it

is given by

s̃1 = argmin
m

{|yR −
√

P1 h1 s1,m|2}. (2)

Thus, the signal-to-interference plus noise ratio (SINR) of

s1 at the relay node can be expressed as

1The envelope of hr and h1, h2, h3, and h4 follows Nakagami-m fading
with Ω1, Ω2, Ω3, and Ω4 spread and m1 and m2, m3, and m4 shape
parameters with m1 and m2, m3, and m4 are greater than 1 [27].

γR,s1 =
P1|h1|2

P2|h2|2 + σ2
, (3)

However, in order to detect the s2 at the relay node, a SIC

should be implemented. The MLD of s2 symbols at the relay

node can be given as

s̃2 = argmin
m

{|ýR −
√

P2 h2 s2,m|2}, (4)

where

ýR = yR −
√

P1 h1 s̃1,m, (5)

Thus, the SINR of s1 at the relay node can be expressed as

γR,s2 =
P2|h2|2

σ2
. (6)

The relay re-encodes s1 and s2 in a superposition coding

(SC) signal and transmits it to U3 and U4 according to the

channel gain e.g., |g3|2 > |g4|2. The received signals at the

relay node can be written as

yi =
√

Pt gi (
√
α1s1 +

√
α2s2) + n, i = {3, 4}, (7)

where α1 and α2 are the power allocation coefficient for Ui,

α1 > α2, in which α1 + α2 = 1.

In the second phase, the MLD of s1 symbols at U3 is

designed by pretending s2’s symbols as noise, and it is given

by

s̃1 = argmin
m

{|y1 −
√

Pt

√
α1 h3 s1,m|2}. (8)

The SINRs of the decoded signals at U3 can be expressed

by

γU3,s1 =
Ptα1|g3|2

Ptα2|g3|2 + σ2
. (9)

Likewise, the MLD of s1 symbols at U4 node is created by

portraying s2’s symbols as noise, and it is provided by

s̃1 = argmin
m

{|y2 −
√

Pt

√
α1 h4 s1,m|2}. (10)

However, in order to detect the s2 at U4, a SIC should be

implemented. The MLD of s2 symbols at the U4 can be given

as

s̃2 = argmin
m

{|ý2 −
√

Pt

√
α2 h4 s2,m|2}, (11)

where

ý2 = y2 −
√

Pt h4

√
α1 s̃1,m, (12)

where si,m denotes the mth constellation point of Ui.

The SINRs of the decoded signals at U4 can be expressed

by

γU4,s1 =
Ptα1|g4|2

Ptα2|g4|2 + σ2
, (13)

γU4,s2 =
Ptα2|g4|2

σ2
. (14)
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III. PERFORMANCE ANALYSIS

In this section, we formulate the sum rate and outage

probability of the proposed system.

A. Sum Rate

In this subsection, the capacity and sum rate of the received

signals at U3 and U4 can be expressed by

CU3
=

1

2
log

2

(

1 + min

(

P1|h1|2
P2|h2|2 + σ2

,
Ptα1|g3|2

Ptα2|g3|2 + σ2

))

,
(15)

CU4
=

1

2
log

2

(

1 + min

(

P2|h2|2
σ2

,
Ptα2|g4|2

σ2

))

.
(16)

Thus, the sum rate of the proposed system can be expressed

as

SumRate = CU3
+ CU4

. (17)

The outage probability of U3 and U4 are given by

PU3
(out) =

Pr

(

1

2
log

2

(

1 + min

(

P1|h1|2
P2|h2|2 + σ2

,
Ptα1|g3|2

Ptα2|g3|2 + σ2

))

< R1

)

,

(18)

PU4
(out) =

Pr

(

1

2
log

2

(

1 + min

(

P2|h2|2
σ2

,
Ptα2|g4|2

σ2

)))

,
(19)

where R1 and R2 are threshold of U3 and U4.

The outage probability of the system is given as in [?] by

Psystem(out) =

1− (1− PU3
(out)) (1− PU4

(out)) ,
(20)

IV. NUMERICAL RESULTS

In this section, we obtain the simulation results of the

proposed system in terms of the sum rate and outage prob-

ability, BER, and we compare the results with conventional

OMA. The parameters used in the simulation are as follows,

Ω1 = Ω4 = 0.5, Ω2 = Ω3 = 1, m1 = m2 = m3 = m4 = mr,

and Pt = P1 = P2.

In Fig. 2, we present the BER performance of the re-

ceived signals at U3 and U4 with different shape parameter,

mr = {1, 1.5, 2}. We observe that the BER of U4 has better

performance than U3. The BER of both users’ signals has

an error floor at higher transmit power. It can be argued that

increasing the transmit powers of users does not guarantee an

enhancement in the BER performance of the uplink cooper-

ative NOMA due to the increase in inter-user interference.

We can also see that increasing mr improves the system

performance.

For further comparison, in Fig. 3 we compare the BER of

system performance of uplink cooperative NOMA with uplink

cooperative OMA. We observe that OMA systems have better
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Fig. 2: BER of the proposed system with two users i.e., U3

and U4.
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Fig. 3: BER of system comparison between NOMA and

OMA..

BER performance compared to uplink cooperative NOMA.

This is because there is no inter-user interference in OMA,

while there is in NOMA.

Moreover, the outage probability performance of the re-

ceived signals at U3 and U4 is presented in Fig. 4 with

different shape parameter, mr = {1, 1.5, 2}. We observe that

U4 achieves higher performance gain compared to U3. This

latter has an error floor at high transmit power values. This is

due to the inter-user interference from the first phase. We can

also see that increasing mr improves the system performance.

For further comparison, we compared the outage probability

of system performance of uplink cooperative NOMA and

uplink cooperative OMA is presented in Fig. 5. We observe

that uplink cooperative NOMA systems have better outage

probability performance compared to uplink cooperative OMA

at lower transmit power value. At high transmit power values,
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Fig. 4: Outage probability of the proposed system with two

users i.e., U3 and U4.
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Fig. 5: Outage probability of system comparison between

NOMA and OMA.

while OMA outperforms, uplink cooperative NOMA perfor-

mance has an error floor. It means that uplink cooperative

NOMA suffers from inter-user interference at high transmit

power values.

Furthermore, the capacity performance of the received sig-

nals at U3 and U4 is presented in Fig. 6 with different shape

parameters, mr = {1, 1.5, 2}. We observe that the capacity of

U4 achieves higher performance gain compared to U3. This

latter is saturated at high transmit power values due to the

inter-user interference from the first phase. We can also see

that increasing mr improves the capacity performance of both

users.

For further comparison, in Fig. 7 we compare the sum

rate performance of uplink cooperative NOMA with uplink

cooperative OMA. We observe that the uplink cooperative

NOMA system has better potential compared to the uplink
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Fig. 6: Capacity of the proposed system with two users i.e.,

U3 and U4
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Fig. 7: Sum rate comparison between NOMA and OMA.

cooperative NOMA. Although there is inter-user interference

in OMA, NOMA achieves better performance potential.

V. CONCLUSION

This paper investigated the uplink and downlink cooperative

NOMA. We have obtained the BER, capacity, and outage prob-

ability expressions for the considered systems. We compare the

performance of the proposed system with traditional OMA.

The Monte Carlo simulations are used to obtain the presented

results. The results demonstrate that the proposed system

achieves high-performance gains compared to its OMA coun-

terpart. NOMA systems have inter-user interference, which

effects the SIC process, especially at the uplink phase.
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Abstract—This paper investigates a multi-hop decode-and-
forward (DF) relay-aided cooperative non-orthogonal multiple
access (MH-DF-NOMA) scheme. The model solves the issues of
poor channel quality and users losing connection to the broadcast
station by delivering the signal to distant users via the path
from intermediate relay nodes. If direct links are available,
the system can also reduce path loss and improve the signal
quality. We derive the closed-form bit error rate (BER) and
outage probability expressions. Additionally, imperfect successive
interference cancellation (ISIC) and imperfect channel state
information (ICSI) are considered. We present computer sim-
ulations to validate the theoretical analyses. The results indicate
that the proposed system achieves a higher performance gain
compared to the traditional single relay scheme.

Index Terms—BER, cooperative, multi-hop, NOMA, and out-
age probability

I. INTRODUCTION

The ambitious high data rate applications in the beyond 5G

wireless networks will require new solutions and technologies

[1]. NOMA is one of the promising radio access technologies

for improved performance in cellular communications of the

next generation [2]. Compared to orthogonal multiple access

(OMA), non-OMA (NOMA) can serve multiple users in the

same resource block. Thus, it reduces latency and promotes

massive connectivity. On the other hand, cooperative com-

munications provide a useful method of combating channel

disorders, such as fading, path-loss, and shadowing [3]. Thus,

it extends the communication coverage area, improves the

quality of service, and increases spectral efficiency [3].

The advantages of NOMA over OMA are validated in [4].

The cooperative (CNOMA) system outperforms OMA in terms

of ergodic sum rate and OP [4]. CNOMA under the effect

of hardware impairments, imperfect channel state informa-

tion (ICSI), and imperfect successive interference cancelation

(ISIC) has been investigated regarding outage probability and

bit error rate (BER) [5]. The BER of NOMA and half duplex

(HD) CNOMA was analyzed in [6]–[10]. The investigation of

CNOMA has been extended to full-duplex, where the outage

probability and ergodic sum capacity performance of the

full-duplex (FD) CNOMA under the realistic assumption of

imperfect self-interference cancellation have been performed

[11]. The BER of FD CNOMA was analyzed in [12]. There

are two types of CNOMA: CNOMA with direct links and

CNOMA without direct links. In the first type, both direct

and indirect links are available between users and the source,

while in the second type, indirect links are not available. In this

paper, we focus on the second type. CNOMA with the direct

links has been examined in terms of BER, outage probability,

and ergodic capacity [13]–[15]. CNOMA under hardware

impairments and in-phase/quadrature-phase imbalance was

examined in terms of BER and outage probability [5], [16].

On the other hand, the multi-hop relay has gotten great

attention in academia and industry because it can efficiently

extend coverage to severely shadowed areas in the cell or

places outside of the cell range. Meanwhile, it improves

throughput, especially at the cell edge [17]–[20]. The multi-

hop relay schemes’ have been also investigated with the

NOMA implementation. In the presence of an active eaves-

dropper for the multi-hop relay, the OP and throughput have

been derived [17], [21]. The OP and throughput have been ex-

amined for multi-point cooperative relay NOMA with EH [22].

The interaction between NOMA and cooperative commu-

nication is one of the topics that drew the most attention to

achieve higher spectral efficiency and compensation for path-

loss [4]. As mentioned above, CNOMA assisted one relay has

been investigated in terms of BER, EC, and OP [6]–[16]. The

idea is to help the very far user or when the direct link between

the source and users is not available due to the large distance

or obstacles, etc. Although there is a relay to help users, the

channel quality may still be poor between each node (i.e.,

source-relay and relay-users), and the performance will not

be good. Therefore, channel degradation and long distances

between nodes may cause a significant deterioration in per-

formance for users. Hence, it is very important to resolve this

problem. As mentioned, studies in the open literature consider

single relay (or relay selection) in CNOMA. In the end, they

are all two-hop scenarios. However, we consider a multi-hop

scenario which is quite important to extend cell coverage to

heavily shadowed areas in the cell or places outside the cell

range [17]–[20]. Therefore, a NOMA with multi-hop relaying

can be employed through intermediate relays that form a multi-

hop path from the source to users to compensate the path-

loss, expand network coverage, and deliver messages to users

everywhere. Furthermore, in the cell, the multi-hop system

can be used to improve the quality of the received signal

when assistance relays establish a path to the remote user.

At the same time, the remote user can receive a direct signal
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from the source. In this regard, based on the discussions that

we have mentioned above, and to the best of the authors’

knowledge, the BER and outage probability expressions of

multi-hop decode-and-forward (DF)-aided CNOMA (MH-DF-

CNOMA) when the direct and indirect links are available have

not been reported. Therefore, this paper investigates down-

link MH-DF-CNOMA schemes with direct links to achieve

ubiquitous coverage and connectivity in the future NOMA

network. The e2e BER and outage probability expressions of

MH-DF-CNOMA are analyzed at each hop under ICSI and

ISIC, which are practical assumptions. We compare our model

with traditional CNOMA with direct links of [13], [14]. The

original contributions of this paper are as follows:

• We present downlink MH-DF-CNOMA direct links sys-

tem models. The model consists of a base station (BS)

and a group of intermediate assistance relay that form a

multi-hop path. The far user can receive the BS signal

directly, and the multi-hop path.

• The BER analysis for even single relay schemes is lim-

ited. In this paper, we perform a comprehensive analysis

of the considered schemes. The considerations of the

ISIC and ICSI are more accurate/realistic for the practical

scenarios. We investigate ISIC and ICSI in the MH-DF-

CNOMA. We obtain the e2e BER for each user. We

discuss the effect of the ICSI and ISIC on the BER

performance of the users.

• Moreover, we obtain the e2e outage probability for each

user. The outage probability performance of users at each

hop with the effect of ICSI and ISIC is evaluated.

• In BER and outage probability performance, we examine

the impact of the increasing number of relays.

• Finally, the performance of the proposed system is com-

pared with [13], [14] of a single relay scheme.

The paper is organized as follows. In section II, we present

the proposed system model. In section III, we obtain the BER

and outage probability of the proposed system. Section IV

presents the numerical results of the proposed system. Finally,

section V concludes the paper with the conclusion.

II. SYSTEM MODEL

We consider a downlink MH-DF-CNOMA with direct

link consisting of one BS, U1, U2, and a group of relay

named RL, where L = 1, 2, 3, ..., N which creates a way

to U1 as shown in Fig. 1. We assume that U1 is far and

U2 is near from the BS. Our assumption is that only R1

from the group of relays is capable of directly receiving the

signal from the BS signal, while RL+1 facilitates forwarding

the signal to U1. We assume all node works in DF and

HD modes. We suppose also the CSI between all nodes

is imperfect. The Rayleigh fading channel coefficient of

RL links is denoted by gRL ∼ CN (0, σ2
RL = dςRL) and

the Rayleigh fading channel coefficient of the U1 and

U2 links are denoted by hi ∼ CN (0, σ2
i = dςi ), where

i = {1, 2}. The channel estimation coefficients are presented

as ĝRL = gRL − e ∼ CN (0, σ̂2
RL = σ2

RL − σ2
e) and

ĥi = hi − e ∼ CN (0, σ̂2
i = σ2

i − σ2
e), where e is the error

Fig. 1: MH-DF-CNOMA with direct links scheme.

factor of the channel estimation, di is the distance between

BS-U1, dR1 is the distance between BS-R1, dRL is the

distance between the relay nodes, and ς is the path loss factor.

In this system, We consider that the BS transmits as a

superposition coding (SC) signal consisting of s1 and s2 to

U1, U2, and R1 directly. U1 detect its signal directly while R1

and U2 uses the SIC to detect s1 and s2 signals. We suppose

that the R1 re-encode the U1 signal (s1) and forward it to RL+1

until it reaches U1 (see Fig. 1). The power of the BS and relay

nodes RL are assumed to be equal and named Pt. The received

signals at U1, U2, and R1 can be written, respectively, as

yi =
√

Pt (ĥi+ e) (
√
α1s1+

√
α2s2)+ n, i = {1, 2}, (1)

yR1 =
√

Pt (ĝR1 + e) (
√
α1s1 +

√
α2s2) + n, (2)

where α1 and α2 are the power allocation coefficient for Ui,

α1 > α2, in which α1 + α2 = 1, and n is the additive white

Gaussian noise (AWGN) which follows n ∼ CN (0, σ2).
The U1 decodes its signal using maximum likelihood detec-

tion (MLD) while the U2 and R1 nodes decode the s1 signal

first then using the SIC decodes the s2 signal. The signal-to-

interference-plus-noise ratios (SINRs) of the decoded signals

at U1 and U2, and R1 under ICSI and ISIC can be expressed,

respectively, by

γU1,s1 =
Ptα1|ĥ1|2

Ptα2|ĥ1|2 + Ptσ2
e + σ2

, (3)

γU2,s1 =
Ptα1|ĥ2|2

Ptα2|ĥ2|2 + Ptσ2
e + σ2

, (4)

γU2,s2 =
Ptα2|ĥ2|2

ϱPtα1|ĥ2|2 + Ptσ2
e + σ2

, (5)

γR1,s1 =
Ptα1|ĝR1|2

Ptα2|ĝR1|2 + Ptσ2
e + σ2

, (6)

γR1,s2 =
Ptα2|ĝR1|2

ϱPtα1|ĝR1|2 + Ptσ2
e + σ2

, (7)
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where ϱ is the factor of ISIC.

The R1 re-encode s1 and forward it over the path of RL+1

to U1. Thus, s1 is decoded and forwarded over RL+1 until

reaches U1. The received signal at RL+1 and U1 over L hop

under ICSI can be expressed by

yL+1 =
√

Pt (ĝR(L+1) + e) s1 + n, (8)

where ĝR(L+1) = gR(L+1)−e ∼ CN (0, σ̂2
R(L+1) = σ2

R(L+1)−
σ2
e) is channel estimation coefficient of between R1-R2 and

RL−1-RL. dR(L+1) is the distance between R1-R2 and RL−1-

RL.

The RL+1 and U1 decodes s1 signal using the MLD. In

practical scenarios, the CSI is not imperfect. Therefore, the

decoding error is expected in the detection and SIC process.

Thus, the SINR of the decoded signals at RL+1 and U1 under

ICSI and ISIC can be expressed by

γL+1,s1 =
Pt|ĝR(L+1)|2
Ptσ2

e + σ2
. (9)

III. PERFORMANCE ANALYSIS

A. Outage Probability

The user U1 uses maximum ratio combining (MRC) to

combine the two received signals (directly from BS and

indirectly from R(L + 1)) to improve the received signal

quality. The OP expression of U1 using the MRC is given

as [5] by

PMRC,U1(out) = (1− PBS−L(out))

P (γU1,s1 + γL+1,s1 < θ
(L)
1 ) + PBS−L(out)P (γU1,s1 < θ

(L)
1 ),
(10)

where PBS−L(out) is the OP of s1 at U1 over the path of

RL, P (γBS1,s1 < θ1) is the OP of s1 at U1 in the direct like,

and P (γU1,s1 + γL+1,s1 < θ
(L)
1 ) is the OP of s1 at U1 when

MRC is implemented. We calculate each term of (10) as

P (γU1,s1 < θ
(L)
1 ) = 1− exp

(

− (Ptσ
2
e + σ2)θ

(L)
1

(α1 − α2θ
(L)
1 )PtE[|ĥ1|2]

)

,

(11)

where θ
(L)
1 = 2Tr1(L) − 1. PBS−L(out) is the e2e OP of s1

at RL over L hop, so the end-to-end (e2e) outage probability

of 2 hops can be calculated as [17], [23]

PBS−2(out) = (1− PBS−R1
(out))PR1−R2

(out)

+ PBS−R1
(out) (1− PR1−R2

(out)) .
(12)

For more than two hops i.e., L > 2, the e2e outage

probability of s1 at RL can be expressed as

PBS−L(out) =
(
1− PBS,RL−1

(out)
)
PRL−1−RL

(out)

+ PBS,RL−1
(out)

(
1− PRL−1−RL

(out)
)
.

(13)

If L = 1 (which means that R1), the outage probability of

BS-R1 can be calculated as

PBS−R1(out) = 1− exp

(

− (Ptσ
2
e + σ2)θ

(L)
1

(α1 − α2θ
(L)
1 )PtE[|ĝRL|2]

)

,

(14)

If L > 1, which means that the outage probability of RL−1-

RL can be calculated as

PRL−1−RL
(out) = 1− exp

(

− (Ptσ
2
e + σ2)θ

(L)
1

PtE[|ĝR(L+1)|2]

)

. (15)

By substituting (14) and (15) into (12) and (13), we find

the e2e outage probability of s1 at RL over L hop.

The last RL forward s1 to U1. Thus, the U1 imple-

ments the MRC to combine the received signal. Since γU1,s1

and γL+1,s1 are two independent random variables, where

γU1,s1 ̸= γL+1,s1 , so P (γU1,s1 + γL+1,s1 < θ
(L)
1 ) can be

computed as [5], [13] by

P (γU1,s1 + γL+1,s1 < θ
(L)
1 ) = 1− [A1 +A2] , τa ̸= τb,

(16)

where A1 = τa
τa−τb

exp
(

−τaθ
(L)
1

)

, A2 =

τb
τb−τa

exp
(

−τbθ
(L)
1

)

, τa =
Ptσ

2
e+σ2

(α1−α2θ
(L)
1 )PtE[|ĥ1|2]

, and

τb =
Ptσ

2
e+σ2

PtE[|ĝR(L+1)|2]
.

The e2e outage probability of s1 using MRC is obtained by

substituting (12), (13), (14), (15), and (16) into (10).

Moreover, the outage probability of U2 can be expressed as

PU2
(out) = 1− exp

(

− (Ptσ
2
e + σ2)θ

(L)
2

(α1 − α2θ
(L)
2 )PtE[|ĥ2|2]

)

exp

(

− (Ptσ
2
e + σ2)θ

(L)
2

(α2 − ϱα1θ
(L)
2 )PtE[|ĥ2|2]

)

.

(17)

B. Bit Error Rate

In the MH-DF-CNOMA with direct links, after the R1

detects the transmitted symbols, it re-encodes the s1 symbol

and forwards it to RL+1. In this case, the U1 receives its signal

s1 from two different sources (i.e., BS and RL). Hence, we

consider that U1 implements the diversity combining technique

MRC to improve its received signal quality. We obtain the e2e

BER expression of MH-DF-CNOMA with direct links for U1

as in [5] by

PMRC,U1
(e) =

1

2

2∑

j=1

[Pprop,MH(e|j)× Pe2e,s1,(L)hop(e|j)

+ (1− Pe2e,s1,(L)hop(e|j))Pcoop,MH(e|j)],

(18)

where Pprop,MH(e|j) is the BER in the presence of error

propagation from RL to U1 achieved by the MRC to users

achieved by the MRC, Pe2e,s1,(L)hop(e|j) is the BER of the

s1 at RL, and Pcoop,MH(e|j) is the BER when the symbols of

U1 are detected correctly at the RL and forwarded to the U1

and then combined with MRC. Each term of (18) is calculated

below.

The e2e BER of Pe2e,s1,(L)hop(e|j) for two hops i.e., BS-

R1-U1 is given as in [17] by

Pe2e,s1,(2)hop(e|j) =
PR1,s1(e|j) (1− PR2,s1(e|j)) + PR2,s1(e|j) (1− PR1,s1(e|j)).

(19)
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Further, for more than two hops i.e., L > 2 (BS-RL−1-RL),

we express e2e BER of L hops as in [17], [23] by

Pe2e,s1,(L)hop(e|j) = Pe2e,s1,(L−1)hop(e|j)
︸ ︷︷ ︸

ι1

(1− PRL,s1(e|j))

+ PRL,s1(e|j) (1− Pe2e,s1,(L−1)hop(e|j)
︸ ︷︷ ︸

ι1

),

(20)

where ι1 is the e2e BER from BS to RL−1 which can be

expressed as

Pe2e,s1,(L−1)hop(e|j) = PRL,s1(e|j) (1− Pe2e,s1,(L−1)hop(e|j))
+ Pe2e,s1,(L−1)hop(e|j) (1− PRL,s1,s1(e|j)).

(21)

Each term of (19), (20), and 21) can be calculated by

PRL,s1(e|j) =
1

4

(√

(PtγχjE[|ĝRL
|2]/(Ptγχjσ2

e + 1))

2 + (PtγχjE[|ĝRL
|2]/(Ptγχjσ2

e + 1))

)

.

(22)

PRL+1,s1(e|j) =
1

2

(√ (
PtγE[|ĝRL+1

|2]/(Ptγσ2
e + 1)

)

2 +
(
PtγE[|ĝRL+1

|2]/(Ptγσ2
e + 1)

)

)

.

(23)

where χj = [(
√
α1 +

√
α2)

2, (
√
α1 −

√
α2)

2],
The e2e BER of s1 over the path of RL is obtained by

substituting (22) and (23) into (19-21).

Since the U1 receives its signal from BS and, the U1

employs MRC, the total SNR is the sum of the SNRs after

combining the two received signals.

The average BER of the cooperative of two branches using

MRC over Rayleigh fading in (24) when the mean of the SNRs

of branches are different γLhop,s1 ̸= γ1,s1,j as given in [5],

[13] by

Pcoop,MH(e|j) = 1

2
(1−B1 (B2 −B3)) , (24)

where γLhop,s1 = Ptγ| ˆgRL
|2/(Ptγσ

2
e + 1),

γ1,s1,j = Ptγχj |ĥ1|2/(Ptγχjσ
2
e + 1), B1 = 1

γ1,s1,j−γLhop,s1
,

B2 = γ1,s1,j

√
γ1,s1,j

1+γ1,s1,j
, B3 = γLhop,s1

√
γLhop,s1

1+γLhop,s1
,

γLhop,s1 = PtγE[|ĝRL
|2]/(Ptγσ

2
e + σ2), and

γ1,s1,j = PtγχjE[|ĥ1|2]/(Ptγχjσ
2
e + σ2).

After utilizing MRC at U1, the incoming signals from BS

and over the path of RL are summed. If RL (i.e., the last one)

detects the symbol of U1 erroneously, it will be forwarded to

U1 as an error propagation. Hence, the received signals will be

combined at U1 using MRC in the case of error propagation.

Thus, the BER using MRC with error propagation at the U1

is given as in [13] by

PProp,MH(e|j) = γLhop,s1

γLhop,s1 + γ1,s1,j

. (25)

The e2e BER of MH-DF-CNOMA with direct links using

MRC is obtained by substituting (19-21), (25), and (26) into

(18).

TABLE I: Distances used for scenarios.

Distances

Scenario I d1=5, dR1=1, dR2=4

Scenario II d1=5, dR1=1, dR2=2, DR3=2

Scenario III d1=5, dR1=1, dR2=1.5, dR3=1.5, dR4=1

Scenario IV d1=5, dR1=1, dR2=1, DR3=1, dR4=1, dR5=1

Scenario V ( [13], [14]) d1=5, dR1=2.5, dR2=2.5

Moreover, the average BER of U2 can be expressed as in

[5] by

PU2
(e) =

1

4

6∑

v=1

κv

(√

(PtγℵvE[|ĝ2|2]/(Ptγℸvσ2
e + 1))

2 + (PtγℵvE[|ĝ2|2]/(Ptγℸvσ2
e + 1))

)

.

(26)

where κv = [1, 1,−1, 1, 1,−1], ℵv = [α2, α2, (
√
α1 +√

α2)
2, (

√
2α1+

√
α2)

2, (
√
α1−

√
α2)

2, (2
√
α1−

√
α2)

2], and

ℸv = [(
√
α1−

√
α2)

2, (
√
α1+

√
α2)

2, (
√
α1+

√
α2)

2, (
√
α1+√

α2)
2, (

√
α1 −

√
α2)

2, (
√
α1 −

√
α2)

2].

IV. NUMERICAL RESULTS

The parameters used in the simulation are as follows, d2=1

m, ς=4, α1=0.85, α2=0.15, ϱ=0.001 and σ2
e=0.01. The curves

denote simulations, and markers represent the analytical

derivation in our results. It can be easily observed that our

derivations are matched perfectly with the simulations that

validate our derivations. The simulation parameters of [13],

[14] are used to evaluate the performance gain of our proposed

system. Thus, the distance parameters of the simulation of

[13], [14] and our system are presented in table I As we can

see through table I, the relays are placed differently, where

users are distributed almost with equal distances between

them until reaching U1. The fixed simulation parameters

are presented as follows, ς=3, α1=0.8, α2=0.2, ϱ=0.001,

and σ2
e=0.001. The curves denote simulations, and markers

represent the analytical derivation in our results. It can be

easily observed that our derivations are matched perfectly

with the simulations that validate our derivations.

In Fig. 2, we present the OP performance of MH-DF-

CNOMA with DL under perfect CSI, ICSI, SIC, and ISIC. We

observe that the proposed scheme improved the performance

of U1. It is observed also the OP of our proposed scheme

improved as the number of relays increased. It can be easily

seen that the proposed scheme achieves higher performance

gain compared to [14]. Fig. 2 (b) presents the OP performance

of our system under ICSI and ISIC. It is observed that in

the presence of ICSI and ISIC, the OP performance of our

proposed system deteriorates compared to the perfect case

in Fig. 2 (a) and causes an error floor at the high SNR.

To evaluate the effect of power allocation on the

performance of our proposed system, Fig. 3, presents the OP

of MH-DF-CNOMA with direct links when SNR= 20 dB.

It is observed that increasing α2 decreases the OP of U2

and increases the performance of U1. Also, increasing the

number of relays improves the performance of our system. It

can be seen that the OP performance of our proposed system
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Fig. 2: OP of MH-DF-CNOMA with direct links w.r.t. SNR:

(a) With perfect CSI, (b) With ICSI.
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Fig. 3: OP of MH-DF-CNOMA with direct links w.r.t. α2 with

different relay.

achieves higher performance gains compared to [14] in all

power allocation values.

On the other hand, Fig. 4 and Fig. 5 present the BER

performance of MH-DF-CNOMA with direct links compared

to a single relay scheme. In Fig. 4, we present the BER
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Fig. 4: BER of MH-DF-CNOMA with direct links w.r.t. SNR:

(a) With perfect CSI, (b) With ICSI.
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Fig. 5: OP of MH-DF-CNOMA with direct links w.r.t. α2 with
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performance of our proposed system compared to a single

relay scheme of [13]. We observe that the BER performance

of MH-DF-CNOMA with direct links improves as the number

of relays increases. Moreover, the BER performance of our

proposed system achieves higher performance gain compared

to [13] of a single relay scheme. In Fig. 4 (a) and Fig. 4

(b), we present the BER of our system with perfect CSI and

ICSI respectively. It can be seen that the BER performance

of the system degrades in the presence of ICSI and achieves

an error floor at the high SNR.

To examine the impacts of the power allocation of our

system, in Fig. 5, we present the BER of our system w.r.t α2

when SNR= 20 dB. We observe that the change of α2 leads

to a change performance of the users which affects the SIC

process of each node. Again, increasing the number of relays

improves the performance of our scheme. Furthermore, it

can be easily seen that our proposed scheme outperforms the

single relay scheme of [13].

V. CONCLUSION

This paper investigated the MH-DF-CNOMA with direct

links. For practical scenarios, the ICSI and ISIC are taken into

account. We have derived the e2e OP and BER expressions

for the considered systems under ICSI and ISIC. We have

discussed the effect of power allocation, the number of relays,

ICSI, and SIC on the performance of systems. We have

validated our mathematical derivations by using Monte Carlo

simulations. The results demonstrate that the proposed system

achieves high-performance gain compared to a single relay

scheme and [13], [14], and the performance improves as the

number of relays increases. Moreover, the changes in the

power allocation affect the performance of the systems, which

affects the SIC process. The ICSI decreases the performance

of the systems and leads to an error floor at the high SNR.

The presence of the ICSI affects signal detection and the SIC

process at nodes.
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Abstract—The objective of this paper is to design a patch 
antenna that operates in two frequency bands for 5G 
applications. It consists of a multi-slotted shape rectangular 
radiating element with a 50 Ω microstrip line feed. The 
overall size of the antenna is 12.50mm × 12mm, it is printed 
on a Rogers RT Duroid 5880 substrate with a dielectric 
constant �� = 2.2 and a dielectric loss tangent 0.0009 =ߜ, 
and a thickness of 0.508 mm. We used the commercially 
available software CST Micro Wave Studio to simulate and 
analysis the patch antenna characteristics. The results show 
that the antenna operates at two resonant frequencies with 
a return loss of -19.36 dB at 29.06GHz and -29.50 dB at 
37.68GHz  Also, the proposed antenna provides the 
VSWR<1.5 in each frequency band.   

Index Terms— Microstrip patch antenna, Return loss, 
millimeter-wave. 

 
 

I. INTRODUCTION 
One of the major elements affecting modern wireless 

communication is a scarcity of viable frequency 
resources. To address this issue, research has begun in 5G 
wireless communication at the millimeter frequency 
band, which extends from 20 GHz to 300 GHz. The 
frequency band that is typically utilized for 5G research 
is between 24 GHz and 60 GHz [1]. As a result, 5G 
employs a broader range of frequencies, such as 
millimeter waves (mmWave), which allow for high 
speeds but necessitate a dense base station infrastructure 
because of their short range.  

 
In the context of this infrastructure, Low profile 

antennas are used in modern, high quality, high-gain, and 
simple wireless communication systems to provide 
reliability, flexibility, and high performance [2].  
Microstrip antennas are therefore highly recommended 
due to their advantage having important attributes such 
as low cost, light weight, low profile and compatibility 
with monolithic microwave integrated circuits are widely 
used in mobile communications. A microstrip patch 
antenna is a printed antenna that typically has a ground 
plane on one side of the substrate and a radiating patch 
on the other. The patch comes in a variety of shapes and 
is typically composed of copper, silver, or gold [3]. 

 
In this paper, we present a novel unique multi-slotted 

rectangular microstrip antenna operating at two 
frequencies of 29.06 GHz and 37.68 GHz for 5G 
applications with high performance. 

 
II. Antenna design 

The geometrical configuration of the proposed antenna 
is shown in Fig. 1 presents a new design of a multi-slotted 
rectangular microstrip antenna. The patch is printed on a 
Rogers RT/Duroid5880 substrate, which has a relative 
permittivity ��= 2.2 and a dielectric loss tangent, tan ߜ = 
0.0009. The ground plane is made of a PEC (Perfect 
Electric Conductor) material with a thickness of 0.017 
mm, a length of 12.50 mm and a width of 12 mm. 

 

 
      Fig. 1. Proposed multi-slotted patch antenna. 
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The proposed printed type antenna is fed by a 50 Ω 
microstrip line of 1.56mm wide and 4mm long. In order 
to determine the width of the transmission line, the 
following formula is used [4]. 

 

  �� = ଵଶ�√�[�ℎ+ଵ.ଷ9ଷ+. lnቀ�ℎ+ଵ.ସସସቁ]               (1) 

The effective dielectric constant is given by:  
 

ߝ    = ��+భଶ + ��−భଶ [ͳ + ͳʹ �ℎ ]−భమ                           (2) 

where: ߝ� Is: the dielectric permittivity of the substrate.  �: is the width of the microstrip line.  
ℎ: is the height of the dielectric substrate. 
 
The analytical calculations for the dimensions of the 

single patch element as shown in Fig. 1 are shown below 
by using equations (3) and (4) [5,6]. 

 �ܹ = �ଶ�√��+భమ                                                           (3)  

 

The width of the patch WP can be determined from 
equation (3), where c is the velocity of light, fr is the 
frequency of operation and ߝ� is the dielectric permitivity 
of the substrate. 

 �� = � − ʹ∆�                                                    (4)    
   
From equation (4), the length of the patch �� can be 

determined after obtaining the valued of the effective 
length of the patch (�) and the length of extension 
(∆�). 

 
Table 1 shows the optimized dimensions of the 

proposed antenna demonstrated in Fig. 1.  
 

Table I 
DIMENSION OF PROPOSED ANTENNA 

STRUCTUR 
Parameters Value(mm) 

W 12 

L 12.50 

Wp 5.8 

Lp 4.50 

Wf 1.56 

Lf 4 

L1 2.70 

L2 2.37 

L3 1.67 

L4 0.95 

W1 0.30 

W2 0.30 

W3 0.65 

W4 2.90 

W5 5.40 

 
 

In this paper, the effect of different widths and lengths 
of the slots and different patch widths has been analysed 
to have the Optimized antenna parameters in order to 
provide lower return loss. The slots on the patch are 
shown in Fig. 1, where, L and W are the length and width 
of the slots, WP is the width of the patch. 

                                        
The multi-slots on the patch decrease the size of the 

proposed patch and demonstrate better reflection 
coefficient at resonant frequencies. Inaddition, Multi-
slots limit patch currents at resonance frequencies, 
resulting in a lower reflection coefficient [7]. 
 

III. RESULTS AND DISCUSSION 
 

A. Parametric antenna analysis: 

Fig. 2 Shows the variation on the reflection coefficient 
with different widths of the slots (w1) on the patch. It can 
be observed that the first resonant frequency increase by 
decreasing the patch widths, then we get higher reflection 
coeffitient at resonant frequencie, but the second resonant 
frequency remains constant and we get lower reflection 
coefficient by decreasing the patch widths. Thus, the slot 
width, w1 equals 0.30mm is used as the optimized value. 

 

Fig. 3 Shows the variation on the reflection coefficient 
with varying lengths of slots (L4) on the patch. The first 
resonant frequency falls as the slot length increases, but 
the second resonant frequency remains constant as the 
slot lengths increase, L4 equals 0.95mm is used as 
optimized value. 
 
   Fig. 4 shows the variation on the reflection coefficient 
with varying widths of the patch (WP). The first resonant 
frequency remains constant, but the second resonant 
frequency increase with the decreasing of the patch 
widths, it can also be observed that by decreasing the 
patch widths, we get lower reflection coeffitient at 
resonant frequencies, then, changing the widths of the 
patch effect directly on the antenna reflection coefficient 
and correspondingly on the antenna matching. Wp equals 
5.8mm is used as optimized value. 
 

 
 
Fig. 2.  Reflection coefficient of different slot widths (W1). 
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 Fig. 3.   Reflection coefficient of different slot length (L4). 

 

 
 
 

  Fig. 4.   Reflection coefficient of different patch widths (Wp). 

 

B. S11 parameter & VSWR  

The ratio of the incident wave to the reflected wave at 
the antenna input is known as the reflection coefficient. 
It is dependent on the transmission line's characteristic 
impedance z0 and the antenna's input impedance zin such 
that [8]. 

 � = ���−�బ���+�బ                                                                (5) 
 
 Fig. 5 illustrate the reflection coefficient of the 

proposed patch antenna, we can see that the antenna 
operates in two frequency bands 29.06GHz and 
37.68GHz, with peak of -19.36dB and -29.50dB, 
respectively. 

 
 

     Fig. 5. Reflection coefficient of the proposed antenna. 

 

 
 

   Fig. 6.  VSWR of the proposed antenna. 

Another method of describing the adaptation is the 
voltage standing wave ratio, which is determined by the 
reflection coefficient module [8].  

                                                               ܸܹܴܵ = ଵ+|�|ଵ−|�|                                                         (6) 
 
 Fig. 6 shows the voltage standing wave ratio of the 

proposed patch antenna. (VSWR <2), indicates a good 
match for the antenna. 
 
C. Radiation pattern  

The 3D radiation pattern of the proposed patch 
antenna is shown in the following figure, this antenna 
has a gain of 7.18dB at 29.06GHz and 7.68dB at 
37.68GHz. 
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                                    a) 
 

 
                                         b) 

 

 

Fig. 7.  3D Radiation pattern of the proposed antenna at (a) 29.06GHz 
and (b) 37.68GHz. 

 
 

Table II 
COMPARISION OF DESIGNED ANTENNA WITH 

OTHER REFERENCE ANTENNA 

parameter Our work Reference 
antenna[9] 

Bandwidth (1). [28.5-29.7] GHz [25.2-34.5] GHz 

Bandwidth (2). [36.9-38.4] GHz [37.5-41.5] GHz 

Gain (1) 7.18dB 2.3dBi 
Gain (2) 7.68dB 4.8dBi 

  
 
 
 
 
 
 
 
 
 
 
 

IV. CONCLUSION 
 

A novel rectangular multi-slotted patch antenna is 
presented in this work. The antenna is printed on a Rogers 
RT Duroid 5880 substrate with a dielectric constant ߝ� = 
2.2 and a thickness of 0.508 mm. Its dimensions are 
12.5mmx12mm. It is shown that the effect of different 
widths and lengths of the slots and different patch widths 
can be used to improve lower return loss at two resonant 
frequencies 29.06GHz and 37.68GHz, with peak of -
19.36dB and -29.50dB, respectively. The antenna 
analysis was carried out using CST Microwave Studio 
Ver. 2019. 
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Abstract—Cellular-connected unmanned aerial vehicles (UAVs)
have become attractive for Internet of Things (IoT) applications
due to their flexibility and lower cost. Based on the stochastic ge-
ometry theory, this paper investigates the 3D downlink coverage
probability in millimeter-wave (mmWave) cellular networks. The
terrestrial base stations (TBSs) are distributed according to the
homogeneous Poisson point process (HPPP) and are equipped
with up-tilt antennas serving UAV users (AUEs) hovering at a
fixed altitude hu. Monte Carlo simulations are used to validate
our analytical results.

Index Terms—Cellular networks, Coverage probability,
Stochastic geometry, UAV, Up-tilted antennas.

I. INTRODUCTION

With the recent significant technological advancements in

the fifth generation (5G) networks, Unmanned Aerial Vehicles

(UAVs) have been widely used in various scenarios and fields,

including telecommunications, Internet of Things (IoT) and

real-time data transmission. The advantage of UAVs is that

they can efficiently perform previously difficult or impossible

tasks with conventional methods, thanks to their great ability to

quickly navigate and rationalize their trajectory [1]. Cellular-

connected UAVs can be defined as UAVs equipped with small

sensors that are used as aerial users in a terrestrial cellular

network to provide reliable and secure connectivity for a range

of applications, including monitoring and package delivery.

On the other hand, the deployment of cellular-connected

UAVs presents some challenges in terms of coverage due

to line-of-sight (LoS) interference from neighbouring cells,

UAV altitude and base station (BSs) antenna pattern. In fact,

conventional cellular networks were originally designed for

ground-based users, where BSs antennas are typically tilted

downwards [2]. However, UAVs typically operate at much

higher altitudes, so the vertical antenna pattern must be

modified to serve UAV UEs (AUEs) achieving 3D coverage.

In addition, the altitude of the UAVs must be carefully chosen,

taking into account the nature of the environment.

Stochastic geometry-based methods are an important ap-

proach widely used to study the coverage problem in cellular

networks and provide more accurate estimates of the coverage

probability compared to heuristic methods [3]. It is used

for complete mathematical modeling by averaging over all

network topologies observed from a generic node, weighted

by their probability of occurrence due to the irregularity of

node locations (BSs, UEs, etc.).

Research on cellular networked UAVs using stochastic

geometry has received increasing attention in the literature.

The authors in [4] adopted a location-BS cooperation strategy

to analyze the coverage probability and local delay of a

cellular-connected UAV network. The authors in [5] address

LoS interference in cellular-connected UAVs based on BS

cooperation, assuming that the BSs are equipped with direc-

tional antennas and the gain of the serving BS is the side-

lobe gain. In [6], an analysis of the coverage and handover

probabilities was performed where the BSs are distributed

according to the Poisson Point Process (PPP) and equipped

with downtilt antennas. The results obtained showed that the

optimal beamwidth of the AUE antenna decreases with the

density of the BSs. The coexistence of conventional down-tilt

and up-tilt antennas has been investigated in [7], [8], but the

ITU channel model was used, making the analysis infeasible

for cellular-connected UAVs.

Based on the above motivations, in this paper, using the

tools of stochastic geometry, we analyze the coverage prob-

ability of the cellular-connected UAVs, where the UAVs are

equipped with up-tilted antennas, using a 3D channel model

to capture LoS and non-line-of-sight (NLoS) communications.

We study the effect of AUE altitude, BS density and up-tilt

angle on the coverage probability.

The rest of the paper is organized as follows: in Section 2,

we present the network and channel model. In Section 3, we

derive the coverage probability expression taking into account

the LoS and NLoS propagation. In Section 4, the simulation

results are given and the paper is concluded in Section 5.

II. SYSTEM MODEL

As illustrated in Figure 1, we consider a 3D downlink

millimeter-wave (mmWave) cellular-connected UAV network

in a dense urban environment, where the AUEs are randomly

distributed in an infinite area and located at a fixed altitude
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Fig. 1. Illustration of the system model.

hu. The terrestrial BSs (TBSs) transmit at the same power

denoted by PT , and are assumed to be spatially distributed

according to the homogeneous Poisson point process (HPPP)

Φ = {Mj , j ∈ N}, with density and height denoted by

λT and hT , respectively. The TBSs are equipped with up-

tilt antennas with an up-tilt angle denoted by ω to provide

3D coverage for AUEs. Specifically, each TBS is assumed

to be equipped with horizontal omnidirectional antennas and

vertical directional antennas with fixed radiation patterns. To

perform our downlink analysis, we randomly select a typical

AUE and assume that it is located at the origin (0, 0, hu), i.e.,

the projection of the typical AUE in the ground is (0, 0, 0).

A. LoS and NLoS Propagation Model

In light of the distinctive attributes of mmWave communi-

cations in densely populated urban settings, it is reasonable

to posit that the link between the TBS and the AUE may

manifest as either a LoS or NLoS connection. The cellular-

to-air (C2A) channel differs from the air-to-ground (A2G)

channel developed in [9], which is intended for ground users.

The system model incorporates TBSs situated at considerable

elevations. For macro BSs, the typical height is 25 meters or

more [10]. The ITU recommendation in [11], has formulated

the probabilities of link states between TBS and user located at

a certain height. However, this proposed channel model makes

the analysis unmanageable for cellular-connected UAVs.

According to [12], the probability of LoS and NLoS commu-

nication can be simplified as follows

PLoS(Wj) =− b1 exp

(

−b2 tan
−1

(

hu − hT

Wj

))

+ b3,

(1)

PNLoS(Wj) =1− PLoS(Wj), (2)

where b1, b2 and b3 are coefficients related to the environment

and the height of TBS.

1) Large Scale Path Loss: The path loss in the link between

AUE and TBS is modeled as follows

PLLoS(Wj) = ζLoS

(

W 2
j + (hu − hT )

2
)

αLoS
2

, (3)

PLNLoS(Wj) = ζNLoS

(

W 2
j + (hu − hT )

2
)

αNLoS
2

, (4)

where ζLoS and ζNLoS are the path losses at a reference

distance
(

W 2
j + (hu − hT )

2
)

1

2

= 1Km and αLoS and αNLoS

are the path loss exponents for LoS/NLoS cases.

2) Small-Scale Fading: The Nakagami-m fading is assumed

to all the links. The fading gain of the TBS in j is denoted by

hl
Mj

and follows a gamma distribution hl
Mj

∼ Γ
(

ml,
1

ml

)

,

with probability density function (PDF) given by [13]

fH(g) =
mmgm−1

Γ(m)
exp(−mg), (5)

where ml is the fading parameter.

B. Antenna Gain

The up-tilted model is accomplished by outfitting the TBS

with a uniform linear array of Mt vertically positioned ele-

ments. Similar to [14] the antenna gain can be formulated as

GMj
(ω,Wj) =

1

Mt

sin2 Mtπ
2

(sin(θ(Wj))− sin(ω))

sin2 π
2
(sin(θ(Wj))− sin(ω))

× 10
min



−1.2





θ (Wj)

θu





2

,
Gth

10



,

(6)

where θ(Wj) = tan−1

(

hT − hu

Wj

)

is the elevation angle

between the TBS and the AUE, ω and θu are the up-tilt

angle and the half power beam width respectively, Gth is the

threshold for antenna nulls.

C. Cell association

In this study we employ the nearest BS association ap-

proach, i.e., the nearest TBS to the typical AUE is assumed

to be the serving TBS. The received signal power at a typical

AUE from GBS Mj can be calculated as

ξT = PTh
l
Mj

GMj
(Wj)PLl(Wj)

−1, (7)

The serving TBS M0, can be summarized as

M0 = argmin
i∈N

{

(

W 2
j + (hu − hT )

2
)

1

2

}

, (8)

III. COVERAGE PROBABILITY PERFORMANCE

In this section, we derive the coverage probability expres-

sion, which is typically defined as the probability that the AUE

received a SINR greater than a designated SINR threshold,

denoted as γ. The mathematical definition of the coverage

probability is as follows:

P c(γ) = P(SINR > γ), (9)
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In this analysis, we exclusively consider the impact of up-

tilted BS antennas, while ignoring any interference from down-

tilted BS antennas. It is assumed that all TBSs other than the

one closest to the AUE deliver interference signals. Denote by

W0 the horizontal distance between the typical AUE and the

serving TBS. The received SINR by the typical AUE can be

expressed as follows:

SINR =
PTGM0

(ω, θ(W0))h
l
Mj

PLl(W0)

I +N0

, (10)

where l ∈ {LoS,NLoS} and N0 is the noise power.

The aggreagate interference I from the TBSs in v link can be

formulated as

I =
∑

Mj∈Φ/M0

PTh
v
Mj

GMj
(ω,Wj)PLv(Wj), (11)

The coverage probability expression is given by

P c(γ) =
∑

l

ml

∑

s=1

(−1)s+1

(

ml

s

)
∫

∞

0

e−βN0LI(β)Pl(w)

× fW0
(w)dw, (12)

where β =
s (ml!)

1

ml mlγPLl(w)

PTGM0
(ω, θ(w)

,

fW0
(w) is the PDF of the serving distance W0 given by

fW0
(w) = 2πλw exp(−λπw2), (13)

The Laplace transform of the interference is formulated by

LI(β) = exp
(

− 2λGπ

∫

∞

w

∑

v

[

1

−

(

mv

mv + βPTGMj
(ω, θ(w))PLv(w)

)mv

wPv(w)dw
])

,

(14)

IV. NUMERICAL RESULTS

In this section, we validate the analytical expression of

the coverage probability using Mathematica and discuss the

impact of the UAV altitude and the up-tilt angle on the perfor-

mance. We use Matlab for the Monte Carlo simulation across

a wide simulation area. Table I summarizes the simulation

parameters.

In Figure 2, we have plotted the coverage probability as a

function of the SINR threshold γ for different TBS densities.

First of all, we can see that the simulation results, represented

by the circles, are in perfect agreement with the analytical

results, validating our model. In addition, we observe that

increasing the density of the BSs reduces the coverage proba-

bility as the interferences increase, which worsens the received

SINR.

Figure 3 shows the effect of altitude and TBS density on the

coverage probability. It’s obvious that the coverage probability

decreases with increasing TBS density and increasing altitude

hu, this is because the distance between the typical AUE and

the serving TBS becomes larger, which increases the path loss.

TABLE I
SIMULATION PARAMETERS.

Parameter Value

λ 10
−5

hT 25m

hu > 25m

PT 20 W

αLoS , αNLoS 2.2, 3.75

ζLoS , ζNLoS 41.1dB, 32.9dB

mLoS ,mNLoS 2, 1

b1, b2, b3 1, 0.106, 1

θu 60°

Gth 60 dBm

N0 −90 dBm

γ −35 dB

Monte Carlo Runs 10
5
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Fig. 2. Coverage probability vs. SINR threshold.

Additionally, the level of interference in the LoS from the

adjacent TBSs becomes important and consequently, the SINR

reduces.

In Figure 4 we have investigated the impact of the up-tilt

angle on the coverage probability for different AUE altitudes.

It’s evident that the coverage probability initially increases

with the tilt angle w and then, after an optimal angle value,

it starts to deteriorate and then becomes stable. This can be

explained by the fact that the important tilt angle reduces the

antenna range. Furthermore, we observe that varying the AUE

altitude does not really affect the optimal tilt angle, which is

around 50°.

V. CONCLUSION

In this paper, we have analyzed the coverage probability

of cellular-connected UAVs using the stochastic geometry

approach. The positions of the TBSs are modeled as HPPP

at a given height lower than the AUEs altitude. For 3D

coverage, the TBSs are assumed to be equipped with up-

tilt antennas to cover the AUEs, where each TBS is assumed

to be equipped with horizontal omnidirectional antennas and

vertical directional antennas with fixed radiation patterns. The
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Fig. 3. Coverage probability vs. TBS density.
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Fig. 4. Coverage probability vs. up-tilt angle.

numerical results have shown that the coverage probability can

be improved by carefully adjusting the up-tilt angle and the

AUE altitude.

REFERENCES

[1] M. Mozaffari, W. Saad, M. Bennis, Y.-H. Nam, and M. Debbah, “A
tutorial on UAVs for wireless networks: Applications, challenges, and
open problems,” IEEE communications surveys & tutorials, vol. 21,
no. 3, pp. 2334–2360, 2019.

[2] X. Li, X. Zhou, and S. Durrani, “SWIPT-enabled cellular-connected
UAV: Energy harvesting and data transmission,” in 2022 IEEE Inter-

national Conference on Communications Workshops (ICC Workshops),
pp. 1107–1112, IEEE, 2022.

[3] S. N. Chiu, D. Stoyan, W. S. Kendall, and J. Mecke, Stochastic geometry

and its applications. John Wiley & Sons, 2013.

[4] Z. Wang and J. Zheng, “Performance analysis of location-based base
station cooperation for cellular-connected UAV networks,” IEEE Trans-

actions on Vehicular Technology, vol. 72, no. 11, pp. 14787–14800,
2023.

[5] Z. Wang and J. Zheng, “Performance modeling and analysis of base
station cooperation for cellular-connected UAV networks,” IEEE Trans-

actions on Vehicular Technology, vol. 71, no. 2, pp. 1807–1819, 2021.

[6] H. Sun, C. Ma, L. Zhang, J. Li, X. Wang, S. Li, and T. Q. Quek,
“Coverage analysis for cellular-connected random 3D mobile UAVs with
directional antennas,” IEEE Wireless Communications Letters, vol. 12,
no. 3, pp. 550–554, 2023.

[7] M. M. U. Chowdhury, I. Guvenc, W. Saad, and A. Bhuyan, “Ensuring
reliable connectivity to cellular-connected UAVs with up-tilted antennas
and interference coordination,” arXiv preprint arXiv:2108.05090, 2021.

[8] “Base station antenna uptilt optimization for cellular-connected drone
corridors, author=Maeng, Sung Joon and Chowdhury, Md Moin Uddin
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Abstract— The Internet of Things (IoT) is transforming 

industries by enabling the seamless communication between 

devices, creating new opportunities and efficiencies. However, the 

exponential growth of connected devices poses significant security 

challenges, particularly in detecting malicious network traffic. 

Machine learning (ML) has emerged as a promising solution for 

addressing these challenges by enabling accurate classification of 

IoT network traffic and identifying potential threats. This study 

conducts a comparative analysis of several ML algorithms, 

including Naive Bayes, K-Nearest Neighbors (KNN), Support 

Vector Machine (SVM), Decision Tree, and Random Forest, for 

IoT network traffic classification. Using the ACI-IoT 2023 dataset, 

we evaluate the performance of these models based on accuracy, 

precision, recall, and F1-score. The results demonstrate that SVM 

and Random Forest outperform other models, particularly in 

terms of classification accuracy and robustness in handling 

imbalanced data. Furthermore, the impact of preprocessing 

techniques and hyperparameter tuning on model performance is 

examined. This study highlights the strengths and limitations of 

each algorithm within the context of IoT network security and 

provides actionable insights for selecting optimal ML models for 

real-time IoT traffic monitoring. These findings contribute to 

advancing IoT security through the application of sophisticated 

ML techniques. 

Keywords— Decision Tree; Internet of Things; K-Nearest 

Neighbors; Machine learning; Naive Bayes; Support Vector 

Machine; Random Forest;  

I.  INTRODUCTION  

The rapid growth of Internet of Things (IoT) devices has 
revolutionized modern connectivity, facilitating applications in 
areas like healthcare [1], industrial automation [2], smart homes 
[3], and smart cities [4]. However, alongside these 
advancements, IoT networks have become a prime target for 
cyber threats due to the limited computational resources and 
heterogeneous operating environments of IoT devices [5]. These 
networks are especially susceptible to attacks such as 
Distributed Denial of Service (DDoS), data breaches, and 
unauthorized access. 

Traditional methods for enhancing IoT security, such as rule-
based and statistical approaches [6], have formed the foundation 
of network traffic classification techniques. These methods, 
often employed in intrusion detection systems, rely on 

predefined rules or basic statistical analyses to detect anomalies. 
While effective in certain scenarios, these approaches struggle 
with scalability and adapting to the rapidly evolving nature of 
IoT data, resulting in challenges like high false-positive rates 
and reduced accuracy in dynamic environments. 

Machine learning (ML) techniques have emerged as a 
promising solution for IoT network security [7]. By analyzing 
large volumes of network traffic, ML models can detect complex 
patterns, adapt to new threats, and significantly improve 
classification accuracy compared to rule-based methods. 
Supervised learning algorithms such as Logistic Regression [8], 
Support Vector Machines (SVM) [9], Naive Bayes (NB) [10], 
Decision Trees (DT) [11], and K-Nearest Neighbors (KNN) [12] 
have been extensively studied for IoT traffic classification. 
These models, while effective, often fall short in capturing the 
intricate patterns of high-dimensional IoT traffic datasets. 

Recent advancements in ensemble methods have further 
improved the capabilities of machine learning for IoT network 
traffic classification. Techniques such as Random Forest (RF) 
[13] and LightGBM [14] combine the strengths of multiple base 
estimators, achieving higher precision, recall, and robustness 
compared to individual algorithms. Ensemble methods have 
demonstrated notable success in identifying uncommon threat 
classes, but their computational complexity poses challenges for 
deployment in resource-constrained IoT environments. 

IoT network security has garnered significant research 
attention in recent years. Researchers have explored various 
methods for network traffic classification, focusing on both 
traditional machine learning models and advanced ensemble 
techniques. Hussain et al. [7] used an ensemble of machine and 
deep learning algorithms and discovered that they can be used 
effectively for IoT Security. Ioannou et al. [9] recently published 
a paper in which they used SVM techniques in the computer 
network security field to detect unauthorized intervention.  They 
shown that the C-SVM achieves up to 100% classification 
accuracy when evaluated with unknown data taken from the 
same network topology it was trained with and 81% accuracy 
when operating in an unknown topology. The OC-SVM that is 
created using benign activity achieves at most 58% accuracy. 

In this work, we present a comprehensive comparative 
analysis of machine learning algorithms applied to IoT network 
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traffic classification. Using the ACI-IoT network traffic dataset, 
we evaluate the performance of algorithms such as Naive Bayes, 
Decision Trees, KNN, and various ensemble methods across 
metrics like accuracy, precision, recall, F1-score, and 
computational complexity. This study aims to identify the most 
effective algorithm(s) for real-time IoT network security and 
provide insights into their practical applications. 

By combining the advantages of machine learning with the 
unique characteristics of IoT data, this research seeks to enhance 
IoT network security. In addition to offering practical 
recommendations for algorithm deployment, the findings aim to 
advance the state of the art in IoT network traffic classification 
and support the development of more secure and adaptive IoT 
ecosystems. 

II. METHODOLOGY 

This section provides a detailed description of the 
methodology employed in this research, which comprises five 
distinct steps. 

A. Data Collection  

For this project, The ACI-IoT Network Traffic dataset, 
which was created especially to capture the distinctive features 
of IoT network traffic has been collected from Kaggle [15]. This 
dataset includes a wide range of records from several classes, 
each of which represents a distinct kind of network activity or 
security incident, including benign traffic and different kinds of 
attacks. These attacks are summarized in Table 1. 

TABLE I.  TRAFFIC BREAKDOWN BY ATTACK TYPE. 

Attack type 
Number of 

records 
Percentage 

Distributed denial 

of service (ddos) 
120,000 12% 

Data exfiltration 40,000 4% 

Unauthorized 

access 
30,000 3% 

Malware activity 10,000 1% 

Total malicious 

traffic 
200,000 20% 

 

The ACI-IoT Network Traffic dataset comprises 1,000,000 
examples of network traffic, with 800,000 (80%) considered as 
benign traffic and 200,000 (20%) considered as malicious 
traffic, these values are summarized in Table 2.  

TABLE II.  ACI-IOT NETWORK TRAFFIC DATASET OVERVIEW. 

Attribute  50 features  

Number of Instances 1,000,000 

Number of benign traffic instances 800,000 (80%) 

Number of malicious traffic 

instances 
200,000 (20%) 

 

Essential characteristics of the dataset, which act as markers 
for differentiating between typical and unusual traffic, include 
about 50 features such as packet size, time intervals, protocol 

type, and source-destination information. Fig.1 shows a review 
of the original dataset downloaded. 

  

Fig. 1. General view of the dataset used. 

Due to its scale and relevance, the dataset provides an ideal 
benchmark for evaluating the effectiveness of machine learning 
algorithms in classifying IoT network traffic. 

B. Data Cleaning 

Prior to analysis, the dataset was examined for any missing 
or inconsistent values, which could potentially impact model 
performance. Missing values were either imputed using suitable 
statistical techniques or removed if they constituted a small 
percentage of the dataset. Additionally, duplicated entries were 
identified and eliminated to ensure data integrity. Certain 
categorical features, such as protocol types, were standardized 
to enable uniform processing across all records.  

Data cleaning involves preparing the data in a format that 
allows for effective processing by a machine, facilitating the 
construction of an efficient machine learning model. 

C. Feature Engineering  

To optimize the dataset for machine learning classification, 
several feature engineering steps were performed: 

1) Encoding Categorical Variables 

Features such as protocol type and source-destination ports 
were transformed into numerical representations using one-hot 
encoding. This step was necessary to allow machine learning 
algorithms to process these categorical attributes effectively. 

2) Scaling Numerical Features 

Continuous features, such as packet size and time intervals, 
were scaled to a standardized range using either Min-Max 
scaling or Standardization. This step ensured that features on 
different scales would not disproportionately influence model 
training. 

3) Feature Selection  

Given the high dimensionality of the dataset, feature 
selection techniques, including Recursive Feature Elimination 
(RFE) and correlation analysis, were employed to reduce 
feature redundancy and retain only the most relevant features 
for classification. Reducing the feature space helped improve 
computational efficiency and mitigate the risk of overfitting. 
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D. Data Splitting 

To evaluate model performance, the dataset was split into 
training and testing subsets, with an 80-20 split ratio.  

The training subset was used to fit the machine learning 
models, while the testing subset was held out for final 
evaluation. This split was stratified to maintain a balanced 
representation of each class in both subsets, thereby preventing 
class imbalance issues that could skew the results. 

E. Handling Class Imbalance 

IoT network traffic datasets often exhibit class imbalance, as 
certain types of attack traffic may be much rarer than benign 
traffic.  

In this dataset, significant class imbalance was observed, 
with certain attack classes represented by far fewer records. To 
address this, several strategies were implemented: 

1) Oversampling Minority Classes  

The Synthetic Minority Over-Sampling Technique 
(SMOTE) was applied to the training dataset to artificially 
increase the number of samples in underrepresented classes. 

2) Class Weight Adjustment  

For models that support class weights, such as Decision 
Trees and SVMs, class weights were adjusted to penalize 
misclassifications in minority classes more heavily, thereby 
encouraging the model to focus on accurate classification across 
all classes. 

F. Classification & Prediction 

The methodology for this study involves selecting, training, 
and evaluating multiple machine learning algorithms to classify 
IoT network traffic into distinct categories, including benign and 
various malicious activities. This section outlines the machine 
learning models, hyperparameter tuning approach, and 
evaluation metrics used to assess model performance. 

To achieve a comprehensive comparison, we applied various 
machine learning models known for their effectiveness in 
classification tasks, particularly in network security 
applications: 

1) Naive Bayes (NB)  

A probabilistic classifier based on Bayes’ theorem. This 
method assumes feature independence and is computationally 
efficient, making it suitable for large datasets with minimal 
training time. 

2) Support Vector Machine (SVM)  

An effective classification model that seeks to maximize the 
margin between different classes. SVM is known for its 
robustness, particularly in high-dimensional spaces, making it 
suitable for complex datasets like network traffic data. 

3)  K-Nearest Neighbors (KNN)  

A non-parametric, instance-based learning algorithm. The 
KNN classifier labels each data point based on the majority class 
of its K nearest neighbors, which makes it simple but 
computationally intensive for large datasets. 

4) Decision Tree (DT)  

A tree-based model that splits data based on feature 
importance to maximize classification purity. Decision Trees are 
interpretable models that perform well with imbalanced datasets 
by handling categorical and continuous variables. 

5) Random Forest (RF)  

An ensemble method that builds multiple decision trees and 
averages their outputs to improve accuracy and control 
overfitting. Random Forest is particularly effective for high-
dimensional datasets and can handle noisy data robustly. 

G. Training and Validation  

The dataset was split into training, validation, and testing 
sets. After splitting the dataset into an 80-20 train-test ratio, an 
additional validation set was created from the training data (70% 
for training and 30% for validation). This split was stratified to 
maintain the class distribution across all subsets. Each model 
was trained on the training data and validated using the 
validation set. The validation step helped to refine model 
selection and avoid overfitting on the training data. 

H. Evaluation Metrics  

To assess the performance of each model in classifying IoT 
network traffic accurately, we utilized multiple metrics.  

Since class imbalance was a significant factor in the dataset, 
metrics were selected to capture different aspects of model 
performance. These functions, namely Accuracy, Precision, 
Recall and F1-score, are derived from the analysis of the 
confusion matrix detailed in Table 2. 

TABLE III.  CONFUSION MATRIX RELATED TO NETWORK TRAFFIC 

CLASSIFICATION. 

  Predicted 

  malicious benign 

True 
malicious True Positive (TP) False positive (FP) 

benign False Negative (FN) True negative (TN) 

 

In a classification issue, the confusion matrix is seen as a 
summary of the predicted outcomes. In this matrix, the number 
of properly predicted malicious emails is indicated by TP, the 
number of correctly forecast malicious mails is indicated by FP, 
the number of correctly predicted malicious emails is indicated 
by FN, and the number of correctly anticipated benign is 
indicated by TN. 

a)  Accuracy: represents the proportion of correctly 
classified instances made by the model. It is defined as shown 
in Eq. (1). ����ݎ��� =  �� + ��TP + FP + FN + TN (1) 

b)  Precision: The precision measures the ratio of 
correctly predicted malicious traffic to all predicted malicious 
traffic. Precision is given in Eq. (2). �݊�ݏ��݁ݎ = ����+�� (2) 
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c)  Recall: The recall quantifies the ability of the model 
to identify all actual malicious traffic. mathematically, recall is 
defined by Eq (3). �݁���� =  � �ሺ� � + ��ሻ (3) 

d)  F1_score: F1 score is the harmonic mean of 
precision and recall, providing a balanced measure of model 
performance, presented as follows: ଵ݂_݁ݎ�ݏ =  ଶሺ���௦�×�����ሻ ሺ���௦�+�����ሻ  (4) 

III. EXPERIMENTAL RESULTS 

In this section, we present the evaluation results for each 
machine learning model on the IoT network traffic dataset, 
analyzing their performance based on accuracy, precision, 
recall, F1-score, and other relevant metrics. The performance of 
each model is compared, followed by a discussion of the 
implications of these results for IoT network security. 

Through training with the Naïve Bayes algorithm, the model 
showed poor overall performance with an accuracy of only 
75.7% was attained. The precision for identifying malicious 
traffic stood at 0.71, with a corresponding recall rate of 0.69. 
Detailed results are depicted in Fig. 2. 

 

Fig. 2. Training result of the Naïve Bayes model. 

Naïve Bayes algorithm simplicity and assumption of feature 
independence contributed to its limitations, as it struggled with 
the complexities and high dimensionality of the network traffic 
data. 

Upon training the model with the SVM algorithm, the 
algorithm demonstrated an accuracy of 99.6%. It exhibited a 
precision of 0.88, with a recall rate of 0.85 for malicious traffic 
patterns. The evaluation results for the SVM model are 
presented in Fig 3. 

 

Fig. 3. Training result of the SVM model. 

SVM performed exceptionally well, achieving 99.6% 
accuracy. Its ability to find an optimal margin between classes 
contributed to its high precision and recall, making it one of the 
top performers in this study. 

When employing the KNN algorithm for model training, an 
accuracy of 94.2% was achieved. The precision reached 0.70, 
while the recall rate was 0.69. Detailed results can be observed 
in Fig. 4. 

 

Fig. 4. Training result of the KNN model. 

KNN achieved good accuracy, it was computationally 
intensive and struggled with class imbalance. However, its 
performance highlights its potential usefulness for smaller IoT 
datasets with more balanced classes. 

The Decision tree Classifier exhibited an accuracy of 96.8%, 
with a precision for malicious traffic detection of 0.81 and a 
recall of 0.82. The findings from the model training with the 
Random Forest Classifier are illustrated in Fig.5. 

 

Fig. 5. Training result of the decision tree model. 

Decision Tree achieved moderate performance. While 
interpretable, it tended to overfit on certain classes, impacting 
precision and recall on less frequent classes. 

By training with the Random Forest classifier, an accuracy 
of 99.3% was attained. Consequently, it demonstrated superior 
performance compared to the preceding models after the SVM 
model. The precision for identifying malicious traffic stood at 
0.87, with a corresponding recall rate of 0.87. Detailed results 
are depicted in Fig. 6. 

 

Fig. 6. Training result of the Random Forest model. 

Random Forest performed well, with 99.3% accuracy, 
leveraging multiple decision trees to improve robustness. 
However, its complexity increased computational time, 
especially during training. 

Variations in performance were observed across Accuracy, 
Precision, Recall, and f1_score parameters among the five 
machine learning algorithms. A summarized representation of 
these observations is provided in Fig.7. 

Fig.7 has the figure has clearly shown that the Naïve Bayes 
algorithm displayed the lowest accuracy at 75.7%, along with 
the minimum f1_score in in distinguishing between benign and 
malicious traffic patterns. On the other hand, Support Vector 
Machine showed a reasonable accuracy rate of 99.6%, boasting 
a precision of 0.88, recall and f1_score of 0.85 and 0.86, 
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respectively. As a result, it outperformed the Decision Tree 
Classifier and KNN model, which exhibited lower accuracy, 
precision, recall, and f1_score, albeit achieving an accuracy of 
94.2% and 96.8%, respectively. 

 

Fig. 7. Results of the fifth machine learning models. 

While Random Forest model demonstrated results 
comparable to the SVM Classifier, it exhibited lower values in 
terms of accuracy and precision of 99.3% and 0.87, respectively. 
Overall, the SVM algorithm emerged with the highest accuracy, 
coupled with the lowest error rate for malicious traffic. 
Consequently, in the realm of distinguishing between benign 
and malicious traffic patterns, the SVM algorithm emerges as 
the most effective technique among those investigated for 
training the model. 

IV. CONCLUSIONS  

 
This paper presented a comparative analysis of various 

machine learning algorithms for IoT network traffic 
classification, evaluating their effectiveness in identifying and 
distinguishing between benign and malicious traffic patterns. 

Using the ACI-IoT network traffic dataset, we 
implemented and assessed several models, including Naive 
Bayes, K-Nearest Neighbors (KNN), Support Vector Machine 
(SVM), Decision Tree and Random Forest classifier. 

Our findings indicate that Support Vector Machine 
demonstrated strong classification capabilities, though it 
required careful parameter tuning. Simpler models, such as 
Naive Bayes and KNN, underperformed due to their limited 
capacity to handle complex decision boundaries and imbalanced 
data distributions. The results underline the potential of tree-
based ensemble models for high-stakes IoT applications where 
accurate detection of malicious activity is essential. 

Several practical insights emerge from this study. First, 
model choice should balance accuracy with computational 

efficiency, especially for real-time IoT systems where 
processing resources may be limited.  

SVM stands out as a particularly promising model for such 
environments due to its computational efficiency and high 
accuracy. Second, addressing class imbalance through 
techniques such as sampling or advanced ensemble methods is 
crucial for enhancing the reliability of IoT network security 
models. 
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Abstract—Non-Orthogonal Multiple Access (NOMA) has
emerged as a promising solution to meet the demands of
5G networks, offering improved connectivity, low latency, and
high spectral efficiency. However, practical wireless systems face
challenges due to imperfections in RF frontend components,
particularly in-phase (I) and quadrature-phase (Q) imbalance
(IQI). These imperfections lead to amplitude and phase dis-
crepancies between I and Q branches, causing poor image
rejection and degrading system performance. While ideal systems
achieve perfect phase shifts for optimal performance, real-
world direct-conversion transceivers suffer from analog front-
end impairments, resulting in signal distortion and increased
error rates. This paper provides a comprehensive analysis of the
outage probability (OP) and ergodic capacity (EC) performance
in uplink NOMA systems under the impact of IQI, considering
a Rayleigh fading channel and direct transmission between the
source and users.

Index Terms—outage , NOMA cooperative relay, power split-
ting, SIC, and CSI.

I. INTRODUCTION

The emergence of Non-Orthogonal Multiple Access

(NOMA) presents a significant breakthrough in wireless com-

munication, offering enhanced connectivity, low latency, and

superior spectral efficiency to meet the demands of 5G net-

works. However, practical communication systems face chal-

lenges due to imperfections in RF frontends, specifically in-

phase (I) and quadrature-phase (Q) imbalance (IQI). IQI refers

to discrepancies in amplitude and phase between the I and Q

branches of the transceiver, which lead to imperfect image

rejection and degraded system performance. In ideal systems,

mixers maintain balanced I and Q branches with a 90-degree

phase shift for optimal image band attenuation. In contrast,

real-world systems with direct-conversion transceivers are

prone to analog front-end impairments, resulting in phase and

amplitude mismatches that distort the signal and increase error

rates.

Driven by practical considerations, recent studies have

focused on developing models to mitigate, reduce, or even

exploit the effects of IQI. In [1], the authors derive the Signal-

to-Interference-plus-Noise Ratio (SINR) by accounting for the

correlation between subcarriers in Orthogonal Frequency Divi-

sion Multiplexing (OFDM) systems. A more precise analytical

expression for the average subcarrier SINR in beamforming

OFDM systems, considering joint transmit-receive IQI, is

presented in [2], offering insights into the influence of various

system parameters on performance. The impact of IQI is

further examined in [3], where the authors highlight both its

detrimental and, in some cases, beneficial effects, depending

on the specific scenario. In [4], the combined effects of IQI and

phase noise (PHN) on beamforming OFDM direct-conversion

transceivers are analyzed, with an exact normalized mean

squared error expression and several special cases explored.

The impact of IQI imbalance in amplify-and-forward (AF)

relaying within the OFDM system is discussed in [5], where

an analytical approximation for Outage Probability (OP) and

Error Vector Magnitude (EVM) is derived. The effect of RF

impairments on NOMA systems is investigated in [6], with

a closed-form expression for conditional Pairwise Error Prob-

ability (PEP) for two users in the downlink NOMA system

presented in [7]. The outage probability of IQI impairment

in NOMA systems under Nakagami-m fading is explored

in [8]–[10]. Security performance in multi-antenna systems

is addressed in [11], While [12] examines the impact of

IQI on the security of ambient backscatter (AmBC) NOMA

systems, deriving the outage probability in the presence of an

eavesdropper for two NOMA users. Additionally, the works

of [13]–[15] investigate the NOMA performance in terms of

OP for cooperative, cognitive radio, and vehicle-to-vehicle

systems.

Inspired by this motivation, the current study focuses on

quantifying and examining the impact of IQI on downlink

and uplink direct NOMA systems. The primary objective

of this article is to establish a comprehensive framework

for analyzing both downlink and uplink NOMA systems

under various IQI scenarios. This framework encompasses

cases involving the combination of the Transmit (TX) IQI

and Receive (RX) IQI. Specifically, we derive the Signal-

to-Interference-plus-Noise Ratio (SINR) for both uplink and

downlink NOMA systems operating in the presence of TX

and RX IQI.

The rest of the paper is presented as follows: System model

of the direct link of the NOMA system model is presented

in Section II. In Section III, we analyze the OP and EC

performance of the users under the imperfect CSI. Analytical

results are described in Section IV. Finally, we conclude the

paper in Section V.
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Fig. 1: System model of the uplink NOMA in the presence of

IQI.

II. SYSTEM MODEL

The Uplink NOMA enables multiple transmitters to send

their signals to an access point using the same time and

frequency resources. The primary characteristic of uplink

NOMA is its power allocation strategy, where the signal from

the near user transmitter is assigned a higher power level

than that from the far user transmitter. In this system model,

we consider an access point (AP), a far user (U1), and a near

user (U2), as illustrated in Fig. 1. We assume that all nodes

are equipped with a single antenna and are subject to IQI

impairments.

1) NOMA TX impaired IQI

The received signal, affected by transmitter impairments, can

be expressed as

yTX
IQI =ut

(

h1

√

α1Px1 + h2

√

α2Px2
)

+

vt

(

h1

√

α1Px1 + h2

√

α2Px2
)

∗

+ n.
(1)

The SINR of the U2 can be expressed as

γTX
2 =

µ2
t |h2|

2Pα2

µ2
t |h1|2Pα1 + ν2t |h1|2Pα1 + ν2t |h2|2Pα2 +N0

.

(2)

According to the uplink NOMA protocol, U1 performs

successive interference cancellation (SIC) to eliminate interfer-

ence from U2. Assuming ideal SIC and perfect channel state

information (CSI), the SINR for U1 is expressed as

γTX
1 =

µ2
t |h1|

2Pα1

ν2t |h1|2Pα1 + ν2t |h2|2Pα2 +N0
. (3)

2) NOMA RX impaired IQI

The received signal for uplink NOMA, considering an ideal

transmitter (TX) and an impaired receiver (RX), can be

expressed as

yRX
IQI =ur

(

h1

√

α1Px1 + h2

√

α2Px2
)

+

vr

(

h1

√
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√
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+ urn+ vrn
∗.

(4)

The SINR of the U2 and U1 can be defined, respectively as

γRX
2 =

µ2
r|h2|

2Pα2

µ2
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,

(5)
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1 =

µ2
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2Pα1

ν2r |h1|2Pα1 + ν2r |h2|2Pα2 + (µ2
r + ν2r )N0

. (6)

3) NOMA TX and RX impaired IQI

The received signal for the uplink NOMA when both TX

and RX are impaired can be defined as

y
TX/RX
IQI = ur

(

ut

(

h1

√

α1Px1 + h2

√

α2Px2
)

+

vt

(

h1

√

α1Px1 + h2

√

α2Px2
)

∗

+ n

+ vr

(

ut

(

h1

√

α1Px1 + h2

√

α2Px2
)

+

vt

(

h1

√

α1Px1 + h2

√

α2Px2
)

∗

+ n
∗

.

(7)

The SINR of the U2 and U1 while both the TX and RX are

impaired can be given as

γ
TX/RX
2 =

ϵ1|h2|
2Pα2

ϵ1|h1|2Pα1 + ϵ2|h1|2Pα1 + ϵ2|h2|2Pα2 + (µ2
r + ν2r )N0

,

(8)

γ
TX/RX
1 =

ϵ1|h1|
2Pα1

ϵ2|h1|2Pα1 + (µ2
r + ν2r )N0

. (9)

III. PERFORMANCE ANALYSIS OF THE UPLINK NOMA

WITH IQI

A. Outage probability

In this subsection, the OP of the uplink NOMA is analyzed

for three scenarios: transmitter (TX) impaired by IQI, receiver

(RX) impaired by IQI, and both TX and RX jointly impaired

by IQI. over the Rayleigh fading channel for the two users .

1) NOMA TX impaired IQI

The OP of the U2 and U1 when the TX is impaired can be

given, respectively as

PTX
out,2 =



|h2|
2 ≤

γth,2

(

(µ2
t + ν2t )α1|h1|

2P +No

)

(µ2
t + ν2t )α2|h1|2P





= 1− exp

(

−
γth,2No

P (µ2
tα2 − γth,2ν

2
t α2)ϕ2

)

×

P
(

µ2
tα2 − γth,2ν

2
t α2

)

ϕ2

γth,2(µ2
t + ν2t )α1Pϕ1 + P (µ2

tα2 − γth,2ν
2
t α2)ϕ2

,

(10)

PTX
out,1 =

(

|h1,S |
2 ≤

γth,1No

(µ2
t + ν2t )α1|h1,S |2P

)

= 1− exp

(

−
γth,1No

P (µ2
tα1 − γth,1ν

2
t α1)ϕ1,S

)

.

(11)

2) NOMA RX impaired IQI
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Assuming an ideal TX, the OP of the U2 and U1 while the

RX is impaired can be expressed, respectively as

PRX
out,2 = 1− exp

(

−
γth,2(µ

2
r + ν2r )No

P (µ2
rα2 − γth,2ν2rα2)ϕ2

)

×

P
(

µ2
rα2 − γth,2ν

2
rα2

)

ϕ2,S

γth,2(µ2
r + ν2r )α1Pϕ1 + P (µ2

rα2 − γth,2ν2rα2)ϕ2
,

(12)

3) NOMA TX and RX impaired IQI

The OP of U2 and U1 is obtained, respectively as

P
TX/RX
out,2 =

1− exp



−
γth,2(µ

2
r + ν2r )No

P
(

ϵ1α2 − γth,2ϵ2α2

)

ϕ2



×

P
(

ϵ1α2 − γth,2ϵ2α2

)

ϕ2

γth,2

(

ϵ1 + ϵ2

)

α1Pϕ1 + P
(

ϵ1α2 − γth,2ϵ2α2

)

ϕ2

,

(13)

P
TX/RX
out,1 = 1− exp



−
γth,2(µ

2
r + ν2r )No

P
(

ϵ1α2 − γth,2ϵ2α2

)

ϕ2



×

P
(

ϵ1α2 − γth,2ϵ2α2

)

ϕ2

γth,2

(

ϵ1 + ϵ2

)

α1Pϕ1 + P
(

ϵ1α2 − γth,2ϵ2α2

)

ϕ2

×

exp



−
γth,1(µ

2
r + ν2r )No

P
(

ϵ1α1 − γth,1ϵ2α1

)

ϕ1



 .

(14)

B. Ergodic Capacity of the uplink NOMA with IQI

In this subsection, we evaluate the performance of uplink

NOMA with the term of ergodic capacity (EC), considering

different cases of in-phase and quadrature imbalance (IQI)

imperfections.

1) NOMA TX impaired IQI

The EC of the U2 and U1 in the case of the impaired TX can

be given, respectively as

CTX
2 =

1

ln2

∫

µ2
t

ν2
t

0

exp
(

− xNo

P (µ2

tα2−xν2

t α2)ϕ2

)

P(µ2

tα2−xν2

t α2)ϕ2

x(µ2

t+ν2

t )α1Pϕ1+P (µ2

tα2−xν2

t α2)ϕ2

1 + x
dx,

(15)

CTX
1 =

1

ln2

∫

µ2
t

ν2
t

0

exp
(

− xNo

P (µ2

tα1−xν2

t α1)ϕ1

)

1 + x
dx. (16)

2) NOMA RX impaired IQI

Assuming an ideal TX, the EC of the U2 and U1 while the

RX is impaired can be expressed, respectively as

CRX
2 =

1

ln2

∫

µ2
r

ν2
r

0

exp
(

−
x(µ2

r+ν2

r )No

P (µ2
rα2−xν2

rα2)ϕ2

)

P(µ2

rα2−xν2

rα2)ϕ2,S

x(µ2
r+ν2

r )α1Pϕ1+P (µ2
rα2−xν2

rα2)ϕ2

1 + x
dx,

(17)
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Fig. 2: OP of the uplink NOMA under IQI in function of SNR

with IRRt = IRRr = 20dB.

CRX
1 =

1

ln2

∫

µ2
r

ν2
r

0

exp
(

−
x(µ2

r+ν2

r )No

P (µ2
rα1−xν2

rα1)ϕ1

)

1 + x
dx. (18)

3) NOMA TX and RX impaired IQI

The EC of U2 and U1 when both the TX and RX are impaired

can be obtained, respectively as

C
TX/RX
2 =

1

ln2

∫

ϵ1
ϵ2

0

exp



−
x(µ2

r+ν2

r )No

P

(

ϵ1α2−xϵ2α2

)

ϕ2





P

(

ϵ1α2−xϵ2α2

)

ϕ2

x

(

(ϵ1+ϵ2

)

α1Pϕ1+P

(

ϵ1α2−xϵ2α2

)

ϕ2

1 + x
dx,

(19)

C
TX/RX
1 =

1

ln2

∫

ϵ1
ϵ2

0

exp



−
x(µ2

r+ν2

r )No

P

(

ϵ1α1−xϵ2α1

)

ϕ1





1 + x
dx,

(20)

IV. NUMERICAL RESULTS

To evaluate the performance of the uplink NOMA system,

we consider the impact of IQI impairments on both the

transmitter (TX) and receiver (RX), with parameters α1 = 0.2
and α2 = 0.8.

Figures 2 and 3 illustrate the influence of IQI on the

uplink NOMA system as a function of SNR, assuming IRRt

= IRRr = 20 dB, in terms of outage probability (OP) and

ergodic capacity (EC). The results indicate that joint TX/RX

IQI impairments significantly affect system performance.

Additionally, U2 outperforms U1 due to the uplink NOMA

protocol allocating more power resources to the near user

than the far user.

Figures 4 and 5 illustrate the impact of PA on uplink

NOMA performance in terms of OP and EC across various

SNR values. The effect of PA on user performance varies for
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Fig. 3: EC of the uplink NOMA under IQI in function of SNR

with IRRt = IRRr = 20dB.

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

1

10-5

10-4

10-3

10-2

10-1

100

O
u
ta

g
e
 p

ro
b
a
b
ili

ty

joint TX/RX-NOMA IQI

ideal NOMA

SNR= 20 dB

SNR= 40 dB

Solid line U
1

Dotted line: U
2
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each user: increasing α1 enhances the performance of U1
while causing a decline in the performance of U2.

Figures 6 and 7 demonstrate the impact of IRR on the

uplink of direct NOMA at varying SNR levels. The results

show that increasing IRR enhances the performance of both

users. Moreover, despite existing imperfections, the system’s

performance continues to improve with higher SNR values.

V. CONCLUSION

This chapter examined the impact of IQI on the performance

of an uplink NOMA system in terms of OP and EC over a

Rayleigh fading channel. The analysis considered three sce-

narios: IQI impairment at the transmitter, at the receiver, and

simultaneously at both the transmitter and receiver. The results

demonstrated that IQI impairments significantly degrade the

OP and EC performance of uplink NOMA systems, empha-

sizing the need for effective compensation and optimization
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techniques to improve the overall performance and efficiency

of NOMA systems.
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Abstract—In this paper, we investigate the impact of the
hardware impairment (HWI) on the non-orthogonal multiple
access (NOMA) assisted cooperative fixed relay using Maximum
Ratio Combining (MRC). To be practical, the imperfect channel
state information (ICSI) is taken into account. The base station
(BS) communicates with users via the direct transmission and
the deployment of a fixed relay using MRC. To evaluate the
performance of HWI on the cooperative relying NOMA in the
presence of ICSI, the exact closed-form expressions of the bit
error rate (BER) are derived. The analytical expressions are
validated through computer simulations. The results indicate that
the level of the HWI causes an error floor at the high signal-
to-noise ratio (SNR), which degrade significantly the system’s
performance. The HWI and ICSI reduce the performance of the
successive interference cancellation (SIC) process for each node.

Index Terms—HWI, ICSI, cooperative, NOMA, BER.

I. INTRODUCTION

Due to the increasing demand for mobile Internet and the

Internet of Things (IoT), beyond fifth generation (5G) wireless

communications must have the capacity to meet challenging

requirements [1]. Non-orthogonal multiple access (NOMA) is

a solution to achieve massive connectivity and high spectral

efficiency [2]. The performance of the NOMA network in

terms of capacity, ergodic sum rate, power allocation (PA) and

outage probability has been studied extensively [3]. The exact

closed-form expressions of bit error rate (BER) of the NOMA

over fading channel under imperfect SIC (ipSIC) process were

derived in [4]. Cooperative NOMA is an effective strategy

to improve spectral efficiency and transmission reliability [5].

The NOMA-based cooperative system has been investigated

in [6]–[8]. The closed-form expressions for the ergodic sum

rate and outage probability were derived for the cooperative

decode-and-forward (DF) relaying NOMA [6]. In [7], the

end-to-end (e2e) bit error probability (BEP) expressions are

obtained for DF relay aided NOMA when there is no direct

communication between the users and base station (BS). The

authors in [8] derived the exact e2e BEP of the cooperative

NOMA using MRC to improve the performance of the far user

with the help of the near user. The radio-frequency (RF) is one

of the most significant components of the massive network of

interconnected devices that facilitates communication between

the individual devices or/ and their BS. Therefore, the direct-

conversion transceivers seem to be the RF front-end solution to

stringent design goals such as low cost, low power dissipation,

improved efficiency and performance [9]. Although, in a

realistic communication scenario, the RF component suffers

from various types of hardware impairment (HWI) that limit

the performance of the overall system, such as oscillator

phase noise (PN), high power amplifier (HPA) and in-phase

and quadrature-phase imbalance (IQI) [10], [11]. The effect

of individual HWI on the system’s performance has been

examined. The performance of NOMA dual-hop (DH) AF

relaying networks is evaluated in terms of outage probability

and ergodic sum rate over the Nakagami-m fading channel

in [12]. Another limitation of the previous research is the

imperfect channel state information (ICSI). The related studies

of the HWI with ICSI have been considered in [13], [14]. The

ipSIC is unlikely to exist due to the HWI and channel fading

coefficient [15]. Based on the above discussions, the impact

of HWI on the BER of the cooperative NOMA system for

enhancing the performance of the near and far users using an

MRC has not been performed to the best of knowledge of the

authors. In this paper, we analyze the impact of HWI on BER

of the cooperative fixed relay NOMA in the presence of ICSI.

The main contributions of the paper will be as follows:

• We present transceiver HWI on NOMA assisted cooper-

ative relay scheme using the MRC under ICSI over the

Rayleigh fading channel.

• We derive the exact e2e BER for each user in the HWI

cooperative DF fixed relay NOMA using MRC under

ICSI.

• We investigate the impact of the PA, channel estimation

error, HWI factor and the distance of the relay for

each user on the performance of the considered system.

enditemize

II. SYSTEM MODEL

We consider a downlink NOMA system based on cooper-

ative DF fixed relay. The model consists of a base station

(BS), DF relay and two users: user 1 (U1) and user 2

(U2). The BS, Relay and users are equipped with a single

antenna. The complex flat fading channel coefficient

between BS-users is represented as hi ∼ CN (0, h2
i )

and between Relay-users as gj ∼ CN (0, g2j ), where

{i} ∈ [{bs, 1}, {bs, 2}, {bs, r}] and {j} ∈ [{r, 1}, {r, 2}].
We assume an ICSI for each node. The estimation channel

coefficient is given as h̃i = hi − e and g̃j = hi − e,
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Fig. 1: System model of the cooperative NOMA in the

presence of network.

where the channel estimation error is presented as e ∼
CN (0, σ2

ϵ ). Since h̃i and e are independent, then it can

be modeled as σ2
h̃i

= σ2
hi

− σ2
ϵ and σ2

g̃j
= σ2

gj
− σ2

ϵ

[5], [16].

We use the BPSK modulation to encode the message of

U1 and U2. As presented in Fig 1, the BS transmits a su-

perimposed coding (SC) signal ssc,bs =
√
α1s1+

√
α2s2

with different power coefficients according to channel

gain |hbs,1|2 < |hbs,2|2. The relay and users receive the

BS’s signal in the first phase, the U1 decodes its message

directly by Maximum Likelihood Detection (MLD). The

U2 and relay use the SIC to extract s1 and s2. The

received signals at U1, U2 and Relay are given as [5]

yi = (h̃i + e)
√

Ps(ssc,bs + ηt,i) + ηR,i + ni (1)

where, s1, s2 are the message of the U1 and 2, and

1, 2 are the PA coefficient of U1 and U2,respectively.

α1 + α2 = 1, ssc,bs the superimposed coding signal. Ps

is the BS transmits power, ηt,i and ηR,i are distortion

noises in the transmitter and receiver, respectively.

ni is the Additive White Gaussian Noise (AWGN)

ni ∼ CN (0, No

2 ).

ηt,i ∼ CN (0, k2t,iPs) ηR,i ∼ CN (0, k2R,iPs|hi|2) (2)

where, k2t,i and k2R,i represent the level of impairment at

the transmitter and receiver, respectively. Then, (1) can

be regarded as

yi = (h̃i + e)
√

Ps(ssc,bs + ηi) + ni (3)

where, ηi is the independent distortion noise defined as

ηi ∼ CN (0, k2i Ps), k
2
i is the HWI level at the transceiver,

with k2i =
√

k2t,i + k2R,i.

Subsequently, the relay creates a new SC signal and

forwards it by the power of the relay to the users in the

second phase. Again, the relay distributes the values of

the power coefficient according to channel gain as in BS.

We assume that the distribution of the PA of the messages

at the relay with the same BS parameters. The received

signal at U1 and U2 in the second phase is given as

yi = (g̃j + e)
√

Pr(ssc,bs + ηj) + nj (4)

where Pr is the relay transmit power, nj is the Additive

White Gaussian Noise (AWGN) nj ∼ CN (0, No

2 ).
Hence, the users receive two signals, one from BS and

the other from the relay. So, the users have implemented

the MRC to combine the received signals from the two

phases.

III. PERFORMANCE ANALYSISL

In this section, under the Rayleigh fading, we express

the e2e BER expressions of the HWI on the cooperative

NOMA using MRC at U1 and U2 under the ICSI. The

BPSK modulation is used to encode the message of U1

and U2.

A. BER at relay

In this subsection, we derive the exact closed-form ex-

pressions BER of the users’ signal at the relay where the

HWI and ICSI are taken into consideration.

1) BER of s1: We consider the ICSI at the relay that

causes an error to detect the users’ symbols [8] . The

average BER of s1 at the relay can be expressed as [4,

Eq.(12)]

Ps1,bs,r{ssc,bs ∈ z} =
1

2



1−

√

√

√

√

δ̄rs1,bs,z

1 + δ̄rs1,bs,z



 , z = a, b.

(5)

where

δrs1,bs,a =
Ps(

√
α1+

√
α2)

2|h̃bs,r|2
No+2Psk

2

bs,r
|h̃bs,r|2+2(k2

bs,r
+(

√
α1+

√
α2)2)Psσ2

ϵ

δrs1,bs,b =
Ps(

√
α1−

√
α2)

2|h̃bs,r|2
No+2Psk

2

bs,r
|h̃bs,r|2+2(k2

bs,r
+(

√
α1−

√
α2)2)Psσ2

ϵ

δ̄rs1,bs,a = E[δs1,bs,a], δ̄
r
s1,bs,b

= E[δs1,bs,b]

2) BER of s2: Using the SIC process and considering the

ICSI, the relay detects the symbols of U2 by subtracting

U1’s symbols from the superimposed signal received.

However, the ICSI affects the performance of the SIC

process. The average BER of the s2 can be defined as

Ps2,bs,r{ssc,bs ∈ v} =
1

2



1−

√

√

√

√

δ̄rs2,bs,v

1 + δ̄rs2,bs,v



,

v = a, b, c, d, e, f.

(6)

where

δrs2,bs,a =
Psα2|h̃bs,r|2

No+2Psk
2

bs,r
|h̃bs,r|2+2(k2

bs,r
+(

√
α1+

√
α2)2)Psσ2

ϵ

δrs2,bs,b =
Psα2|h̃bs,r|2

No+2Psk
2

bs,r
|h̃bs,r|2+2(k2

bs,r
+(

√
α1−

√
α2)2)Psσ2

ϵ

δrs2,bs,c =
Ps(

√
α1+

√
α2)

2|h̃bs,r|2
No+2Psk

2

bs,r
|h̃bs,r|2+2(k2

bs,r
+(

√
α1+

√
α2)2)Psσ2

ϵ

δrs2,bs,d =
Ps(2

√
α1+

√
α2)

2|h̃bs,r|2
No+2Psk

2

bs,r
|h̃bs,r|2+2(k2

bs,r
+(

√
α1+

√
α2)2)Psσ2

ϵ

δrs2,bs,e =
Ps(

√
α1−

√
α2)

2|h̃bs,r|2
No+2Psk

2

bs,r
|h̃bs,r|2+2(k2

bs,r
+(

√
α1−

√
α2)2)Psσ2

ϵ
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Pu1,coop−mrc{ssc,bs ∈ z} =
1

2

(

1− 1

δ̄s1,bs,z − δ̄s1,r,z

(

δ̄s1,bs,z

√

δ̄s1,bs,z

1 + δ̄s1,bs,z
− δ̄s1,r,z

√

δ̄s1,r,z

1 + δ̄s1,r,z

))

(7)

Pu2,coop−mrc{ssc,bs ∈ v} =
1

2

(

1− 1

δ̄s2,bs,v − δ̄s2,r,v

(

δ̄s2,bs,v

√

δ̄s2,bs,v

1 + δ̄s2,bs,v
− δ̄s2,r,v

√

δ̄s2,r,v

1 + δ̄s2,r,v

))

(8)

δrs2,bs,f =
Ps(2

√
α1−

√
α2)

2|h̃bs,r|2
No+2Psk

2

bs,r
|h̃bs,r|2+2(k2

bs,r
+(

√
α1−

√
α2)2)Psσ2

ϵ

δ̄rs2,bs,a = E[δrs2,bs,a], δ̄rs2,bs,b = E[δrs2,bs,b], δ̄rs2,bs,c =

E[δrs2,bs,c], δ̄
r
s2,bs,d

= E[δrs2,bs,d], δ̄
r
s2,bs,e

= E[δrs2,bs,e],

δ̄rs2,bs,f = E[δrs2,bs,f ].

B. BER of cooperative MRC

1) At U1: Based on the detected signals in the first phase,

the relay creates a new SC signal again and sends it to

U1 and U2 by its power. Thus, U1 and U2 received two

signals from different sources, one from BS and one from

the relay. The BER of the U1 with diversity combining

of the two branches using MRC is given as in (7) (in the

top of the next page)

where

δs1,bs,a =
Ps(

√
α1+

√
α2)

2|h̃bs,1|2
No+2Psk

2

bs,1
|h̃bs,1|2+2(k2

bs,1
+(

√
α1+

√
α2)2)Psσ2

ϵ

δs1,bs,b =
Ps(

√
α1−

√
α2)

2|h̃bs,1|2
No+2Psk

2

bs,1
|h̃bs,1|2+2(k2

bs,1
+(

√
α1−

√
α2)2)Psσ2

ϵ

δ̄s1,bs,a = E[δs1,bs,a], δ̄s1,bs,b = E[δs1,bs,b]

δs1,r,a =
Pr(

√
α1+

√
α2)

2|g̃bs,1|2
No+2Prk

2

bs,1
|g̃bs,1|2+2(k2

bs,1
+(

√
α1+

√
α2)2)Prσ2

ϵ

δs1,r,b =
Pr(

√
α1−

√
α2)

2|g̃bs,1|2
No+2Prk

2

bs,1
|g̃bs,1|2+2(k2

bs,1
+(

√
α1−

√
α2)2)Prσ2

ϵ

δ̄s1,r,a = E[δs1,r,a], δ̄s1,r,b = E[δs1,r,b]
2) At U2: The U2 detects s1 firstly after combined the

received signals with MRC. Thereafter, using the SIC

detects its symbols s2. The ABER for cooperative MRC

is expressed as in (8) (in the top of the next page).

where

δs2,bs,a =
Psα2|h̃bs,2|2

No+2Psk
2

bs,2
|h̃bs,2|2+2(k2

bs,2
+(

√
α1+

√
α2)2)Psσ2

ϵ

δs2,bs,b =
Psα2|h̃bs,2|2

No+2Psk
2

bs,2
|h̃bs,2|2+2(k2

bs,2
+(

√
α1−

√
α2)2)Psσ2

ϵ

δs2,bs,c =
Ps(

√
α1+

√
α2)

2|h̃bs,2|2
No+2Psk

2

bs,2
|h̃bs,2|2+2(k2

bs,2
+(

√
α1+

√
α2)2)Psσ2

ϵ

δs2,bs,d =
Ps(2

√
α1+

√
α2)

2|h̃bs,2|2
No+2Psk

2

bs,2
|h̃bs,2|2+2(k2

bs,2
+(

√
α1+

√
α2)2)Psσ2

ϵ

δs2,bs,e =
Ps(

√
α1−

√
α2)

2|h̃bs,2|2
No+2Psk

2

bs,2
|h̃bs,2|2+2(k2

bs,2
+(

√
α1−

√
α2)2)Psσ2

ϵ

δs2,bs,f =
Ps(2

√
α1−

√
α2)

2|h̃bs,2|2
No+2Psk

2

bs,2
|h̃bs,2|2+2(k2

bs,2
+(

√
α1−

√
α2)2)Psσ2

ϵ

δ̄s2,bs,a = E[δs2,bs,a], δ̄s2,bs,b = E[δs2,bs,b],
δ̄s2,bs,c = E[δs2,bs,c], δ̄s2,bs,d = E[δs2,bs,d],
δ̄s2,bs,e = E[δs2,bs,e], δ̄s2,bs,f = E[δs2,bs,f ].

δs2,r,a =
Prα2|g̃r,2|2

No+2Prk
2

r,2|g̃r,2|2+2(k2

r,2+(
√
α1+

√
α2)2)Prσ2

ϵ

δs2,r,b =
Prα2|g̃r,2|2

No+2Prk
2

r,2|g̃r,2|2+2(k2

r,2+(
√
α1−

√
α2)2)Prσ2

ϵ

δs2,r,c =
Pr(

√
α1+

√
α2)

2|g̃r,2|2
No+2Prk

2

r,2|g̃r,2|2+2(k2

r,2+(
√
α1+

√
α2)2)Prσ2

ϵ

δs2,r,d =
Pr(2

√
α1+

√
α2)

2|g̃r,2|2
No+2Prk

2

r,2|g̃r,2|2+2(k2

r,2+(
√
α1+

√
α2)2)Prσ2

ϵ

δs2,r,e =
Pr(

√
α1−

√
α2)

2|g̃r,2|2
No+2Prk

2

r,2|g̃r,2|2+2(k2

r,2+(
√
α1−

√
α2)2)Prσ2

ϵ

δs2,r,f =
Pr(2

√
α1−

√
α2)

2|g̃r,2|2
No+2Prk

2

r,2|g̃r,2|2+2(k2

r,2+(
√
α1−

√
α2)2)Psσ2

ϵ

δ̄s2,r,a = E[δs2,r,a], δ̄s2,r,b = E[δs2,r,b], δ̄s2,r,c =
E[δs2,r,c], δ̄s2,r,d = E[δs2,r,d], δ̄s2,r,e = E[δs2,r,e],
δ̄s2,r,f = E[δs2,r,f ].

C. BER of cooperative MRC in the error propagation

After the implantation of the MRC, we should describe

the total received signal in order to acquire the BER in

case of error propagation from U1 and U2.

1) At U1 : Consequently, the sum of the received signals

at the U1 by MRC [17], [18] is given as

ϕu1,err−coop = h̃∗
bs,1y1 + g̃∗r,1yr1

= (ϕs1,bs,z − ϕs1,r,z) + ña

(9)

where ϕs1,bs,a = Ps(
√
α1 +

√
α2)

2|h̃bs,1|2 and

ϕs1,bs,b = Ps(
√
α1 − √

α2)
2|h̃bs,1|2 and we

define ϕs1,r,a = Pr(
√
α1 +

√
α2)

2|g̃r,1|2 and

ϕs1,r,b = Pr(
√
α1 − √

α2)
2|g̃r,1|2. However,

ña is the effective noise with E[ña] ∼
CN (0, No

2 [σ2
h̃bs,1

+ σ2
g̃r,1

] + k2bs,1Psσh̃2

bs,1
σ2
ϵ + k2bs,1Ps

σ2
h̃bs,1

+ k2r,1Prσ
2
g̃r,1

σϵ
2 + k2r,1Prσ

2
g̃r,1

+ τs1,bs,zσ
2
h̃bs,1

σ2
ϵ

+τs1,r,zσ
2
g̃r,1

σ2
ϵ ), where τs1,bs,a = Ps(

√
α1 +

√
α2)

2,

τs1,bs,b = Ps(
√
α1 − √

α2)
2 and τs1,r,a =

Pr(
√
α1 +

√
α2)

2, τs1,r,b = Pr(
√
α1 − √

α2)
2.

Through the MLD decision rule at the U1 s1 = +1 is

declared if ϕu1,err−coop ≥ 0. Thus, the BER of the error

propagation for the U1 symbols is defined as

Pu1,prop−mrc{ssc,bs ∈ z} = P (ϕs1,bs,z − ϕs1,r,z < ña)

= Q

(

ϕs1,bs,z − ϕs1,r,z√
ωa

)

(10)

where ωa = No

2 [σ2
h̃bs,1

+ σ2
g̃r,1

] + k2bs,1Psσh̃2

bs,1
σ2
ϵ + k2bs,1

Psσ
2
h̃bs,1

+ k2r,1Prσ
2
g̃r,1

σϵ
2 + k2r,1Prσ

2
g̃r,1

+ τs1,bs,zσ
2
h̃bs,1

σ2
ϵ + τs1,r,zσ

2
g̃r,1

σ2
ϵ . From (10), if the relay forwards an

incorrect symbol, this has a significant impact instead of

noise on the decision variable MLD. Accordingly to [17],

[18] , we approximate the BER as ϕs1,bs,z −ϕs1,r,z < 0.

the BER under error propagation is given as

Pu1,prop−mrc{ssc,bs ∈ z} = P (ϕs1,bs,z − ϕs1,r,z < 0)
(11)
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Pu1,prop−mrc =

∫ ∞

φs1,bs,z

∫ φs1,r,z

0

1

ϕ̄s1,bs,zϕ̄s1,r,z

e

−φs1,bs,z

φ̄s1,bs,z e
−φs1,r,z

φ̄s1,r,z dϕs1,bs,zdϕs1,r,z

=
ϕ̄s1,r,z

ϕ̄s1,r,z + ϕ̄s1,bs,z

(12)

By averaging (11) over ϕs1,bs,zand ϕs1,r,z the average

error probability under error propagation is obtained as

in (12) (in the top of the next page).

2) At U2: Also, after combining the BS and relay signals

at the U2, the total received signal by U2 is given as

ϕu2,err−coop = h̃∗
bs,2y2 + g̃∗r,2yr2 (13)

At the U2, after the implantation of the MRC, it detects

the U1 symbols firstly then detects its symbols through

the SIC process. Therefore, the sum of the received signal

at U2 can be indicated as

ϕu2,err−coop = (ϕs2,bs,v − ϕs2,r,v) + ñb (14)

where ϕs2,bs,a = Psα2|h̃bs,2|2, ϕs2,bs,b = Psα2|h̃bs,2|2,

ϕs2,bs,c = Ps(
√
α1 +

√
α2)

2|h̃bs,2|2, ϕs2,bs,d =
Ps(2

√
α1 +

√
α2)

2|h̃bs,2|2, ϕs2,bs,e = Ps(
√
α1 −√

α2)
2|h̃bs,2|2, ϕs2,bs,f = Ps(2

√
α1−

√
α2)

2|h̃bs,2|2 and

ϕs2,r,a = Prα2|g̃r,2|2, ϕs2,r,b = Prα2|g̃r,2|2,

ϕs2,r,c = Pr(
√
α1 +

√
α2)

2|g̃r,2|2, ϕs2,r,d =
Pr(2

√
α1 +

√
α2)

2|g̃r,2|2, ϕs2,r,e = Pr(
√
α1 −√

α2)
2|g̃r,2|2, ϕs2,r,f = Pr(2

√
α1 − √

α2)
2|g̃r,2|2.

ñb is the effective noise with E[ñb] ∼
CN (0, No

2 [σ2
h̃bs,2

+ σ2
g̃r,2

] + k2bs,2Psσh̃2

bs,2
σ2
ϵ + k2bs,2Ps

σ2
h̃bs,2

+ k2r,2Prσ
2
g̃r,2

σϵ
2 + k2r,2Prσ

2
g̃r,2

+ τs2,bs,vσ
2
h̃bs,2

σ2
ϵ

+τs2,r,vσ
2
g̃r,2

σ2
ϵ ), where τs2,bs,a = Psα2,

τs2,bs,b = Psα2, τs2,bs,c = Ps(
√
α1 +

√
α2)

2, τs2,bs,d =
Ps(2

√
α1 +

√
α2)

2, τs2,bs,e = Ps(
√
α1 − √

α2)
2,

τs2,bs,f = Ps(2
√
α1 − √

α2)
2 and τs2,r,a = Prα2,

τs2,r,b = Prα2, τs2,r,c = Pr(
√
α1 +

√
α2)

2,

τs2,r,d = Pr(2
√
α1+

√
α2)

2, τs2,r,e = Pr(
√
α1−

√
α2)

2,

τs2,r,f = Pr(2
√
α1−

√
α2)

2. Through the MLD decision

rule and the SIC process at the U2 are declared as

s1 = +1 and s2 = +1. Thus, the BER of the error

propagation for the U2 symbols is defined as

Pu2,prop−mrc{ssc,bs ∈ v} = P (ϕs2,bs,v − ϕs1,r,z < ñb)

= Q

(

ϕs2,bs,v − ϕs2,r,v√
ωb

)

(15)

where ωb =
No

2 [σ2
h̃bs,2

+ σ2
g̃r,2

] + k2bs,2Psσh̃2

bs,2
σ2
ϵ + k2bs,2

Psσ
2
h̃bs,2

+ k2r,2Prσ
2
g̃r,2

σϵ
2 + k2r,2Prσ

2
g̃r,2

+ τs2,bs,vσ
2
h̃bs,2

σ2
ϵ + τs2,r,vσ

2
g̃r,2

σ2
ϵ From (15), if the relay forwards

an incorrect symbol, this has a significant impact

instead of noise on the decision variable MLD and SIC.

Accordingly, we approximate the BER for the SIC to

detect s2 asϕs2,bs,v − ϕs2,r,v < 0 the BER under error

propagation is presented as [17], [18].

Pu2,prop−mrc{ssc,bs ∈ v} = P (ϕs2,bs,v − ϕs2,r,v < 0)
(16)

By averaging (16) over ϕs2,bs,v and ϕs2,r,v , the average

error probability under error propagation is obtained as

in (17) (in the top of the page).

D. E2e BER of cooperative MRC

The e2e BER of HWI of the cooperative NOMA with

MRC for U1 [17], [18] is given by

P
avg
u1,e2e =

1

2
[Pu1,e2e,a + Pu1,e2e,b] (18)

where Pu1,e2e,a = Pu1,prop−mrc,a × Ps1,bs,r,a +
(1 − Ps1,bs,r,a)Pu2,prop−mrc,a and Pu1,e2e,b =
Pu2,prop−mrc,b×Ps1,bs,r,b+(1−Ps1,bs,r,b)Pu1,prop−mrc,b

Also, the e2e BER of HWI of the cooperative NOMA

with MRC for U2 is given by

P
avg
u2,e2e =

1

2
[Pu2,e2e,a + Pu2,e2e,b − Pu2,e2e,c + Pu2,e2e,d

+ Pu2,e2e,e − Pu2,e2e,f ]
(19)

where Pu2,e2e,a = Pu2,prop−mrc,a × Ps2,bs,r,a +
(1 − Ps2,bs,r,aPu2,prop−mrc,a and Pu2,e2e,b =
Pu2,prop−mrc,b×Ps2,bs,r,b+(1−Ps1,bs,r,bPu2,prop−mrc,b

Pu2,e2e,c = Pu2,prop−mrc,c × Ps2,bs,r,c + (1 −
Ps1,bs,r,cPu2,prop−mrc,c Pu2,e2e,d = Pu2,prop−mrc,d ×
Ps2,bs,r,d + (1 − Ps1,bs,r,dPu2,prop−mrc,d Pu2,e2e,e =
Pu2,prop−mrc,e×Ps2,bs,r,e+(1−Ps1,bs,r,ePu2,prop−mrc,e

Pu2,e2e,f = Pu2,prop−mrc,f × Ps2,bs,r,f + (1 −
Ps1,bs,r,fPu2,prop−mrc,f By substituting for (5), (7) and

(12) in (18), then substituting for (6), (8) and (17) in

(19). We find the exact e2e BER for the U1 and U2,

respectively. Assume the perfect SIC case at the relay:

the relay forwards only the correct symbols to the users,

i.e., when the relay detects the symbols incorrectly, the

relay does not forward these symbols to the users, this

means the diversity combining does not occur at the

users, the users will receive only the BS signal. Hence,

we assume that when the relay detects and forwards

the correct symbols, the relay power is equal to Pr

and the diversity combining occurs. If the relay detects

the incorrect symbols, the relay does not forward the

symbols to the users, i.e., relay power is equal to zero

Pr = 0 and the diversity combining does not occur [19,

pp 275-276] .
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Pu2,prop−mrc =

∫ ∞

φs2,bs,v

∫ φs2,r,v

0

1

ϕ̄s2,bs,vϕ̄s2,r,v

e

−φs2,bs,v

φ̄s2,bs,v e
−φs2,r,v

φ̄s2,r,v dϕs2,bs,vdϕs2,r,z

=
ϕ̄s2,r,v

ϕ̄s2,r,v + ϕ̄s2,bs,v

(17)
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Fig. 2: BER of effect of HWI on the NOMA system with and

without cooperative MRC.

IV. NUMERICAL RESULTS

In this section, the performance of the HWI on the

cooperative NOMA fixed relay using MRC is evaluated

in terms of BER. The simulation results are obtained to

validate the accuracy of the analytical derivations. We

set the parameters to dbs,1 = 4m,dbs,2 = 2m,dbs,r =
1m,dr,1 = 3m,dr,2 = 1m, transmit power of the relay

Pr = Ps, a = 2, α1 = 0.8, α2 = 0.2 and HWI is

defined as [30] kbs,1 = kbs,2 = kr,1 = kr,2 = k. Fig 2

examines the effects of the HWI on the NOMA system

as a function of the SNR for two scenarios without and

with cooperative NOMA using MRC. Perfect hardware

is provided for comparison. The HWI factors are set at

k = 0 and k = 0.175 representing the best and the worst

value of HWI [38]. With σ2
ϵ = 0, the numerical results of

U1 and U2 in conventional NOMA through (6), (8) and

(22), (23) for the cooperative NOMA using MRC are

obtained, respectively. It is observed that the numerical

results match perfectly with the simulation results. The

presence of the HWI decreases the performance of both

U1 and U2. The U1 and U2 with cooperative NOMA

employing MRC achieve better performance than con-

ventional NOMA when both of the system is affected by

different levels of HWI (k = 0 and k = 0.175). Further,

the perfect SIC case reaches maximal performance. Fig

3 illustrates the BER performance of the far and the near

users with different levels of channel estimation error and

k = 0.1 versus SNR. We can observe that increasing

channel estimation error decreases the performance of

both users, which means that the system’s performance

depends clearly on channel estimation error. It is also

noticed that at the high SNR, the presence of the HWI and

ICSI cause an error floor. Fig 4 presents the effect of HWI
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Fig. 3: BER of U1 and U2 with different level of σ2
ϵ .
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on the system in terms of BER with different levels of

SNR versus HWI factor. It is seen that the BER increases

continuously as the levels of HWI increase. Thus, the

BER performance of the conventional and cooperative

NOMA degrade as the level of HWI increase. It means

that the hardware imperfection causes significant degra-

dation of the BER performance. Fig 5 shows the BER

of PA’s effect on U1 and U2 performances, respectively,

with different levels of HWI and ICSI. It is observed that

the PA affects the BER performance of one user at the

expense of the other. In addition to the channel estimate

error and HWI degrading the SIC process’ performance.

increasing the PA factor makes also the system more

susceptible to the SIC process. Fig 6 shows the impact of

the distance of the relay on NOMA’s performance system

with different levels of HWI and ICSI. It is observed

that when the relay is placed closer to the BS, the near

user achieves better performance. Increasing the distance
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Fig. 6: BER of the HWI on C-NOMA versus dr with different

scenarios.

between the BS and the relay decreases the near user’s

performance. To be more specific, we present scenario

2 with α1 = 0.9 and α2 = 0.1, we can see that the

far user’s performance improves compared to scenario 1,

which means that the Power allocation has a crucial role

in the performance of the users.

V. CONCLUSION

In this paper, the performance of the HWI of the co-

operative fixed relay NOMA system using MRC in the

presence of ICSI over the Rayleigh fading channel is

analyzed. The BS communicates with users through the

direct and indirect channels where the existence of the

HWI for each node is considered. The exact closed-

form expressions of the BER are derived and validated

by the simulation results. However, the impact of the

HWI, channel estimation error, power allocation and the

distance of the relay are examined. Based on the results,

it can be shown that the HWI has a negative impact on

the system’s performance. The presence of the HWI and

ICSI decrease the performance of the SIC process leading

to severe degradation.
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Abstract—This paper presents a high-performance two-
element MIMO circular fractal antenna designed for broadband
applications in the 2.5 to 10 GHz frequency range. The compact
antenna, with dimensions of 50x80x0.8 mm³, is designed using
FR4 substrate with a dielectric constant of 4.4 and a loss tangent
of 0.02. The antenna demonstrates remarkable performance at
three resonating frequencies: 4.07 GHz, 7.06 GHz, and 9.9 GHz,
corresponding to C-band satellite communications and X-band
radar applications. The proposed antenna achieves high gains of
9.64 dBi, 25.89 dBi, and 16.75 dBi at these respective frequencies,
making it highly suitable for high-gain communication systems.
The return losses at the resonating frequencies are -23.75 dB,
-22.90 dB, and -27.74 dB, with corresponding bandwidths of 100
MHz, 110 MHz, and 120 MHz, ensuring efficient impedance
matching and wideband operation. The envelope correlation
coefficient (ECC) remains mostly below 0.02, indicating excellent
MIMO performance with minimal signal interference between
the antenna elements. The superior gain, broad bandwidth,
and low ECC values highlight the antenna’s potential for high-
frequency, high-reliability communication systems.

Index Terms—Envelope correlation coefficient, Fractal an-
tenna, High gain, MIMO antenna, Radar systems, Satellite
communications.

I. INTRODUCTION

The rapid evolution of wireless communication systems,

particularly those utilizing Multiple-Input Multiple-Output

(MIMO) technology, has driven the demand for antennas that

offer enhanced performance across multiple frequency bands.

MIMO systems, which leverage multiple antennas at both

the transmitter and receiver ends, require antennas with low

mutual coupling and high diversity performance to maximize

data throughput and reliability. In response to these needs,

the design of fractal antennas has gained significant attention

due to their unique ability to operate efficiently over a broad

range of frequencies while maintaining a compact size. Jeet

Banerjee et al [1] presented a multiband MIMO antenna

with orthogonal orientation, tailored for WLAN, C-Band, and

X-Band wireless applications. Mandeep Singh and Simranjit

Singh [2] proposed a 2×2 slotted MIMO printed antenna with

triple-band capability, designed for next-generation wireless

communication. Ishita Agarwal et al [3] developed a multi-

band MIMO antenna with an orthogonal, bird-shaped design,

featuring high isolation and efficiency for 5G technology.

979-8-3315-3074-7/24/$31.00 © 2024 IEEE

Abdullah A. Jabber and Raad H. Thaher [4] designed a

reconfigurable multiband MIMO antenna intended for wireless

communication systems. Aidi Ren et al [5] introduced a triple-

band antenna pair configured in an eight-element MIMO array,

optimized for 5G smartphone applications. Jeet Banerjee et al

[6] also proposed enhancements in isolation for UWB MIMO

antennas using fractal and hybrid-fractal designs.

Ranjana Kumari and V.K. Tomar [7] optimized a recon-

figurable MIMO antenna with selectable notches for WLAN,

WiMAX, and X-Band applications. Hemalatha T et al [8]

presented a UWB MIMO antenna with semi-elliptical slots,

featuring multiple notch characteristics and improved isola-

tion. Vishrut Sharma et al [9] proposed a four-element MIMO

antenna with CPW feeding and tri-band operation for wireless

communication. Lastly, Praveen V. Naidu et al [10] designed

a MIMO antenna with a tree branch design and triple-band

ACS feeding, aimed at high-speed data applications.

This paper presents the design of a triple-band high-gain

fractal antenna specifically tailored for advanced wireless

MIMO communication systems. The proposed antenna not

only achieves high gain across the targeted frequency bands

but also maintains a low Envelope Correlation Coefficient

(ECC), ensuring excellent diversity performance and reliable

signal transmission, making it an ideal candidate for next-

generation MIMO communication systems. The remainder

of this paper is organized as follows: Section II provides

a detailed overview of the design methodology for the pro-

posed triple-band fractal antenna, including the mathematical

foundations and simulation setup. Section III presents the

performance analysis of the antenna, with a focus on gain,

return loss, and radiation patterns across the three targeted

frequency bands. Also examines the antenna’s MIMO char-

acteristics, highlighting the Envelope Correlation Coefficient

(ECC) and diversity gain. Finally, Section IV concludes the

paper, summarizing the key findings and suggesting potential

areas for future research.

II. ANTENNA DESIGN

A. Single Element

Figure 1 shows the dimensions of the single-element an-

tenna, which features a circular radiating patch with a central

circular slot. This patch is printed over a microstrip feed line,

which is etched onto an FR-4 substrate. The substrate has a
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relative permittivity of εr = 4.4, a loss tangent of 0.02, and

a thickness of 0.8mm. The optimized design parameters and

corresponding dimensions are listed in Table I.

B. 2x2 MIMO antenna

To further increase the data rate and improve both the range

and coverage of the antenna, the single-element antenna is

transformed into a 2-element MIMO antenna. The proposed

MIMO antenna configuration is illustrated in Figure 2, and

the dimensions of the 2-port MIMO antenna are provided in

Table II.

Fig. 1. Top view of the proposed antenna.

TABLE I
PARAMETERS AND THEIR VALUES OF THE PROPOSED ANTENNA

Parameters Values (mm) Parameters Values (mm)

L 40 Fw 0.3
W 50 Fl 14.02
R1 1 R2 10

TABLE II
PARAMETERS AND THEIR VALUES OF THE PROPOSED TWO-ELEMENT

MIMO ANTENNA

Parameters Values (mm) Parameters Values (mm)

L 80 Fw 0.3
W 68 Fl 14.02
R1 1 R2 10

The resonant frequency fr of a circular patch antenna is

given by:

fr =
1.8412× c

2πa
√
ϵr

(1)

The effective radius aeff is:

aeff = a

[

1 +
2h

πaϵr

(

ln
(πa

2h

)

+ 1.7726
)

]
1

2

(2)

The input impedance Zin at the edge of the patch is:

Fig. 2. Top view of the proposed MIMO antenna.

Zin =
120π

2ϵr

J1(k0aeff)

k0aeffJ0(k0aeff)
(3)

The radiation pattern F (θ) in the θ-plane is:

F (θ) =
2J1(k0a sin θ)

k0a sin θ
(4)

III. RESULTS AND DISCUSSIONS

All simulations were performed using High-Frequency

Structure Simulator.(HFSS) version 15. In addition to the

reflection coefficient and transmission coefficient analysis,

further evaluations are presented, including gain, radiation

pattern and voltage standing wave ratio (VSWR).

A. Return Loss

The reflection coefficient and transmission coefficient anal-

ysis presented in Figure 3 indicates that the designed MIMO

antenna exhibits triple band characteristics at the frequencies

of 4.07 GHz, 7.06 GHz, and 9.60 GHz, with corresponding

return losses of -23.74 dB, -22.91 dB, and -27.74 dB, respec-

tively, It is evident that all the transmission coefficients are

significantly below -16 dB, indicating that the simulated results

are highly suitable for the MIMO antenna configuration.

The return loss RL in dB is given by:

RL = −20 log
10

|Γ| (5)

where the reflection coefficient Γ is:

Γ =
Zin − Z0

Zin + Z0

(6)
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Fig. 3. Transmission and reflection coefficients of the proposed antenna.

Here, Zin is the input impedance of the antenna, and Z0 is

the characteristic impedance of the transmission line.

B. VSWR

Ideally, the voltage standing wave ratio (VSWR) should be

equal to 1. The proposed antenna exhibits VSWR values of

1.13, 1.15, and 1.06 at the resonant frequencies of 4.07 GHz,

7.06 GHz, and 9.60 GHz, respectively, the plot of VSWR is

shown in in Figure 4 .

Fig. 4. Voltage Standing Wave Ratio (VSWR) of the proposed antenna.

The Voltage Standing Wave Ratio (VSWR) is given by:

VSWR =
1 + |Γ|
1− |Γ| (7)

where Γ is the reflection coefficient.

C. Radiation Pattern

The radiation patterns of the presented MIMO antenna

are shown in Figure 5. The antenna exhibits good radiation

patterns, evaluated at the operating frequencies in the E-plane

and H-plane.

The radiation pattern P (θ, ϕ) of the antenna is given by:

P (θ, ϕ) = |F (θ, ϕ)|2 (8)

where F (θ, ϕ) is the far-field radiation function.

D. Gain

Figure 6 illustrates the three-dimensional gain patterns at the

resonant frequencies of 4.07 GHz, 7.06 GHz, and 9.60 GHz,

with corresponding high gain values of 9.64 dBi, 25.89 dBi,

and 16.75 dBi, respectively. Ideally, the gain of an antenna

should be optimized for the specific application, with higher

gain values generally preferred for increased signal strength

and coverage.

The gain G(θ, ϕ) of the antenna is given by:

G(θ, ϕ) =
4πU(θ, ϕ)

Pin

(9)

where U(θ, ϕ) is the radiation intensity in a given direction,

and Pin is the total input power to the antenna.

E. Envelope Correlation Coefficient

The Envelope Correlation Coefficient (ECC) quantifies the

degree of independence between the radiation patterns of two

antennas and can be calculated using the provided equations.

Figure 7 shows the ECC plotted against frequency. For the

proposed configuration, the ECC is mostly below 0.02 across

the operating frequency ranges.

The Envelope Correlation Coefficient (ECC) between two

antennas is given by:

ECC =
|S∗

11
S12 + S∗

21
S22|2

(1− |S11|2 − |S21|2) (1− |S22|2 − |S12|2)
(10)

where S11 and S22 are the reflection coefficients, and S12

and S21 are the transmission coefficients between the antennas.

F. Diversity Gain

The simulated values of diversity gain (DG) are shown in

Figure 8, remaining close to 10 dB across the operating band-

width. This confirms the suitability of the proposed MIMO

antenna for wireless applications.

The diversity gain DG in a 2-antenna system is given by:

DG = 10
√
1− ECC (11)

where ECC is the Envelope Correlation Coefficient between

the antennas.

G. Antenna Efficiency

The diagram in Figure 9 presents the simulated results for

total efficiency, demonstrating that the antenna achieves an

efficiency of 90%.

The antenna efficiency η is given by:

η = ηr × (1− |Γ|2) (12)

Alternatively, it can be expressed as:

η =
Prad

Pin

(13)

where ηr is the radiation efficiency, |Γ|2 is the squared

reflection coefficient, Prad is the radiated power, and Pin is

the total input power to the antenna.
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(a) (b) (c)

Fig. 5. Radiation pattern of the proposed antenna at (a) 4.07 GHz, (b) 7.059 GHz, (c) 9.59 GHz.

(a) (b) (c)

Fig. 6. Gain of the proposed antenna at (a) 4.07 GHz, (b) 7.059 GHz, (c) 9.59 GHz.

Fig. 7. Envelope Correlation Coefficient (ECC) of the proposed antenna.

Fig. 8. Diversity gain of the proposed antenna.

Fig. 9. Antenna efficiency of the proposed antenna.

H. Surface Current Distribution

To examine the current distribution on the radiating ele-

ment at the operating frequency, surface current results were

recorded throughout the evolution process. These results, along

with their corresponding scale, are presented in Figure 10.

IV. CONCLUSION

In conclusion, the proposed two-element MIMO circular

fractal antenna demonstrates exceptional performance across a

broad frequency range of 2.5 to 10 GHz, making it an excellent

candidate for advanced communication systems. The antenna’s

high gain, particularly at the key resonant frequencies of

4.07 GHz, 7.06 GHz, and 9.9 GHz, ensures robust signal

transmission for both C-band satellite communications and

X-band radar applications. The low return loss and wide

bandwidth at these frequencies confirm efficient impedance

matching and reliable operation. Additionally, the consistently

low envelope correlation coefficient (ECC) indicates supe-
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Fig. 10. Current distribution of the proposed antenna.

rior MIMO performance with minimal interference, further

enhancing the antenna’s suitability for high-frequency, high-

reliability applications. The compact design, combined with

the use of an FR4 substrate, underscores the practicality

and effectiveness of this antenna for integration into modern

communication devices.
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Abstract— This paper presents a circularly polarized 

antenna with a symmetrical irregular hexagonal design, 
optimized for performance at 2.45 GHz. The antenna is 
fabricated on FR-4 substrate, achieving impressive results 
with an S11 reflection coefficient of -24.2 dB, an axial ratio 
(AR) of 2.72, and a voltage standing wave ratio (VSWR) 
under 2, indicating strong impedance matching. The design 
achieves notable gain, enhancing efficiency in practical 
applications. Optimization was conducted using CST 
Microwave Studio, leveraging a genetic algorithm to refine 
the antenna’s parameters for optimal circular polarization 
and gain. This innovative approach to design and 
optimization demonstrates the potential of hexagonal 
symmetry in advancing compact, high-performance 
antennas for applications in wireless communication and 
IoT systems. 
 
Keywords: Antenna, Circular polarization, Optimization, 
Performance, CST. 

I. INTRODUCTION  

The rapid growth of wireless communication systems has 
intensified the demand for compact, high-performance 
antennas with robust polarization characteristics. Circularly 
polarized (CP) antennas have emerged as a preferred choice 
in modern wireless applications due to their ability to 
mitigate polarization mismatch and multipath interference, 
key issues in mobile and IoT environments. Unlike linearly 
polarized antennas, CP antennas are less sensitive to the 
orientation of transmitting and receiving antennas, making 
them ideal for dynamic mobile applications where signal 
reliability is critical. Circular polarization is particularly 
beneficial in reducing the effects of signal fading and 
enhancing link stability, which are crucial for applications 
such as wireless sensing, satellite communication, and 
wearable health monitoring devices [1]. 

In this work, we introduce a circularly polarized antenna 
design with a symmetrical, irregular hexagonal shape, 
optimized for operation at 2.45 GHz. The choice of a 
hexagonal geometry represents an innovative approach, 
providing a balanced structure that supports circular 
polarization and compactness. Fabricated on a standard FR-
4 substrate, this antenna demonstrates excellent 
performance metrics, including a reflection coefficient 
(S11) of -24.2 dB, an axial ratio (AR) of 2.72, and a voltage 

standing wave ratio (VSWR) of less than 2, indicating 
strong impedance matching and effective circular 
polarization. The optimization was conducted using CST 
Microwave Studio, employing a genetic algorithm to fine-
tune the antenna’s parameters for maximum efficiency and 
gain. 

II. MATERIALS AND METHODS 

A. Antenna  design and geometry: 

 Figure 1 illustrates a view of the proposed antenna. This 
design employs a microstrip patch antenna, chosen for its 
compact size, affordability, low profile, and ease of 
fabrication . These antennas are commonly used in the ISM 
band and at higher frequencies, where their dimensions are 
determined by resonant frequency and wavelength. Here, a 
square microstrip patch antenna is utilized, with design 
specifications calling for a 2450 MHz operating frequency, 
a 50-ohm impedance, and circular polarization of the 
radiated field. Figure 2 provides a closer look at the 
antenna's structure, which incorporates an FR-4 substrate. 
This material, selected for its accessibility and suitable 
properties, features a thickness of 1.6 mm, a dielectric 
constant of 4.3, and a loss tangent of 0.0025, making it an 
ideal choice for this study's requirements 

 

 

 Fig 1: Symmetrical irregular hexagonal CP antenna. 

 

B. Analytic study and dimensions 

The first step in designing the circularly polarized 
microstrip patch antenna involves determining the 
dimensions of the antenna. To calculate the size of the 
rectangular patch antenna suitable for a resonant frequency 
of 2.45 GHz, and considering a substrate with a dielectric 
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constant of 4.3 and a thickness of 1.6 mm, the following 
equations are utilized [2]. 
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Fig.2: Geometry of the proposed CP antenna  

 

Table 1: Optimized dimensions of the proposed antenna. 

           

 

         Items 

Optimal 

Value 

[mm] 

Symbols 

Length of  patch 28.48 L 

Width of patch 28.48 L 

Length of square substrate 40 G 

Feeding point in x-axis  0 XF 

Feeding point in y-axis  4 YF 

Length of triangle’s first slit side  4.5 T1 

Length of triangle’s second slit 
side 

8 T2 

Inner Radius 0.7 R1 

Outer Radius 1.35 R2 

 

III. GENETIC ALGORITHM OPTIMIZATION FOR 

ANTENNA DESIGN 

In this study, a genetic algorithm (GA) was implemented 

within CST Microwave Studio to optimize key 

performance parameters of the proposed antenna design, 

including return loss, axial ratio (AR), voltage standing 

wave ratio (VSWR), gain, and miniaturization. Genetic 

algorithms, inspired by biological evolution, provide a 

robust and efficient approach for navigating the large 

design space associated with antenna parameters. This 

method facilitates the development of an antenna that meets 

strict requirements for wireless communication systems, 

such as impedance matching, circular polarization, and 

compactness [3,4]. 

For the proposed antenna, the genetic algorithm was set to 

improve multiple critical metrics: 

 Return Loss: Minimizing return loss ensures 

maximum power transfer between the antenna and the 

transmission line, leading to efficient performance at 

the desired frequency (2.45 GHz). 

 Axial Ratio (AR): An optimal axial ratio indicates 

effective circular polarization, which is critical for 

reducing signal degradation in multipath 

environments. 

 VSWR (Voltage Standing Wave Ratio): Lowering the 

VSWR below 2 improves impedance matching, 

reducing signal reflection and increasing the 

reliability of data transmission. 

 Gain: By maximizing gain, the antenna can cover a 

larger area or reach greater distances with improved 

signal strength, which is essential for many wireless 

applications. 

 Miniaturization: Given the design’s application 
needs, compactness was prioritized, making the 

antenna suitable for integration into various devices 

without compromising performance. 

Using the GA, CST Studio iteratively tuned these 

parameters to balance the competing requirements, 

resulting in an optimized antenna design that offers high 

efficiency, compact size, and robust performance. This 

approach highlights the effectiveness of genetic algorithms 

in antenna optimization, as they allow for the exploration 

of numerous design variations and the achievement of a 

finely-tuned balance between multiple design constraints. 

 

IV. RESULTS AND DISCUTION 

This study focuses on enhancing the performance of a 

Circularly Polarized (CP) antenna through a symmetrical 

irregular hexagonal design. The proposed antenna 

incorporates a novel symmetrical irregular hexagon shape, 

which aims to optimize key performance parameters such 

665 FT/Boumerdes/NCASEE-24-Conference



as return loss, gain, Voltage Standing Wave Ratio 

(VSWR), axial ratio, and radiation pattern. The 

investigation explores the effects of this unique design on 

the antenna's efficiency and effectiveness, demonstrating 

the potential of the symmetrical irregular hexagonal 

configuration to advance the performance of CP antennas 

in wireless communication applications. 

 

Fig 3: The Return loss of the proposed CP Antenna 

A. S-parameters: 

 The S-parameter graph provides valuable insights into 
the impedance matching and overall performance of the 
antenna. Specifically, the S11 parameter, which represents 
the reflection coefficient, is critical for assessing how much 
of the signal is reflected back from the antenna due to 
impedance mismatch. In this study, the S11 value reaches -
24.2 dB at the operating frequency of 2.45 GHz, indicating 
excellent impedance matching and minimal reflection. A 
low S11 value, typically below -10 dB [5], shows that most 
of the power is being transmitted into the antenna, which is 
desirable for efficient operation. The S-parameter graph also 
reveals the resonance frequency, where the antenna 
performs optimally, and provides insight into the bandwidth 
and efficiency of the design. By analyzing this curve, we can 
confirm the antenna's effective operation at the desired 
frequency with strong signal integrity and minimal signal 
loss. 

 

     Fig 4: Axial Ratio of the proposed CP antenna 

B.  Axial Ratio: 

 The axial ratio (AR) is an important parameter for assessing the 
polarization characteristics of the antenna, particularly for 

circularly polarized antennas. It describes the quality of the 
circular polarization, with an ideal AR value of 1 (0 dB) 
indicating perfect circular polarization [6][7]. In this study, 
the axial ratio of the proposed antenna is measured to be 
2.72, which demonstrates good circular polarization. A 
lower AR value signifies a more efficient polarization, as it 
indicates less deviation from perfect circularity. An AR 
value below 3 dB is generally considered acceptable for 
many wireless communication applications, as it ensures 
that the antenna maintains a relatively consistent radiation 
pattern in all directions. The axial ratio graph allows us to 
visualize how well the antenna maintains circular 
polarization across its operating frequency and further 
confirms its suitability for reliable signal transmission in 
environments with multipath interference. 
 

 

Fig 5:3D Radiation pattern of proposed model 

C. Radiation pattern: 

  The radiation pattern of an antenna is a critical 

parameter that illustrates the distribution of radiated power 

as a function of direction in space. It provides insight into 

how effectively the antenna transmits or receives signals at 

different angles. For the proposed antenna, the radiation 

pattern is evaluated to understand its directional 

characteristics and efficiency in transmitting signals. A 

well-designed antenna should ideally exhibit a wide and 

consistent radiation pattern, ensuring effective coverage in 

the desired directions. In the case of a circularly polarized 

antenna, the radiation pattern also reveals how the 

antenna’s polarization remains consistent across different 
orientations, which is crucial for minimizing signal 

degradation due to polarization mismatch [8]. By analyzing 

the radiation pattern, we can assess the antenna’s 
performance in practical scenarios, including its ability to 

deliver uniform signal strength and coverage, especially in 

environments where the angle of arrival or reception may 

vary. This information is essential for determining the 

antenna's suitability for applications in wireless 

communication systems, where signal reliability and 

uniformity are key factors. 
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V. CONCLUSION  
 

In this work, we presented a novel circularly polarized 
antenna featuring a symmetrical, irregular hexagonal 
design, optimized to operate efficiently at 2.45 GHz on an 
FR-4 substrate. The design achieved excellent performance 
metrics, including a reflection coefficient (S11) of -24.2 dB, 
an axial ratio (AR) of 2.7, and a VSWR below 2, indicating 
effective circular polarization and strong impedance 
matching. Optimization through CST Microwave Studio, 
guided by a genetic algorithm, allowed for precise 
adjustments, maximizing gain and enhancing the antenna’s 
overall performance. This hexagonal geometry 
demonstrates a compact, reliable solution for modern 
wireless applications, particularly in IoT, healthcare, and 
other mobile settings.  
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Abstract—Artificial intelligence (AI) is playing an increasingly
significant role in the field of electrical engineering, offering
innovative and effective solutions to optimize complex systems,
enhance energy efficiency, and transform the management of
electrical infrastructures. This article examines the main applica-
tions of AI in this domain, highlighting intelligent energy systems,
electrical networks, as well as automation and process control.
We will also discuss the challenges and future prospects related
to the integration of AI into modern electrical systems.

Index Terms—Artificial Intelligence (AI),Machine Learn-
ing,Deep Learning,Neural Networks,Smart Grids,Energy Man-
agement Systems,Predictive Maintenance .

I. INTRODUCTION

Artificial Intelligence (AI) is transforming many sectors,

and the field of electrical engineering is no exception to this

technological revolution. This article explores the applications

of AI in electrical engineering, highlighting its contributions

to energy efficiency, predictive maintenance, and the optimiza-

tion of electrical systems. Artificial intelligence encompasses

techniques that enable machines to simulate human behav-

iors, including learning, reasoning, and self-correction. In the

context of electrical engineering, AI is used to analyze large

amounts of data, optimize systems, and enhance decision-

making. Artificial Intelligence (AI) refers to the ability of

computer systems to replicate human intelligence processes.

This encompasses skills such as machine learning, logical

reasoning, perception, and autonomous decision-making. In

the field of electrical engineering, AI is employed to tackle

complex issues in constantly evolving environments, where

systems must adapt in real time and optimize their perfor-

mance. With the increasing integration of renewable energy

sources, the digitization of infrastructures, and the rising

demand for energy efficiency, modern electrical systems are

becoming increasingly sophisticated. AI plays a key role in

managing these challenges by providing advanced solutions

for intelligent energy management, network monitoring, and

predictive maintenance.

Identify applicable funding agency here. If none, delete this.

II. APPLICATIONS OF AI IN ELECTRICAL ENGINEERING

A. Predictive Maintenance

AI-driven predictive maintenance techniques utilize real-

time data from equipment sensors to anticipate potential

failures before they happen. This proactive strategy reduces

unplanned downtime and lowers maintenance costs by fa-

cilitating timely interventions. Additionally, machine learning

algorithms can analyze historical maintenance data to identify

patterns, leading to more precise predictions regarding equip-

ment performance and lifespan.

B. Energy Management

AI enhances energy management in electrical systems by

examining usage patterns and optimizing operations to boost

efficiency. This includes the effective integration of renewable

energy sources and the management of load distribution.

C. Smart Grids

AI technologies improve the functionality of smart grids

by enabling real-time monitoring and control of electrical

distribution networks. This capability assists in balancing

supply and demand, integrating distributed energy resources,

and enhancing grid reliability.

D. Fault Detection and Diagnostics

AI systems are capable of automatically detecting anoma-

lies within electrical systems, providing early warnings for

potential faults. This functionality is essential for maintaining

system integrity and ensuring safety.

E. Automation and Control

AI promotes advanced automation in electrical engineering

processes, allowing for autonomous decision-making in sys-

tem operations. This encompasses the optimization of control

strategies across various applications, ranging from manufac-

turing to building management systems.

F. Data Analytics

By leveraging advanced analytics, AI processes large vol-

umes of data generated by electrical systems to derive ac-

tionable insights. These insights empower engineers to make

informed decisions about system design, operation, and main-

tenance.
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Fig. 1. Power Electronic System

Fig. 2. Realation of power electronics with other disciplines

G. Digital Twins

AI facilitates the development of digital twins—virtual

representations of physical systems—that simulate real-time

performance and predict future behavior. This technology is

beneficial for testing scenarios and optimizing system designs

without the need for physical modifications.

H. Robotics

In the realm of electrical engineering, AI-powered robotics

are employed for tasks such as inspection, maintenance, and

repair of electrical infrastructure. This application enhances

efficiency and safety while reducing the reliance on human

labor.

These applications demonstrate how AI is transforming

the field of electrical engineering by enhancing efficiency,

reliability, and safety across diverse systems and processes.

III. THE ROLE OF AI IN ELECTRICAL ENGINEERING

Artificial Intelligence (AI) includes a diverse range of tech-

niques that empower machines to execute tasks traditionally

requiring human intelligence. Within the field of electrical en-

gineering, various AI methodologies—such as machine learn-

ing, fuzzy logic, and metaheuristic algorithms—are utilized to

address complex challenges and enhance system performance

IV. MAIN AI METHODS IN POWER ELECTRONICS

The article titled ”An Overview of Artificial Intelligence

Applications for Power Electronics” provides a statistical anal-

ysis of the application of artificial intelligence (AI) methods

in the field of power electronics. This study is based on over

Fig. 3. integration-of Io T big data platform and ML

500 publications from the IEEE Xplore database, including

journals such as IEEE Transactions on Power Electronics,

IEEE Journal of Emerging and Selected Topics in Power

Electronics, IEEE Transactions on Industrial Electronics, IEEE

Transactions on Industrial Informatics, and IEEE Transactions

on Industry Applications. According to the data presented in

the article, the main AI methods used in power electronics are:

A. Machine Learning :

This method accounts for the majority of AI applications in

the field, with a usage rate of 45.8Its popularity stems from

its flexibility and ability to handle complex tasks. Supervised

learning is the dominant form of machine learning in this

sector. Machine learning (ML) has become a vital component

of electrical engineering, fostering innovation across a range

of applications. This synergy not only improves system perfor-

mance but also optimizes processes and supports the creation

of cutting-edge technologies.

1) Major Applications :

• Smart Grids and Energy Management: ML algo-

rithms enhance energy distribution by accurately

predicting demand, identifying faults, and enabling

efficient management within smart grids.

• Predictive Maintenance: By forecasting potential

equipment failures in electrical systems—such as

transformers and circuit breakers—ML models fa-

cilitate timely maintenance, minimizing downtime.

• Energy Efficiency: Machine learning contributes to

energy efficiency improvements in buildings and

industrial operations by optimizing heating, ventila-

tion, air conditioning (HVAC) systems, and lighting.

• Renewable Energy Integration: ML plays a crucial role

in forecasting renewable energy generation, such as solar

and wind power, thereby improving their integration into

existing power grids.

• Power Quality Monitoring: Techniques in machine learn-

ing are utilized to monitor power quality issues like

voltage sags and harmonics, ensuring a stable electrical

supply.

• Robotics and Automation: In the field of robotics, ML

is essential for tasks such as object recognition and path

planning, significantly enhancing automation capabilities.
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• Signal Processing: ML improves signal processing appli-

cations, leading to greater accuracy in data transmission

for telecommunications and medical imaging.

• Autonomous Vehicles: Electrical engineers apply ML to

develop algorithms that support self-driving technologies,

including navigation systems and vehicle-to-vehicle com-

munication.

• Healthcare Devices: The integration of ML into medical

devices aids in tasks such as disease diagnosis and patient

monitoring, improving healthcare delivery.

• Circuit Design Optimization: Machine learning assists in

refining circuit designs to lower power consumption while

enhancing performance.

Educational Integration Many educational institutions are now

offering specialized programs that focus on the application of

machine learning within electrical engineering. For example:

The University of Wisconsin provides a Machine Learning

and Data Science option within its Electrical Engineering

curriculum, emphasizing the mathematical foundations and

tools relevant to ML applications. Courses such as ”Machine

Learning for Electrical Engineering” address critical topics

including regression, classification, neural networks, and deep

learning techniques tailored for engineering purposes.

2) Future Trends

The future landscape of electrical engineering is expected to

witness deeper integration of machine learning across various

sectors: Adaptive Control Systems: These systems will utilize

ML to improve performance in complex environments where

traditional control methods may be inadequate. Cyber-Physical

Systems: Ongoing research aims to create intelligent systems

that merge physical processes with computational resources

through ML for enhanced decision-making. Data-Driven In-

telligence: The combination of big data analytics with ML is

set to drive advancements in energy systems management and

operational efficiency across multiple industries.

In conclusion, machine learning is transforming the field

of electrical engineering by enhancing existing technologies

and paving the way for innovative solutions across diverse

applications. Its profound impact promises a future where

electrical systems are more efficient, reliable, and intelligent.

B. Metaheuristic Methods:

Used at a rate of 32these methods are particularly effective

for optimization in power electronics. The most common

among them are Genetic Algorithms (GA) and Particle Swarm

Optimization (PSO). Metaheuristic methods are sophisticated

optimization techniques widely employed in electrical engi-

neering to tackle complex problems that are often challenging

for traditional optimization approaches. These methods are

particularly effective for NP-hard problems, where obtaining

exact solutions is computationally impractical.

1) Characteristics of Metaheuristic Methods

Stochastic Nature: Most metaheuristic algorithms incor-

porate randomness in their search processes, enabling

them to explore the solution space more effectively

Fig. 4. Classification of methaheuristic methods

without the need to exhaustively evaluate every possible

option.

Near-Optimal Solutions: These methods focus on identi-

fying satisfactory solutions rather than striving for exact

optimality, which is especially beneficial in practical

scenarios where perfect solutions are not required.

No Gradient Requirement: Unlike conventional opti-

mization techniques, metaheuristics do not depend on

gradient information, making them suitable for non-

analytic or black-box objective functions.

Local Optima Recovery: Many metaheuristic algorithms

possess mechanisms that allow them to escape local

optima, thanks to their inherent randomness or specific

heuristics, enabling them to manage uncertainties in

objectives more effectively.

2) Common Metaheuristic Techniques

Metaheuristic methods can be categorized according to

their approach to modifying solutions:

Single-Solution Methods: These begin with a single

candidate solution and iteratively refine it.

Population-Based Methods These involve a group of

solutions, simultaneously modifying multiple candidates

to comprehensively explore the search space.

3) Applications in Electrical Engineering

Power System Optimization: Metaheuristic algorithms

are utilized to optimize various components of power

systems, such as optimal power flow, economic dispatch,

and the placement of distributed generation sources.

They contribute to reducing power losses and enhancing

system reliability. Renewable Energy Forecasting: When

combined with machine learning models, metaheuristics

improve the accuracy of forecasting renewable energy

generation (e.g., solar and wind power) by optimizing

parameters in models like artificial neural networks

(ANNs) and support vector machines (SVMs). Design

Optimization: Metaheuristics aid the design process

in electrical engineering by optimizing parameters in

control systems, circuit designs, and other applications

to achieve performance targets while minimizing costs.

Smart Grid Management: These techniques play a role

in managing smart grids by optimizing load distribu-
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Fig. 5. Relation between Data - Articial Intelligence

tion and boosting energy efficiency through intelligent

decision-making.

4) Future Directions

The application of metaheuristic methods in electrical

engineering is anticipated to expand as system com-

plexity increases and the demand for efficient solutions

grows. Current research is focused on developing hy-

brid approaches that integrate metaheuristics with other

optimization techniques and machine learning models to

further enhance performance across diverse applications.

In conclusion, metaheuristic methods are essential for

addressing complex optimization challenges in electrical

engineering. They offer flexible and efficient solutions

that traditional methods may find difficult to achieve.

Their capacity to navigate uncertainties and escape local

optima makes them invaluable tools in contemporary

engineering practices.

C. Fuzzy Logic:

Representing 21.3 of AI applications, fuzzy logic is es-

sential for managing uncertainty and imprecision within

systems.

D. Expert Systems:

Although their usage is limited to 0.9these systems are

less widespread due to their specificity and dependence

on precise rules.

V. CONCLUSION

Artificial intelligence (AI) is transforming the electri-

cal engineering sector by enabling the development

of smarter, more efficient, and more resilient systems.

By optimizing energy management, equipment mainte-

nance, and the automation of industrial processes, AI

contributes to making electrical networks more reliable

and sustainable. However, to fully leverage these bene-

fits, it is crucial to overcome the challenges related to the

implementation of these technologies and the training

of industry professionals. With the rapid evolution of

technologies and ongoing research in this field, AI is

poised to play a central role in the future of electrical

engineering.
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Abstract—Heres a rephrased version with "deep learning"

replacing "machine learning" (ML):

"The rapid proliferation of Unmanned Aerial Vehicles (UAVs)

has unlocked new opportunities across various application do-

mains. However, selecting optimal UAV services remains a com-

plex challenge that requires a nuanced approach considering

multiple criteria. This article introduces a novel framework

that integrates deep learning (DL) techniques with multi-criteria

decision-making (MCDM) methods to tackle this challenge. The

framework evaluates UAV services comprehensively based on

critical metrics such as delay, packet loss, throughput, and

residual energy, offering a holistic perspective for informed

decision-making.

Our findings demonstrate the effectiveness of the proposed

approach, achieving a classification accuracy of 99.9% using the

RF model. These results highlight the frameworks capability

to optimize UAV service delivery, thereby improving overall

network performance and user satisfaction. By combining deep

learning and MCDM, the framework provides a robust and

efficient solution for UAV service selection, addressing the diverse

requirements of users and service providers in the dynamic

landscape of UAV applications."

Index Terms—Service selection; MCDM; TOPSIS; Machine

learning; UAVs.

I. INTRODUCTION

Unmanned Aerial Vehicles (UAVs) have proven to be highly

effective technologies, offering cost-efficiency and unparal-

leled mobility that enable their application across diverse

domains. Their versatility has transformed numerous indus-

tries and sectors, including surveillance, agriculture, logistics,

service delivery, and disaster remote sensing.[1].

The recent advancements in Artificial Intelligence (AI)

algorithms have enabled swarms of UAVs to play a significant

role in establishing robust communication networks, executing

diverse tasks, and delivering services [2]. For instance, uti-

lizing UAV swarms for service selection offers considerable

potential. However, their deployment faces challenges, partic-

ularly energy constraints, which limit the full realization of

their capabilities.

To maximize the potential of UAVs in service selection,

integrating deep learning (DL) into various decision-making

platforms has proven to be a key technology for overcoming

limitations and enabling more efficient and effective service

selection. However, implementing DL within UAV systems

poses challenges, particularly in data management and pro-

cessing. Overcoming these obstacles is crucial to fully un-

locking the benefits of DL for enhancing UAV-based service

selection processes

Multi-Criteria Decision-Making (MCDM) plays a vital role

in service selection by providing a structured framework

for evaluating and comparing alternatives based on multiple

criteria simultaneously [3], such as cost, quality, and relia-

bility. When combined with deep learning, MCDM offers a

robust approach to analyzing and understanding the strategic

interactions between service providers and consumers. This

integration has gained significant recognition for its potential

to improve service consumer satisfaction.

This study investigates the potential of employing deep

learning techniques to enhance the decision-making process,

with a particular emphasis on service selection in UAV-based
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Fig. 1. Multi-criteria Decision-Making steps

communication networks. Labels generated through Multi-

Criteria Decision Making (MCDM) are utilized as input for

deep learning models. Furthermore, we explore the application

of various deep learning architectures to analyze UAV ser-

vice metrics and predict optimal service configurations. The

primary goals are to optimize overall network performance,

improve user experience, and provide valuable insights for

deploying diverse UAV applications. The key contributions of

this paper can be summarized as follows:

• Proposing a decision-making framework for UAVs that

incorporates deep learning (DL) labelsclassified as Good

Service, Acceptable Service, and Ugly Servicebased on

UAV Quality of Service (QoS) metrics and residual en-

ergy. This framework enhances the classification accuracy

of service selection in dynamic scenarios.

• Conducting extensive simulation experiments in UAV

environments to validate the effectiveness of our pro-

posed DL-based decision-making model. The experimen-

tal results demonstrate the advantages of coupling deep

learning with decision-making analysis to enhance service

selection accuracy.

The remainder of this paper is organized afollows: . Section

II reviews related works. Section III presents the overall

framework and design components of the DL-based decision-

making model. Section IV details the extensive experiments

conducted. Finally, Section V concludes the paper and outlines

future directions.

II. LITERATURE REVIEW

The academic literature has extensively explored methods

for service selection, particularly in distributed frameworks

like cloud computing, online platforms, and, more recently,

in emerging fields such as the Internet of Things (IoT) and

UAV-based systems

• multi-criteria decision-making (MCDM)

Multi-Criteria Decision-Making (MCDM) is a field

within operations research and decision science focused

on making choices when multiple, often conflicting, cri-

teria are involved. It provides a systematic approach to

evaluating and selecting alternatives based on their perfor-

mance across various attributes or factors. MCDM finds

applications across diverse fields, such as engineering,

business, finance, healthcare, and environmental planning,

where decisions must account for multiple considerations

simultaneously [4].

• Service Selection: Service selection in UAVs involves

identifying and choosing specific services or capabilities

that UAVs can offer or utilize across a wide range of

applications. This process is critical as it directly impacts

the UAV’s effectiveness in tasks such as surveillance,

delivery, agricultural monitoring, disaster response, and

communication support. The selection is guided by cri-

teria such as the UAV’s payload capacity, flight en-

durance, communication range, autonomy, security, and

responsiveness, as well as the unique requirements of the

application, such as real-time data processing or operation

in challenging environments [2]. Various approaches,

including deep learning, Multi-Criteria Decision Making,

and game theory, are employed to optimize the service

selection process.

• Deep learning: Deep learning, a specialized branch of

machine learning, represents a significant advancement

in the quest for artificial intelligence, striving to achieve

AI’s primary goal of mimicking human-like intelligence.

It is inspired by the structure and function of the human

brain, utilizing artificial neural networks with multiple

layers to process and analyze complex data.[?]

A. Service Selection Based Machine Learning

This section delivers a succinct review of contemporary lit-

erature within the context of UAVs, focusing on the utilization

of diverse machine learning algorithms for forecasting optimal

service selection.

The authors in [5], integrate ML with digital surface

model(DSM) terrain data to automate an air-to-ground (A2G)

channel model selection, crucial for precise communication

network simulation like Urban Air Mobility (UAM). It au-

tonomously categorizes terrain types and improves data se-

lection accuracy compared to manual methods. Leveraging

publicly available DSM data enhances understanding of ML-

based service selection in UAV networks. This approach holds

significance for analyzing emerging communication networks,

including UAV communication.

Khan et al. [6] integrate blockchain, machine learning,

and auctions for optimal UAV selection. They establish real-

time monitoring for enforcing service-level agreements and

introduce a novel auction process based on UAV reputation,

resulting in a secure and efficient UAV network coverage

system.
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Manogaran et al. [7], present deep learning (DL) for re-

source allocation in UAV networks, tailored for 6G network

demands. This approach aims to enhance efficiency and relia-

bility by adeptly managing resources with advanced machine

learning (ML) algorithms. It offers an efficient method for

managing communication, resource allocation, and service

selection within UAV systems in 6G networks.

The authors in [8], develop a context-aware system based

on an ML framework to enhance service selection for indi-

viduals with impairments, conducted in two stages: assessing

service adequacy based on user goals and profiles, and refining

selection considering quality-of-service variables and specific

needs. This offers insights into ML’s application in adaptive

service selection, particularly in UAV-based scenarios.

Tsipi et et al. [9], introduce a study that aims to enhance

cooperative aerial and device-to-device (D2D) networks in

5G and future wireless systems with non-orthogonal multiple

access (NOMA). They employ Deep Neural Networks (DNN)

for UAV service selection, particularly focusing on positioning

in urban settings.

B. Service Selection based Multi-Criteria Decision Making

This section offers a succinct review of studies that employ

MCDM for service selection processes. By utilizing a diverse

array of techniques and conceptual frameworks, MCDM is

instrumental in addressing a broad spectrum of challenges.

This overview underscores the versatility and effectiveness

of MCDM methods in facilitating informed and nuanced

decision-making processes in the context of service selection,

demonstrating their critical role in optimizing outcomes and

enhancing operational efficiency.

Gandhi et al. [10] introduce an efficient ML for consumers

to make informed choices about cloud services. It employs

Multiple Criteria Decision Making (MCDM) to evaluate pa-

rameters like service performance, cost, reliability, and user

requirements, facilitating recommendations for suitable cloud

options. authors [11]proposed a methodology for determining

the appropriate cloud service by integrating the AHP weighing

method with the TOPSIS method, focusing on the quality of

services (QoS) as a significant factor for service selection and

user satisfaction in cloud computing. The study in [12] focused

on selecting the most suitable Unmanned UAVs for defense

applications using MCDM methods, specifically integrating

the Analytic Hierarchy Process AHP and the TOPSIS. It

outlines the importance of UAVs in military and civilian

contexts, details the methodology for evaluating and rank-

ing UAV alternatives based on various performance criteria,

and concludes with selecting the best UAV alternative. The

study’s findings, validated through sensitivity analysis, aim

to assist decision-makers in the defense sector in making

informed UAV selections. Hamurcuet et al. [12] presents a

study on the selection of UAVs using Fuzzy MCDM analysis.

It addresses the complex decision-making process involved in

UAV selection, considering various factors like payload ca-

pacity, maximum speed, endurance, altitude, avionics systems,

price, economic life, and maximum range. The methodology

employs standard fuzzy set techniques to enable decision-

makers to use linguistic terms, enhancing the decision-making

process’s practicality and interpretability.

III. METHODOLOGY

This section presents the proposed design for selecting UAV

services using MCDM-deep learning, enabling users to choose

UAV service providers based on multiple criteria.

A. Overall framework

The overall structure of our proposed concept is de-

picted in Fig.2. When a user requests a service from UAV-

based providers, we employ Multi-Criteria Decision-Making

(MCDM) techniques to identify the most efficient UAV service

by evaluating factors such as delay, packet loss, throughput,

and energy efficiency.

This deep learning-driven approach aims to predict the

optimal UAV service provider for each user request, framing

the decision-making process as a categorical prediction task.
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Fig. 2. System Model

Heres the rephrased version with "machine learning" re-

placed by "deep learning":

—

B. Design Components

UAV Service Providers: UAVs provide various services

to remote users in mobile environments, including delivery,

communication relays, data collection, healthcare support, and

infrastructure inspections. To enhance their limited computa-

tional capabilities, these UAVs rely on edge computing.

Edge Computing Servers: Deep learning and Multi-

Criteria Decision-Making (MCDM) algorithms are integrated

within edge computing servers to meet the stringent require-

ments of low latency and high computational efficiency in
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service selection applications. Accounting for the computa-

tional constraints of UAVs and end-user devices is critical to

enhancing response times and ensuring the optimal selection

of services and UAVs for completing tasks.

User: The process begins with users submitting service

requests to UAV-based service providers via an application

or user interface. These requests can range across a variety

of services, such as data collection, surveillance, delivery, and

communication relays, depending on the application’s purpose.

Typically, these requests include detailed specifications and

requirements.

IV. PERFORMANCE EVALUATION

This section outlines a concise summary of the system

model developed in the initial phase. Subsequently, we discuss

the dataset chosen for evaluation, followed by an overview of

the performance metrics utilized. Finally, we present a com-

parative analysis of the various classifiers under consideration.

A. Proposed Model

Our service selection approach utilizes the TOPSIS method,

where higher scores represent better alignment with the desired

characteristics determined by weighted criteria. This approach

offers a comprehensive framework for evaluating and select-

ing the most suitable service UAVs by balancing multiple

performance metrics, incorporating both benefits and costs

associated with each UAV’s performance features. Criteria

such as delay, packet loss, throughput, and residual energy

are considered in the selection process.

The key steps for identifying the optimal service using

TOPSIS are outlined below [13].

Define the Criteria and Alternatives: Delay, packet loss,

throughput, and residual energy are considered key criteria

in the decision-making process, with UAVs serving as the

available alternatives.

Create the Decision Matrix: Construct a decision matrix

with alternatives represented in rows j and criteria in columns

i. by inputting values ri j that indicate how well each alternative

satisfies each criterion.

Normalize the Decision Matrix To make all the criterion

scales equivalent and comparable, we normalize the decision

matrix. A common method is the square root of the sum of

squares method.

For a value ri j in the matrix, the normalized value xi j is

calculated as:

xi j =
ri j

√

∑
t
k=1 r2

k j

where t is the number of UAVs.

Identify the Optimal and Pessimistic Solutions: Deter-

mine the optimal and worst-case scenarios for each criterion.

The optimal solution A∗

j increases benefits and minimizes

costs, whereas the negative-ideal solution A−

j accomplishes the

opposite.

Distance Calculation

• The Euclidean distance from each alternative to the ideal

(D∗

i ) and negative-ideal (D−

i ) solutions are calculated as:

D∗

i =

√

n

∑
j=1

w j(xi j −A∗

j)
2

D−

i =

√

n

∑
j=1

w j(xi j −A−

j )
2

• where:

- w j is the weight of the jth metric.

- xi j is the value of the jth metric for the ith alternative.

- A∗

j is the value of the jth metric in Positive Ideal

Solution

- A−

j is the value of the jth metric in Negative Ideal

Solution.

- n is the total number of metrics.

• TOPSIS Score The overall score for each alternative is

calculated as:

TOPSIS Scorei =
D−

i

D∗

i +D−

i

Ranking Alternatives (UAVs, in this context) are ranked

based on their TOPSIS scores, where higher scores in-

dicate better performance. These scores range from 0

to 1, with values closer to 1 representing UAV service

providers that are nearer to the ideal solution and, there-

fore, more desirable.

B. Dataset description

TABLE I presents a synthetic dataset created by gathering

various Quality of Service (QoS) metrics, including through-

put, end-to-end latency, packet loss ratio, and residual energy.

This dataset is utilized to evaluate, analyze, and select the most

efficient UAV services.

The approach integrates parameters linked to QoS require-

ments, with two additional columns added to the dataset: one

for computing the TOPSIS score based on QoS metrics and

another for assigning labels categorized as "good," "accept-

able," or "ugly." The dataset is divided into two parts, with

eighty used for training and twenty reserved for performance

evaluation and validation.

To identify suitable UAVs, well-established machine learn-

ing algorithms are applied, including Naive Bayes, Support

Vector Machine (SVM), Random Forest, and Decision Tree,

each configured with specific hyperparameters.

C. Performance metrics

Performance measures in machine learning are crucial for

assessing and contrasting the efficiency of models. Common

measurements consist of::

• Accuracy: The percentage of true outcomes ( true posi-

tives and true negatives) across all instances analyzed.

Accuracy =
True Positives+True Negatives

Total Population
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TABLE I
DATASET SNAPSHOT

UAV ID Delay Throughput Packet Loss Residual Energy TOPSIS Score Label

uav243 0.035480375 0.170560013 0.234953558 0.455321561 0.94688933 good

uav266 0.035495611 0.173068987 0.234014272 0.449809255 0.940813011 good

uav958 0.023402112 0.176412665 0.233716203 0.45780353 0.931130942 good

uav269 0.027363339 0.156877037 0.233967458 0.444200239 0.913747892 good

... ... ... ... ... .... ......

uav142 0.014534155 0.069295486 0.232782227 0.376362677 0.719784624 acceptable

uav428 0.027256444 0.17638152 0.233136388 0.328186786 0.719362124 acceptable

uav3 0.010661707 0.084059237 0.2328577 0.366410276 0.71904528 acceptable

uav422 0.007408826 0.017942547 0.230851247 0.430471109 0.715827948 acceptable

... ... ... ... ... .... ......

uav235 0.019307369 0.000758012 0.233002381 0.014693878 0.037509537 ugly

uav947 0.009424711 0.001031794 0.233676312 0.015712657 0.031937793 ugly

uav937 0.016278053 0.002582798 0.231467119 0.013185648 0.031837863 ugly

uav618 0.010021295 0.009398879 0.233172693 0.008905042 0.026547942 ugly

• Precision:The ratio of true positives to the sum of true

and false positives, which reflects the model’s accuracy

in predicting positive classes.

Precision =
True Positives

True Positives+False Positives

• Recall: The metric quantifies the model’s capability to

identify positive instances by dividing the number of true

positives by the sum of true positives and false negatives.

Recall =
True Positives

True Positives+False Negatives

• F1 Score: Achieving a balance between precision and

recall through the harmonic mean, particularly in cases

of irregular class distributions.

F1 Score = 2×
Precision×Recall

Precision+Recall

• Where:

-True positives (TP) are those that accurately forecast

positive observations.

-True negatives (TN) are observations that were predicted

to be negative.

-False positives (FP) mean that positive observations are

predicted inaccurately.

False negatives (FN) are predictions of negative observa-

tions that are inaccurate.

Each metric provides different insights into the model’s

performance, emphasizing the importance of selecting

appropriate metrics based on the specific objectives and

challenges of the machine learning task.

D. Experimental Setup and Implementation

In this paper, we employed an MLP as the foundational deep

learning algorithm, consisting of three hidden layers with 64,

64, and 32 neurons, respectively, utilizing the ReLU activation

function. The model was trained over 100 epochs with a

batch size of 64, using the Adam optimizer and categorical

cross-entropy loss. The data was split into 60% for training,

20% for validation, and 20% for testing. A comparative

analysis was conducted against traditional machine learning

algorithms, including Naïve Bayes and SVM, using their basic

hyperparameter configurations.

E. Comparative Performance Analysis of Classification Algo-

rithms for UAV QoS Assessment

Table II presents a comprehensive comparison of perfor-

mance metrics, including execution time (E-time), for the var-

ious classification algorithms evaluated in this study. Accuracy

is emphasized as a fundamental measure for evaluating the

overall performance of classifiers, providing a broad indication

of their ability to correctly categorize UAVs into predefined

quality categories: good, acceptable, and poor. These catego-

rizations are determined based on UAV Quality of Service

(QoS) parameters.

Both Table II and figure 3 depict the comparative per-

formance of the evaluated algorithms, highlighting critical
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TABLE II
THE OVERALL PERFORMANCE OF THE VARIOUS CLASSIFICATION

PROCESSES..

Algo Acc Prec Recall F1-Score E-time (S)

MLP 0.99 0.99 0.99 0.99 0.11

Naïve B 0.97 0.97 0.97 0.0.97 0.04

SVM 0.96 0.96 0.96 0.96 0.13

metrics. As demonstrated, the MLP algorithm outperforms its

counterparts across all metrics, achieving near-perfect results

with a minimal execution time of 0.11 seconds. The Naïve

Bayes algorithm follows closely, showcasing strong perfor-

mance while achieving the lowest execution time of 0.04

seconds. In contrast, the SVM exhibits comparatively lower

performance across all measures, revealing its limitations in

this particular context. Figure 4 illustrates that the model

is robust and well-suited for the given classification task,

demonstrating efficient optimization of both hyperparameters

and architecture. The findings underscore the superior ef-

fectiveness of the MLP algorithm in accurately classifying

UAV QoS categories. Its exceptional precision and recall

make it a strong candidate for real-world applications where

robust classification performance and computational efficiency

are critical. Moreover, the MLP algorithm demonstrates a

significant advantage in handling large datasets compared

to traditional machine learning approaches, underscoring its

scalability and suitability for complex networks with extensive

data.

Fig. 3. Comparison between the different classifiers

V. CONCLUSIONS AND FUTURE WORKS

This paper emphasizes the effectiveness of integrating deep

learning with Multi-Criteria Decision-Making (MCDM) meth-

Fig. 4. Training and Validation Performance Analysis of the MLP Model

ods, specifically TOPSIS, to select optimal UAV services based

on metrics such as delay, packet loss, throughput, and residual

energy. The study aims to enhance the decision-making pro-

cess for UAV service delivery, ultimately improving user satis-

faction. Experimental results show that incorporating MCDM

labels into deep learning models for training and UAV service

prediction achieves superior performance in terms of accuracy,

error rate, precision, recall, and F-score metrics.

As future work, the focus will shift toward enhancing

security measures to address cybersecurity threats, particularly

phishing attacks [14]. This research will explore the devel-

opment of robust strategies and technologies to strengthen

systems against malicious activities and safeguard sensitive

information.
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Abstract—Recommender systems are integral to modern e-
commerce, yet their deployment on resource-constrained devices
remains a challenge due to the high computational and mem-
ory demands of deep learning models. This paper presents a
novel 3-bit fixed-point quantized Multi-Layer Perceptron (MLP)
recommendation system, specifically designed for on-device us-
age. Leveraging a training-aware quantization technique, this
approach reduces model parameters to 3-bit precision, signif-
icantly decreasing memory and computational overhead while
maintaining performance. The proposed system is evaluated
using the Amazon Beauty dataset, demonstrating competitive
accuracy across metrics such as precision, recall, and F1-score,
with a substantial reduction in resource requirements. These
results underscore the potential of the quantized MLP model
for enabling real-time recommendations on edge devices such
as smartphones and IoT systems, paving the way for efficient,
privacy-preserving recommender systems.

Index Terms—On Device Recommender System, Quantization,
Recommendation System, E-commerce

I. INTRODUCTION

Recommender systems have gained considerable attention

due to their importance in many sectors such as e-commerce

[1]. Today’s recommender systems benefit from huge deep

neural networks such as large language models (llms) [2]

to capture user preferences to recommend items that meets

the user’s taste. Despite their capabilities to enhance rec-

ommendations quality, those models suffer from several is-

sues such as high computational complexity that leads to

significant power consumption and their huge size which

requires significant memory consumption. They also face

privacy concerns because they are fueled by massive user

behavior data that sent through the internet. Recently, on-

device machine learning [3] has attracted the attention of

the research community because it enables models to run on

limited resource-constrained devices such as mobile phones.

Since the principle of on-device machine learning is well-

aligned with the need for low-cost and privacy-preserving rec-

ommender systems, there has been a growing interest towards

on-device recommendation. Authors in [4] Proposed a method

for learning flexible item embeddings, enabling recommenda-

tion models to be adapted to arbitrary device-specific memory

constraints without the need for retraining. Authors in [5] pro-

posed LLRec, a lightweight model for next Point-of-Interest

(POI) recommendation, leveraging tensor-train factorization

to achieve efficiency and scalability. Authors in [6] Proposes

utilizing the user’s real-time intentions to generate on-device

recommendations by employing a sequence- and context-

aware algorithm to encode user intentions. Prediction is then

performed using a neighborhood search method combined

with a sequence-matching algorithm. Authors in [7] introduces

an expert selection strategy and refines the ranking-based

sampling approach to facilitate knowledge transfer. Authors

in [8] employs model pruning and embedding sparsification

techniques to enable model training on mobile devices and

fine-tunes the model using local user data, achieving compara-

ble performance in sequential recommendation while reducing

parameters by a factor of 10. Authors in [9] represents items

and users using a set of binary vectors paired with a sparse

weight vector, and introduces an integer weight approximation

scheme to enhance the method’s computational efficiency.

In this paper, we proposed 3-bit fixed-point quantized MLP

recommendation model which can be used on edge devices

such as smartphones. We used a training-aware quantization

technique proposed by [10] to quantize the model parameters

into 3-bit fixed-point precision to make it suitable for limited

resource-constrained devices and maintains its accuracy.

The main contributions of this study include the following:

• Propose a 3-bit fixed-point precision quantized MLP

recommender system.

• Employ a training-aware quantization technique to quan-

tize the recommendation model.

• Evaluate the performance of the proposed model using

an ecommerce benchmark dataset.

• Use multiple evaluation metrics such as precision, recall,

F1 score, MAE, RMSE and MSE to asses the perfor-

mance of the proposed approach.

The code source of this work will be available at

https://github.com/ramzikhantouchi/3-bit quantized

On-device recommender sysetm after paper acceptance.
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II. APPROACH

We propose a recommendation system based on a Multi-

Layer Perceptron (MLP) architecture that balances high perfor-

mance with computational and memory efficiency. Recogniz-

ing the limitations of deploying neural networks on resource-

constrained devices such as IoT systems (e.g., smartwatches,

drones, or smart home devices), we adopt a training-aware

quantization technique inspired by the work of [10]. This

technique significantly reduces the computational complexity

and energy consumption of the model, making it practical for

low-resource environments. The quantization-aware training

method proposed by [10] focuses on reducing the precision

of the model’s weights and biases, converting them from

a 32-bit floating-point representation to an 8-bit fixed-point

format. This change reduces the memory footprint, accelerates

computations, and lowers energy requirements, making the

model suitable for deployment on devices with constrained

resources.

In a neural network, matrix–vector multiplication operations

dominate the computational cost. The weights W and biases

b are traditionally stored in high-precision formats (16-bit

or 32-bit), resulting in significant energy and memory costs

for Multiply–Accumulate (MAC) operations during inference.

By quantizing these parameters to fixed-point integers, the

memory requirements are reduced, and the efficiency of MAC

operations is enhanced. The technique involves approximating

floating-point weights and biases as integer values scaled by

a scalar factor. To optimize hardware efficiency, the scalar

factor is restricted to powers of two. This restriction ensures

that division operations, which are computationally expensive,

are replaced by simple bit-shifting operations, reducing com-

putational overhead while maintaining numerical stability. It

applies quantization iteratively, layer by layer, to minimize

the noise introduced during rounding. Starting with the first

layer, its weights and biases are quantized and fixed, and the

model is retrained to update the parameters of subsequent

layers. Retraining ensures that errors caused by quantization

in earlier layers are corrected by later layers. This iterative

process continues until all layers are quantized, maintaining

a balance between performance and efficiency. The proposed

MLP model incorporates the ReLU (Equation (1)) activation

function within its hidden layers to introduce non-linearity and

enhance the network’s ability to model complex relationships.

The output layer employs a sigmoid (Equation (2)) activation

function to generate probabilities indicating whether a user

is likely to prefer an item. We use Adam optimzizer and

the binary cross-entropy loss function to train our model.

By leveraging the quantization-aware training technique from

[10], the proposed system achieves substantial improvements

in efficiency. Specifically, memory consumption is reduced by

more than a factor of 10, and computational complexity is

decreased by a factor of 16. These improvements enable real-

time recommendation tasks on resource-constrained devices

without significant loss of accuracy.

ReLU(x) = max (0, x) (1)

Sigmoid(x) =
1

1 + e−x
(2)

III. EXPERIMENTS

A. Dataset

Amazon Beauty is an online reviews and ratings dataset

from Amazon reviews which are widely recognized bench-

marks for assessing recommendation algorithms. This dataset

contains a wide range of beauty and personal care products,

including skincare, haircare, and cosmetics items, and includes

detailed user-generated content such as reviews, star ratings,

and feedback about product efficacy.

B. Evalutation Metrics

To evaluate the performance of recommendation systems,

standard metrics such as Recall (Equation (3)), Precision

(Equation (4)), and F1 Score (Equation (5)) are frequently

utilized to quantify the relevance and accuracy of the recom-

mended items. Beyond these ranking-based measures, error

metrics including Mean Squared Error (MSE), Root Mean

Squared Error (RMSE), and Mean Absolute Error (MAE) are

employed to gauge the accuracy of the predicted relevance

scores. MSE (Equation (6)) quantifies the average squared

deviation between predicted and actual relevance values, with

a greater emphasis on larger errors. RMSE (Equation (7))

provides a more interpretable measure by taking the square

root of MSE, facilitating model comparisons. Meanwhile,

MAE (Equation (8)) evaluates the average absolute deviation

between predictions and ground truth, offering a straightfor-

ward representation of prediction error. Together, these metrics

enable a comprehensive assessment of the recommendation

model’s effectiveness in ranking items.

Recall =
TP

TP + FN
(3)

Precision =
TP

TP + FP
(4)

F1Score = 2×
Precision×Recall

Precision+Recall
(5)

MSE =
1

N

N
∑

i=1

(yi − ŷi)
2 (6)

RMSE =

√

√

√

√

1

N

N
∑

i=1

(yi − ŷi)2 (7)

MAE =
1

N

N
∑

i=1

|yi − ŷi| (8)

TP, TN, FP, FN, yi, ŷi and N represent True Positive, True

Negative, False Positive, and False Negative, the actual rele-

vance score, the predicted relevance score and the total number

of observations respectively.

680 FT/Boumerdes/NCASEE-24-Conference



C. Results

The performance comparison between the MLP model and

its quantized version is presented in Figures 1 and 2, and

summarized in Table I. The results show that the quantized

version of the recommender system demonstrates competitive

performance while offering substantial advantages in terms of

memory and computational efficiency.

In terms of prediction accuracy, both models exhibit similar

results across the metrics. The Precision of the quantized MLP

(0.7776) slightly surpasses that of the original MLP (0.7706),

while the Recall of the quantized model (0.9785) is marginally

lower than that of the MLP model (0.9996). The F1-Score of

the quantized MLP (0.8666) remains nearly identical to the

MLP model (0.8702), indicating that the quantization process

does not significantly compromise the overall accuracy of the

model.

For error metrics, the Mean Squared Error (MSE) and Root

Mean Squared Error (RMSE) of the quantized model are

slightly higher (0.2321 and 0.4818, respectively) compared to

the MLP model (0.2296 and 0.4791, respectively). Similarly,

the Mean Absolute Error (MAE) of the quantized model

(0.2321) is marginally higher than that of the MLP model

(0.2296). However, these differences are minimal and do not

significantly affect the overall recommendation quality.

Despite these minor variations in performance, the quan-

tized recommender system excels in memory and computa-

tional efficiency. The quantized model achieves more than

a 10x reduction in memory consumption compared to the

original MLP model, enabling it to run efficiently on de-

vices with limited resources such as mobile phones. More-

over, the quantized version reduces computational complexity

by a factor of 16, resulting in faster inference times and

lower energy consumption. This makes the quantized MLP

an ideal choice for resource-constrained environments, where

efficiency is critical without sacrificing significant performance

in recommendation tasks.

These findings demonstrate that the quantized recommender

system provides a memory- and energy-efficient solution for

real-time recommendation tasks, offering a practical trade-off

between model accuracy and resource usage.

TABLE I
COMPARISON OF MLP AND QUANTIZED MLP RECOMMENDERS

Metric MLP recommender Quantized MLP recommender

Precision 0.7706 0.7776

Recall 0.9996 0.9785

F1-Score 0.8702 0.8666

MSE 0.2296 0.2321

RMSE 0.4791 0.4818

MAE 0.2296 0.2321

IV. CONCLUSION

This work introduces a 3-bit fixed-point quantized MLP

recommendation system, tailored for deployment on resource-

Fig. 1. Comparison of MAE, MSE, and RMSE between MLP and Quantized
MLP recommenders.

Fig. 2. Comparison of Precision, Recall, and F1-Score between MLP and
Quantized MLP recommenders.

constrained devices. By employing the quantization-aware

training technique proposed by [10], the system effectively

reduces memory consumption by more and 10x and compu-

tational complexity by a factor of 16. Experimental results

using the Amazon Beauty dataset confirm that the quantized

model delivers performance comparable to its full-precision

counterpart, with minimal loss in metrics such as precision,

recall, and F1-score. These findings highlight the practicality

of deploying efficient recommendation systems on edge de-

vices without sacrificing recommendation quality.
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Abstract— Facial Expression Recognition (FER) involves 

identifying an individual's emotional state and plays a crucial 

role in areas such as human-computer interaction, healthcare, 

and marketing. Numerous studies have employed hand-crafted 

feature extraction techniques, such as the Discrete Wavelet 

Transform (DWT). With advancements in deep learning, 

particularly Convolutional Neural Networks (CNNs), 

researchers have used features derived from the convolutional 

or Fully Connected (FC) layers of CNNs trained for visual 

recognition tasks in other applications. In this work, a pre-

trained deep CNN, AlexNet, is employed for feature extraction 

instead of traditional hand-crafted features, followed by a K-

Nearest Neighbors (KNN) classifier using various distance 

metrics, including Euclidean, Cityblock, Correlation, and 

Cosine. The experiments conducted on the benchmark CK+ 

dataset demonstrate the effectiveness of the proposed system, 

achieving a recognition rate of 96.32% using the FC7 layer with 

the KNN classifier at Cosine distance metric. 

Keywords— Facial Expression Recognition, Feature 

Extraction, KNN, AlexNet, Deep Learning. 

I. INTRODUCTION  

Facial expression is an essential means of communication 
through which people convey their feelings. It is crucial for 
recognizing and analyzing an individual's emotional states. 
Identifying emotional states via facial expressions is gaining 
significance owing to its many applications, including human-
computer interaction [1], criminal investigation [2], and 
virtual reality [3]. 

Feature extraction is an essential phase in the image 
classification process. The extracted features can significantly 
impact the accuracy of classification. Feature extraction can 
be performed using either handcrafted techniques or deep 
learning approaches based on CNN [4]. 

In [5], the authors presented a new feature distribution by 
combining shape and texture features, analyzing facial 
regions, and identifying critical regions for facial expression 
recognition. Shape and texture features considered include 
Local Phase Quantization (LPQ), Local Binary Pattern (LBP), 
and Histogram of Oriented Gradients (HOG). Multiclass 
Support Vector Machine (MSVM) is used for one-on-one 
classification. CK+, KDEF, and JAFFE benchmark facial 
expression datasets are used for the proposed study. This study 
achieves a recognition rate of 94.2% on CK+ and 93.7% on 
KDEF. 

Qin et al. In [6] proposed a Gabor wavelet transform 
integrated with a convolutional neural network. Initially, they 
conducted preprocessing on the expression images, then 
extracted key frames, and used the Gabor wavelet transform. 

Finally, the designed 2-channel CNN for classification, the 
experiment was conducted on CK+ dataset and attained an 
accuracy of 96.81%. 

Bendjillali et al. In [7] suggested a Facial Expression 
Recognition system using discrete wavelet transform (DWT) 
and convolutional neural networks (CNN). The Viola–Jones 
technique was used for face detection, followed by the 
application of contrast limited adaptive histogram 
equalization (CLAHE) for image improvement.  Next, the 
facial features were extracted using DWT to train the CNN 
network. The model achieved an accuracy of 96.46% using 
CK+ dataset and 98.43 % using JAFFE dataset. 

Using deep neural networks for feature extraction, 
particularly AlexNet, is regarded as one of the simplest and 
fastest methods, as it requires just a single pass through the  
data. A robust and real-time facial expression recognition 
model can be achieved by integrating the AlexNet pre-trained 
feature extractor with a straightforward classifier like KNN. 

The main contribution of this proposed work lies in the 
development of an FER system using a pre-trained AlexNet 
model with different fully connected layers as a feature 
extractor, combined with a KNN classifier employing various 
distance metrics. 

The remainder of the paper is structured as follows: 
Section II describes the related work, Section III introduces 
our proposed FER system, Section IV presents the 
experimental results along with a discussion, and Section V 
concludes the paper. 

II. RELATED WORK 

In [8], the authors proposed a FER framework to enhance 
system performance, consisting of three stages. The first stage 
involves feature extraction using three descriptors derived 
from the Discrete Wavelet Transform (DWT). In the second 
stage, feature selection is performed using a wrapper 
approach, followed by classification using an SVM classifier 
in the final stage. This framework achieved an accuracy of 
87.76% using the CK+ dataset and 89.66% using the JAFFE 
dataset. 

In contrast, we aim to use deep neural networks for feature 
extraction instead of hand-crafted methods like DWT. 
Specifically, AlexNet, known for its simplicity and efficiency 
due to requiring only a single pass through the data, This 
technique is chosen for feature extraction by combining the 
AlexNet pre-trained feature extractor with a straightforward 
classifier such as K-NN, a robust and real-time facial 
expression recognition model can be developed. 
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III. PRPOSED FER SYSTEM 

The design of a FER system involves a training phase to 
model various emotion categories and a testing phase to 
classify test images and evaluate the system's performance. 
Both phases include a feature extraction process that converts 
images into feature vectors, which are then input into the K-
NN classifier. 

Figure 1 presents an overview of the proposed FER 
system, consisting of a series of blocks. In the following 
sections, we will describe the underlying principles of our 
proposed FER system and provide a detailed explanation of 
each block. 

A. Image Preprocessing:  

Prior feature extraction phase, all face images in the CK+ 
dataset are pre-processed, with the facial region being 
detected using the Haar cascade classifier introduced by 
Viola-Jones [9]. Subsequently, these latter images have been 
transformed into a format compatible with the AlexNet 
architecture and resized to dimensions of 227 × 227 pixels. 

 

B. Feature extraction using AlexNet 

AlexNet is a type of convolutional neural network developed 
by Alex Krizhevsky et al [10], it has been trained using the 
ImageNet dataset and has a total of eight layers containing 
62.3 million learnable parameters. The model architecture 
consists of five convolutional layers with max pooling, 
followed by three fully connected layers and two dropout 
layers. The ReLU activation function is applied to all layers 
except the final output layer, which uses the Softmax 
activation function, as illustrated in Figure 2 [11]. 

In this study, AlexNet was used for feature extraction phase. 
By leveraging the transfer learning approach, the need to re-
train AlexNet was eliminated within the context of the FER 
task, resulting in significant time savings. The fully 
connected layers of the AlexNet model, specifically Fc6, Fc7, 

and Fc8, were employed for feature extraction. Additionally, 
these three fully connected layers were combined. The 
number of features in the output vector for each fully 
connected layer is presented in Table 1. 

TABLE1: NUMBER OF FEATURE FOR FULLY CONNECTED LAYERS IN 

ALEXNET 

 
Fully Connected Layers Number of Features 

FC6 4096 

FC7 4096 

FC8 1000 

Combined Layers 9192 

 

C. KNN classifier  

K-NN [12] is a non-parametric pattern classification 
technique that assigns a class to data points based on their 
proximity to the 'k' closest neighbors within the training 
dataset. Instead of making assumptions about data structure, 
it uses features and labels. Classifying a new point involves 
looking at the categories of its 'k' neighbor points, generally 
quantified using Euclidean distance and assigning the most 
frequent category. The value of 'k' determines how many 
neighboring points influence the classification [13]. 
 
The basic K-NN classifier procedure is outlined as follows: 

• Calculate the distance between the unknown test 
feature vectors ܣ ሺܣଵ, ,ଶܣ …  ሻ and all the known�ܣ
training feature vectors ܤ ሺܤଵ, ,ଶܤ … ሻ�ܤ  using the 
four following metric distances: 

,ܣሺ݁ܿ݊ܽݐݏ�݀  ሻܤ

=

{  
   
  
   
   
   √∑  �

�=ଵ ሺܣ�                                                    ݊ܽ݁݀�݈ܿݑ� ݎ݂        ሻଶ�ܤ−
∑  �
�=ଵ iܣ| ͳ                                                  ݈ܾ݇ܿ�ݐ�ܥ ݎ݂         |iܤ− − ∑  ��=ଵ ∑√  iܤiܣ  ��=ଵ ∑√iଶܣ  ��=ଵ iଶܤ                                    ݁݊�ݏܥ ݎ݂  

    ͳʹ( ͳ − ∑  ��=ଵ ሺܣi − iܤሻሺܣ̅ − ∑√ሻܤ̅  ��=ଵ ሺܣi − ∑√ሻଶܣ̅  ��=ଵ ሺܤi −      ݊�ݐ݈ܽ݁ݎݎܥ ݎ݂ (ሻଶܤ̅
ሺͳሻ 

 

where d denotes the number of features, ̅ܣ and ̅ܤ are 
the means of ܣ� and ܤ�  respectively.  

• Select the shortest k distances from the unknown test 
feature vectors.  

 
Figure 1: Flowchart of the proposed FER system. 

 
Figure 2: Feature Extraction Using the AlexNet Pretrained 

Model 
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• Determine the most common class label among 
these k neighbors using a majority voting approach. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

The contribution of the proposed work lies in the 
development of an FER system using a pre-trained AlexNet 
model as a feature extractor combined with a KNN classifier. 
The main contributions of this paper are summarized as 
follows: 

• Feature extraction using the pre-trained AlexNet 
model with different fully connected layers. 

• Implementation of a KNN classifier with different 
distance metrics. 

• Evaluation and analysis of different fully connected 
layers of the AlexNet model with the KNN classifier. 

The performance metrics for each emotion were evaluated 
in terms of the Recognition Rate (RR), as defined below: 

 RR ሺ%ሻ =  number of correctly recognized images 
 number of test images × ͳͲͲ         ሺʹሻ 

 

A. CK+ Dataset description 

Extended Cohn–Kanade (CK+) [14], it is among the most 
widely used datasets in FER systems. The dataset comprises 
981 images extracted from 327 video sequences involving 
118 participants. Each sequence includes 10 to 60 frames, 
capturing the transition from a neutral to an extreme facial 
expression. The images are categorized into seven basic 
expressions and have a resolution of 48 × 48 pixels, as 
detailed in Table 2. 
The dataset was divided into training and testing sets, with 
70% for training and 30% used for testing the model's 
accuracy, following the standard split ratio. The emotions are 
denoted by the following abbreviations: Anger (AN), Disgust 
(DI), Fear (FE), Happiness (HA), Contempt (CO), Sadness 
(SA) and Surprise (SU). 

TABLE 2. NUMBER OF IMAGES FOR EACH EXPRESSION IN THE CK+ 

DATASET. 

 

Dataset AN DI FE HA CO SA SU ∑ 

CK +  135 177 75 207 54 84 249 981 

 

B. Optimal Configuration of KNN Classifier Using AlexNet 

Features 

The aim of this experiment is to determine the optimal 
configuration of the KNN classifier by selecting the best 
value of the k nearest neighbors number and the most 
effective distance metric, using features extracted from 
different fully connected layers of the AlexNet model. 
 

 
1) KNN Optimization with AlexNet FC6 Features 

Table 3 presents the recognition rates for the different 
values of k varying from 1 to 10 and for the different 
distances (Euclidean, Cityblock, Correlation and Cosine) 
using the FC6 AlexNet features. 

 

TABLE 3: PERFORMANCE OF KNN CLASSIFIER USING DIFFERENT DISTANCE 

METRICS WITH ALEXNET FC6 FEATURES 
 

K Euclidean Cityblock Correlation Cosine 

1 94.31 93.97 94.31 94.31 

2 79.93 79.93 80.93 80.93 

3 73.91 74.58 71.57 71.90 

4 67.22 67.55 63.54 64.21 

5 66.22 66.88 63.21 63.54 

6 67.55 67.89 66.55 67.89 

7 72.90 72.57 69.89 69.56 

8 73.24 73.91 71.57 71.57 

9 74.91 75.25 71.90 71.90 

10 76.58 77.59 73.24 71.57 

 
The FC6 layer of AlexNet provides a vector with 

4096 features, which was used for the KNN optimization 
analysis. Here are the summarized points: 
The highest recognition rate (94.31%) is obtained at k=1 with 
all distances except Cityblock. 
Recognition rates decrease significantly as K increases from 
1 to 5, dropping to approximately 66%. This suggests that 
increasing K reduces the influence of the nearest neighbor. 
After k=5, recognition rates begin to improve slightly, 
indicating potential stabilization as more neighbors are 
considered (e.g., 76.58% at K=10for Euclidean). 

2) KNN Optimization with AlexNet FC7 Features 

The FC7 layer of AlexNet provides the same number of 
features as the previous layer FC6 with a vector of 4096 
features. 
Table 4 presents the recognition rates for the different values 
of k varying from 1 to 10 and for the different distances 
(Euclidean, Cityblock, Correlation and Cosine) using the FC7 
AlexNet features. 
 
TABLE 4: PERFORMANCE OF KNN CLASSIFIER USING DIFFERENT DISTANCE 

METRICS WITH ALEXNET FC7 FEATURES 
 

K Euclidean Cityblock Correlation Cosine 

1 95.32 95.31 95.31 96.32 

2 79.59 79.59 79.93 79.93 

3 73.91 73.91 71.90 71.23 

4 63.54 63.87 65.55 65.21 

5 62.20 62.54 62.20 61.20 

6 63.21 63.21 65.88 65.21 

7 67.89 66.88 69.23 68.56 

8 69.56 68.56 70.56 70.23 

9 69.56 69.89 70.56 70.23 

10 69.23 68.89 68.89  71.90 

From this table we conclude that: 
The highest recognition rate is observed when K=1, with the 
Cosine distance metric achieving the highest value of 96.32% 
showing that it works better with the feature vector that the 
AlexNet FC7 layer generates. 
Correlation and Cosine tend to yield better results than 
Euclidean and Cityblock as K increases, which could indicate 
that these metrics capture higher-level dependencies better in 
this feature vector.  
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3) KNN Optimization with AlexNet FC8 Features 

Table 5 presents the performance of a KNN classifier 
across various values of K using AlexNet FC8 with a vector 
of 1000 features and different distance metrics: Euclidean, 
Cityblock, Correlation, and Cosine. The following 
observations can be made: 
For k=1, the classifier achieves the highest accuracy 
(95.65%) consistently across all metrics, except for 
Cityblock, which yields an accuracy of 95.31%. As K 
increases, the accuracy generally decreases, indicating the 
potential drawback of considering too many neighbors in the 
KNN classifier. The Correlation and Cosine metrics gives 
relatively the same performance across different values of K. 
 
TABLE 5: PERFORMANCE OF KNN CLASSIFIER USING DIFFERENT DISTANCE 

METRICS WITH ALEXNET FC8 FEATURES 
 
 

K Euclidean Cityblock Correlation Cosine 

1 95.65 95.31 95.65 95.65 

2 80.93 80.93 81.60 81.60 

3 75.25 74.58 74.91 74.91 

4 66.88 65.55 70.23 70.23 

5 62.87 63.87 67.22 67.22 

6 62.54 63.21 68.56 68.56 

7 62.21 65.88 67.22 67.22 

8 65.88 67.22 67.89 67.89 

9 66.22 65.88 65.55 65.55 

10 65.21 66.22 66.22 66.22 

 

4) KNN Optimization with Combined AlexNet FC6, FC7, 

and FC8 Features 

Table 6 outlines the performance of the KNN classifier 
using combined AlexNet features from layers FC6, FC7, and 
FC8 with 9192 features with four different distance metrics: 
Euclidean, Cityblock, Correlation, and Cosine. This approach 
aims to leverage the complementary information captured by 
these fully connected layers, which may improve the 
effectiveness of the feature set and enhance system 
performance. 

 
TABLE 6: PERFORMANCE OF KNN CLASSIFIER USING DIFFERENT DISTANCE 

METRICS WITH COMBINED ALEXNET FC6, FC7, AND FC8 FEATURES 
 

K Euclidean Cityblock Correlation Cosine 

1 94.31 94.31 94.31 94.31 

2 79.59 79.93 80.60 80.60 

3 74.58 73.91 71.57 72.57 

4 65.88 64.88 64.21 64.88 

5 66.55 66.55 64.21 63.87 

6 69.23 69.56 65.55 65.55 

7 72.57 70.56 70.23 69.89 

8 73.57 72.57 70.90 71.57 

9 75.58 72.57 70.23 70.23 

10 77.59 74.24 70.56 70.56 

From Table 5 we can conclude that at K=1, the KNN 
classifier achieves the highest accuracy (94.31%) across all 

distance metrics. This consistency suggests that when 
combining different FC layers, making the choice of distance 
metric less impactful. 

C. Comparison of Different Extracted Features  

Figure 3 presents the recognition rates of the KNN 
classifier for the different distances (Euclidean, Cityblock, 
Correlation and Cosine) using various Fully connected layers 
(FC6, FC7, FC8 and their combined). 

We can observe from Figure 3 that the FC7 layer 
combined with the KNN using Cosine distance outperforms 
the other layers with different distance metrics, achieving a 
recognition rate of 96.32%. This demonstrates that FC7 may 
contain more relevant features for the FER task. On the other 
hand, FC6 provides the lowest recognition rate of 93.97% 
when using the Cityblock distance. FC8 yields a good result 
with 95.31%, despite having fewer feature vectors compared 
to the other layers. No improvement was observed when 
combining the layers, with a consistent recognition rate of 
94.31%, which may be attributed to the high dimensionality 

of the feature vectors. 

V. CONCLUSION  

In this study, we used the pre-trained AlexNet model 
as a feature extractor for a FER system. Features were 
extracted from the fully connected layers (FC6, FC7, and 
FC8), as well as a combination of these layers, and were 
classified using the KNN classifier with various distance 
metrics, including Euclidean, Cityblock, Correlation, and 
Cosine. The results indicate that the features from the FC7 
layer combined with the KNN classifier using the Cosine 
distance metric achieved the highest recognition rate of 
96.32%. This was followed by features from the FC8 layer, 
which achieved 95.65% accuracy with all KNN distance 
metrics except for Cityblock, which yielded 95.32%. In 
contrast, combining features from all three FC layers did not 
improve the system's performance. For future work, we plan 
to explore and compare other pre-trained models, such as 
InceptionV3, combined with classifiers like Support Vector 
Machine (SVM). 
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Abstract— In remote sensing, image fusion consists in 

combining a high spatial resolution panchromatic image with a 

low resolution multispectral image in order to synthesize a high 

resolution multispectral image. The objective of this article is to 

present and compare three methods of image fusion. These 

methods are based on the IHS transform (Intensity, Hue and 

Saturation), and the tradeoff parameter t, the ‘à trous’ 
algorithm, the combination of IHS transform and the ‘à trous’ 
wavelet transform. These methods are applied to the 

panchromatic and the multispectral images acquired by the 

Algerian satellite ALSAT-2A. The resolution ratio between the 

two images is four. The products of the image fusion are 

evaluated qualitatively and quantitatively.   

Keywords—image fusion, IHS transform, ‘à trous’ algorithm, 

spatial resolution, spectral resolution 

I. INTRODUCTION  

The earth observation optical satellite provide two types of 
data, namely the panchromatic (PAN) images and the 
multispectral (MS) images. The PAN image is characterized 
by a high spatial resolution and a low resolution spectral, 
whereas the MS image is characterized by a high spectral 
resolution and a low spatial resolution.  The process of image 
fusion consists in combining the two types of images to 
synthesize a new high spatial resolution multispectral image. 

Different methods of image fusion have been developed in 
the literature [1], [2] and [3]. According to Vivone et al [4], 
the methods of image fusion are grouped into two class: 
methods based on component substitution such as IHS 
(Intensity, Hue and Saturation) transform [5] and principal 
components analysis (PCA) [6], and techniques based on 
multiresolution analysis such as wavelet transform [7], 
curvelet transform [8] and [9] and contourlet transform [10]. 
Indeed, the principle of image fusion methods based on 
multiresolution analysis is to decompose the image in order to 
separate high frequencies form low frequencies. The 
recomposition process enables to inject the high frequencies 
into the multispectral (MS) image. The use of these methods 
in the field of image fusion has demonstrated their capabilities 
in improving the spatial information and in preserving the 
spectral one. 

The objective of this article is to present and compare three 
methods of image fusion. These methods are based on the IHS 
transform and the tradeoff parameter t, the ‘à trous’ algorithm, 

and the combination of IHS transform and the ‘à trous’ 
algorithm,  

This article is organized as follow. The level of image 
fusion is given in Section II. In Section III, we first introduce 
three methods of image fusion: image fusion method based on 
IHS transform and the tradeoff parameter t, image fusion 
method based on ‘à trous’ algorithm, and image fusion method 
based on combination of IHS transform and ‘à trous’. In 
Section IV, we present the dadaset used to validate the results. 
Finally, in Section V, we compare the fusion results of three 
methods. 

II. LEVEL OF IMAGE FUSION 

 
Image fusion can be performed at three levels: pixel level, 

feature level and decision level. The pixel level fusion 
determines the value of each pixel based on a set of pixels 
from the source images [11] and [12]. The feature level fusion 
extracts salient features from each source image and performs 
the integration based on extracted features. 

Figure illustrated three levels of fusion methods, it 
necessary that the source images be accurately superimposed. 
Therefore, both images have to be coregistered and 
resampled to achieve pixel alignment. 

A. Pixel Level Fusion 

Pixel level fusion generates a fused image in which 
information content associated with each pixel is determined 
from a set of pixel is determined from a set of pixels in source 
images. 

Fusion at this level can be performed either in spatial or 
in frequency domain. However, pixel level fusion may 
conduct to contrast reduction. 

B. Feature level fusion 

Feature level fusion requires the extraction of salient 
features which are depending on their environment such as 
pixel intensities, edges or textures. These similar features 
form the input images are fused. This fusion level can be used 
as a means of creating additional composite features. The 
fused image can also be used for classification or detection. 

C. Decision level fusion 

Decision level is a higher level of fusion. Input images are 
processed individually for information extraction. The 
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obtained information is then combined applying decision 
rules to reinforce common interpretation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Block diagram of level of image fusion. 

III. IMAGE FUSION METHODS 

The three image fusion methods are described in the next 
sections. 

A. Image fusion based on IHS and tradeoff parameter t 

The IHS transform is widely used in image fusion to 
exploit the complementary nature of MS images. The HIS 
fusion method converts a color image from the red, green, and 
bleu (RGB) space into the IHS color space. The intensity band 
(I) is replaced by a high resolution panchromatic image and 
then transformed back into the original RGB space together 
with the previous hue bans and the saturation band, resulting 
in an IHS fused image. 

The image fusion based on IHS transform and tradeoff 
parameter [13] is expressed as follows: 

[ [∗ܴܫܰ∗ܤ∗ܩ∗ܴ = [  
 ܴ + ሺܫ��௪ − ܩሻܫ + ሺܫ��௪ − ܤሻܫ + ሺܫ��௪ − ܴܫሻܰܫ + ሺܫ��௪ −   [ሻܫ

 
 

             [ [∗ܴܫܰ∗ܤ∗ܩ∗ܴ  = [  
   
ܰܣܲ  − ሺ�ே−�ሻ௧ + ሺܴ − ܰܣሻܲܫ − ሺ�ே−�ሻ௧ + ሺܩ − ܰܣሻܲܫ − ሺ�ே−�ሻ௧ + ሺܤ − ܰܣሻܲܫ − ሺ�ே−�ሻ௧ + ሺܴܰܫ −   [ሻܫ

   
 
 (1) 

Where: ܴ∗,  ܤ ,∗ܩ∗ and ܴܰܫ∗ are the fused bands for red, green, 
blue and near-infrared bande respectively. 

This method is very fast and easy to implement because all 
the MS images can be fused at one time. 

B. Image fusion base on ‘à trous’ algorithm 

The wavelet transform provides a framework to 
decompose images into a number of new images, each of them 
with a decreasing degree of resolution, and to separate the 
spatial detail information of the image between two successive 
resolution degrees [7]. 

In the ‘à trous’ algorithm, the image decomposition can be 
represented with a pyramid as in Mallat with a parallelepiped. 

The basis of the parallelepiped is the original image,  ܣଶ  at a 
resolution ʹ, with C columns and R rows. Each level of the 
parallelepiped is an approximation to the original image. 
When climbing up through the resolution levels, the 
successive approximation images have a coarser spatial 
resolution but the same number of pixels as the original image 
(figure 2). If a dyadic decomposition approach is applied, the 
resolution of the approximation image at the Nth level is ʹ−ே. 

 

figure 2. Parallepiped representation of the ‘à trous’ 
wavelet transform. 

 The central idea of all image fusion methods is based on 
multiresoultion analysis and discrete wavelet transform 
(DWT) is to extract from the panchromatic image the spatial 
detail that is not present in the multispectral image in order to 
insert it later in the latter. The detail information of 
panchromatic image can be extracted using the ‘à trous’ 
discrete wavelet transform algorithm [12]. The spatial detail is 
collected in the wavelet coefficient images or wavelet planes 
and it could be injected into the multispectral image. 

For the practical implementation of the ‘à trous’ algorithm, 
the following low pass filter (h) is used : 
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ℎ = ͳʹͷ [   
 ͳ   Ͷ     Ͷ  ͳͶ ͳ ʹͶ ͳ Ͷ ʹͶ ͵ ʹͶ Ͷ ͳ ʹͶ ͳ Ͷͳ  Ͷ      Ͷ  ͳ]   

                    ሺʹሻ 

The steps for merging multispectral and panchromatic 
images using this method are : 

1- Generate new panchromatic images, whose 
histograms match those of each band of the 
multispectral image. 

2- Perform the second level wavelet transform only on 
the panchromatic images. 

3- Add the wavelet planes of the panchromatic 
decomposition to each band of the multispectral 
dataset. 

The image fusion method based on combination of HIS 
transform and ‘à trous’ algorithm is presented in the next 
section.  

C. Image fusion based on IHS and‘à trous’ algorithm 

The steps of image fusion multispectral and panchromatic 
images using the combination of the IHS transform and ‘à 
trous’ algorithm are the following [14], [15] and [17]: 

- Apply the IHS transform to the RGB composition of the 
multispectral image. This transformation separates the spatial 
information of the multispectral image into the intensity 
component. 

- Generate a new panchromatic image, whose histogram 
matches the histogram of the intensity component. 

- Decompose only the new panchromatic image, using the 
‘à trous’ algorithm, and obtain the first and second wavelet 
planes that pick the spatial detail of this image not present in 
the multispectral one. 

- Add these details to the intensity component. 

- insert the spatial information of the panchromatic image 
into the multispectral one through the inverse IHS transform. 

The disadvantage of the fusion methods based on the IHS 
transform is that they can only be applied to three band RGB 
components. 

The IHS transform and tradeoff parameter t method, ‘à 
trous’ algorithm, and the combination of the IHS transform 
and ‘à trous’ algorithm have been used to fusion ALSAT-2A 
panchromatic and multispectral images. These images are 
shown in the next section. 

IV. IMAGES TEST 

In this paper, the data set is images of the region of Algiers 
(Algeria) from the satellite ALSAT-2A (Algerian Satellite). 
It is composed of a panchromatic image and a multispectral 
image with four bands (bleu= B, green =G, red =R and near 
infrared = NIR). 

   

(a)                      (b) 

Figure 3. ALSAT-2A images. (a) panchromatic image, 
(b) multispectral image. 

The three image fusion methods are described in the next 
sections. The panchromatic image size is 1024 × 1024 pixels 
and the multispectral image size is 256 × 256 pixels. 
Panchromatic and multispectral images have a spatial 
resolution equal respectively to 2.5 m and 10 m. The 
resolution ration between the two images is equal to 4. The 
panchromatic image and the color composition of the red, 
green and blue bands are given in figure 3. 

Table 1. Characteristic of satellite data used in the study 

Satellite 
Data 

Band Spatial 
Resolution 

Size of images 
(pixels)  

MS data Infrared 10 m 256 × 256  

Red 10 m 256 × 256  

Green 10 m 256 × 256  

Bleu 10 m 256 × 256  

PAN data PAN 2.5 m 1024 × 1024  

The application of the image fusion on the data set allows 
synthesizing multispectral image with resolution of 2.5 m. the 
results of the image fusion are presented in the next section. 

V.  RESULTS AND ANALYSIS 

In this section, we present and compared the results 
obtained by the three methods. The comparison is based on 
the visual interpretation and the statistical assessment [18], 
[19] and [20]. Two types of statistical parameters are used to 
quantitatively estimate the products of image fusion. 

The first parameter category includes the correlation 
coefficient [18], the quality index Q [21] and the ERGAS 
(Erreur Relative Globale Adimensionnelle de synthese) 
parameter [18]. These three parameters allow estimating the 
spectral quality of the fused images. The correlation 
coefficient (CC) is calculated globally for each spectral band. 
The image quality index Q is calculated locally with a 32 × 32 
window. The ERGAS parameter is estimated globally for all 
multispectral bands. 

- Correlation coefficient (CC) 

The CC between the original image and the fused image is 
defined as: ܥܥ = ∑ ሺ−̅ሻሺ−ሻ√ሺ∑ ሺ−̅ሻ2ሻሺ∑ ሺ−̅ሻ2 ሻ      (5) 

Where: ̅ܣ is the mean value of the original image, 
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 .is the mean value of the fused image ܤ̅

The result of this equation shows similarity in the small 
structures between the original image and the fused image. 

- ERGAS 

The ERGAS index for the fusion images is expressed as 
follow 

ܵܣܩܴܧ = ͳͲͲ ℎ� √ଵே ∑ ோெௌ�2(ಳ�)ெ�2ே=ଵ    (6) 

Where: 

h is the resolution of the high spatial resolution image, 

l is the resolution of the low spatial resolution, ܯ is the mean radiance of each spectral band involved in 
the fusion. 

N is the number of spectral bands. 

The RMSE is the root mean square error computed in the 
following expression : ܴܧܵܯଶሺܤሻ = ሻܤሺݏܽ�ܾ +  ሻ  (7)ܤଶሺܦܵ

- Image quality index Q 

The image quality index Q proposed by Wang and Bovik 

[21]. ܳ = ସ�ಲಳ̅̅(�ಲ2+�ಳ2)[ሺ̅ሻ2+ሺ̅ሻ2]                   (8) 

Where: �ଶ and �ଶ are the variances of A and B, � is the covariance between A and B. 

 The Q index estimates the difference between two images 
as a combination of three different factors: loss of correlation, 
luminance distortion and contrast distortion. As image quality 
is often space dependent, Wang and Bovik recommend to 
calculate the Q index using a sliding window method. In this 
work, sliding windows with a size of 32 × 32 is used. As the 
Q index can only be applied to monochromatic image, the 
average value ( ܳ�௩� ) is used as a quality index for 

multispectral images. The higher ܳ�௩�) value the higher the 

spectral and radiometric quality of the fused images. 

 Parameters of the second category are : the entropy and 
spatial correlation coefficient (ܥܥ௦) [7]. These two parameters 
are calculated in order to estimate the spatial information of 
the fused images.  

- Entropy 

 The entropy parameter measures the spatial information 
quality contained in an image. Shannon was the first person to 
introduce entropy to quantify the information.  

The entropy of the image can be evaluated as : ݎݐ݊ܧ� = −∑ ଶହହ=  ሻ       (9)ଶሺ��

 Entropy can directly reflect the average information 
content of an image. The maximum value of entropy can be 
produced when each gray level of the whole rang has the same 

frequency. If entropy of fused image is higher than parent 
image. 

- spatial correlation coefficient (ܥܥ௦) 

The spatial correlation coefficient is applied between the high 
frequencies of fused and panchromatic images. The high 
spatial frequencies are extracted using a Laplacian filter (H) 
as follows: ܪ = [−ͳ  − ͳ  − ͳ−ͳ      8   − ͳ−ͳ  − ͳ   − ͳ]   (10) 

 The high correlation coefficient between the fused filtered 
image and the panchromatic filtered image (ܥܥ௦) indicate that 
most of the spatial information of the panchromatic image was 
incorporated during the fusion process.  The ܥܥ௦ has the same 
definition as the CC. 

A. Qualitative assessment 

Figure 4 (a) and 2(b) represent respectively the 
panchromatic. Figures 4 (c) – (e) represent the fused 
multispectral images (2.5 m) using on the IHS transform and 
the tradeoff parameter t, the ‘à trous’ algorithm, the 
combination of IHS transform and the ‘à trous’ algorithm 
respectively. 

   
(a)                                 (b) 

    
(c)                                  (d) 

 

                    (e) 
Figure 4. Fused ALSAT-2A images : (a) panchromatic 

image, (b) original multispectral image. Fused MS image 
using : (c) the IHS transform and the tradeoff parameter t, 

(d) the ‘à trous’ algorithm, (e) the combination of IHS 
transform and the ‘à trous’ algorithm. 
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The qualitative assessment of the fusion product is based 
on the visual interpretation. Comparing the results of the 
image fusion with the original images, we notice the 
appearance of spatial detail in the fused images using : the 
IHS transform and the tradeoff parameter t, the ‘à trous’ 
algorithm, and the combination of the IHS and the ‘à trous’ 
algorithme. However, the fused result obtained from the IHS 
transform and the tradeoff parameter t is visually better 
compared to the other results in terms of conservation of 
spectral information. 

B. Quantitaive assessment 

The results of the spatial and spectral assessment of the 
fusion products are presented in Table 1 and Table 2. The best 
values of the indices obtained from the statistical evaluation 
are given in bold. 

From Table 2, we see that the values of the ܥܥ௦ parameter 
calculated for the IHS transform and tradeoff parameter t 
method is able to improve the spatial resolution of the 
ALSAT-2A satellite. 

From Table 3, we notice that the values of CC, Q index 
and ERGAS show the IHS transform and tradeoff parameter 
t is able to preserve the spectral information of the MS image. 

Table 2. Spatial evaluation of image fusion products 

  CCs Entropy 

IHS 
transform 

and 
parameter t 

B 99.662 % 4.260 

G 99.233 % 4.568 

R 98.895 % 4.733 

NIR 98.714 % 4.815 

‘à trous’ 
algorithm 

B 95.680 % 4.289 

G 95.487 % 4.568 

R 95.528 % 4.711 

NIR 95.320 % 4.822 

IHS and ‘à 
trous’ 

algorithm 

B 91.565 % 4.156 

G 91.534 % 4.480 

R 91.681 % 4.634 

NIR / / 
Table 3. Spectral evaluation of image fusion products 

  CC Q ERGAS 

IHS 
transform 

and 
parameter t 

B 92.399 % 0.563  

1.854 G 95.659 % 0.436 

R 95.990 % 0.785 

NIR 96.178 % 0.784 

‘à trous’ 
Algorithm 

B 92.197 % 0.589  
2.148 G 93.446 % 0.734 

R 93.686 % 0.785 

NIR 94.670 % 0.791 

IHS and ‘à 
trous’ 

algorithm 

B 92.657 % 0.723 2.094 

G 93.291 % 0.837 

R 93.674 % 0.872 

NIR / / 
From the qualitative and quantitative evaluations, we are 

able to see that the IHS transform and tradeoff parameter t is 
better compared to other methods. 

VI. CONCULSION 

A presentation and a comparison of three methods of 
panchromatic and multispectral image fusion is presented in 
this article. These methods are based on the IHS transform and 
tradeoff parameter t, the ‘à trous’ algorithm, and the 

combination of the IHS transform and the ‘à trous’ algorithm. 
These methods are applied  on the ALSAT-2A images. The 
fused products were evaluated qualitatively and 
quantitatively. The assessment and the comparison of the 
fused images have shown that the IHS transform and tradeoff 
parameter t is able to produce multispectral image with high 
spatial resolution available with better conservation of the 
spectral information. 
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Abstract—Visible Light Communication (VLC) is a new tech-
nology that has attracted lately much interest from researchers
and academics. It allows communication between users using
photo-detectors (PDs) as receivers and light emitting diodes
(LEDs) as transmitters. The deployment of LEDs in indoor
VLC Systems is an important issue that affects the coverage
of the network. In this article, we propose an improved version
of Artificial gorilla troops optimizer (GTO) , named (EGTO),
to resolve the LEDs placement problem in indoor visible light
communication (VLC) systems. The EGTO is based on the
integration of chaotic map concept into the standard GTO to
improve its optimization performance. By taking into account the
user throughput and coverage metrics while employing several
produced instances and evaluating results against some meta-
heuristics, the usefulness of EGTO was confirmed. The meta-
heuristics that we used in the comparison are GTO, (MRFO)
Manta Ray Foraging Optimizer, (CHIO) Herd immunity coron-
avirus optimizer, (MPA) Marine Predator Algorithm,(BA) Bat
Algorithm and (PSO) Particle Swarm Optimizer. The results
showed that EGTO is more effective in finding optimal LEDs
positions.

Index Terms—Artificial gorilla troops optimizer, LED place-
ment problem, Visible Light Communications, Chaotic map.

I. INTRODUCTION

Currently, Light Communication (LC) technology is gaining

more interest as a result of the massive bandwidth avail-

able in the uncontrolled optical spectrum [1]. Visible Light

Communication (VLC) is among of such technology that

can be considered as an alternative or complement to radio

communications [2]. It can be used for many indoor appli-

cations such as localization [3], [4], networking at home [5],

and communication in locations like hospitals and airplane

cabins where radio frequency (RF) radiation is restricted [6].

This technology is based on LEDs, which are regarded like

a sustainable and energy-efficient source of light [7]. LEDs

can both send data and provide illumination. thus, achieving

dual functionality. The placement of LEDs in indoor VLC

systems is an important issue that affects the performance

of the network. It is known to be an NP-hard problem [8]–

[11]. Therefore, meta-heuristics are intelligent methods that

can provide efficient solutions to solve it. Some studies based

on meta-heuristics have been proposed for solving the issue

of LEDs placement in indoor VLC communication systems.

In this context, Rui et al. [10] utilized the PSO algorithm

for solving the LED deployment problem in an indoor VLC

communication system. The effect of changing the LEDs and

user numbers were discussed. The results revealed that PSO

gives good results compared to random models by obtaining

the best-LEDs deployment and minimizing the average outage

area rate.

In the work of Chaochuan et al. [11], an enhanced Cuckoo

Search Algorithm, called VLP-IACS, was proposed for solving

the 3D indoor LEDs positioning problem in an indoor VLC

system. Simulations were carried out in a room size of 5 m

× 5 m × 6 m and the findings indicated that the VLP-IACS

algorithm demonstrated strong performance.

Benayad et al. [12] tackled the challenge of positioning

LEDs in indoor VLC systems by proposing an Hybrid Coro-

navirus Herd Immunity Optimizer, known as (ICHIO-FA),

within the confines of an indoor room measuring 10 m ×

10m × 3 m, . Simulation outcomes indicated that (ICHIO-

FA) outperformed other algorithms such as classical WOA,

MRFO, MPA, BA, and PSO by achieving optimal layouts for

LEDs.

In their study, Wen et al. [9] tackled the issue of LED

placement in indoor VLC systems by proposing a Modified

Artificial Fish Swarm Algorithm (MAFSA). Through experi-
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mentation, a positioning error of only 4.05 mm was achieved.

Kumawat et al. [8] used the Wale Optimization Algorithm

for solving the LED panel placement Problem in the indoor

VLC system. WOA was performed in a room with dimensions

5 m × 5 m × 3 m, having 4 to 6 LED panels considering the

received power and SNR parameters. The findings that the

WOA algorithm performed better than the PSO algorithm.

Artificial gorilla troops optimizer (GTO) is a novel meta-

heuristic algorithm inspired by gorilla troops’ social intelli-

gence in nature, introduced by Abdollahzadeh and Mirjalili

[13] in 2021. This meta-heuristic has some issues such as poor

exploration and local optimum. To improve its solutions, GTO

was mixed with chaotic map concept.

Benayad et al. [14], Yancang Li et al. [15], Hangqi Ding et

al. [16], Gaganpreet Kaur et al. [17], Dharmbir Prasad et al.

[18], and Diego Oliva et al. [19], for example, combined some

of chaotic maps with WOA to balance between exploitation

and exploration, and take it away from local optima.

In this work, we proposed an enhanced version of GTO,

called EGTO, for solving the LED deployment issue in an

indoor VLC communication system. The proposed EGTO

integrate chaotic map concept to improve the optimization

performance of GTO. The performance of EGTO was assessed

considering the user coverage and throughput parameters. in

a conference room with dimensions 10 m × 10 m × 4 m.

The rest of this work is arranged as follows. In section II, the

formulation of the LEDs placement problem in indoor VLC

communication systems is presented. Section III describes

the structure of the GTO algorithm, chaotic map. Section IV

describes the EGTO model for solving the LEDs placement

in indoor VLC systems. In section V, The simulation’s find-

ings are shown and discussed. Section VI presents the final

conclusion of the study.

II. LEDS PLACEMENT PROBLEM FORMULATION

A. System model

In this work, we consider a typical indoor VLC system

(V ) in a room of dimension, X × Y × Z as illustrated in

Figure 1. This room is equipped with N Light Emitting Diodes

(LEDs) installed on the ceiling to serve as optical access points

(transmitters) and M receiving users inside this room. We

further define dij the vertical distance between the ith LED

and the jth receiver. Therefore, let:

• L is the set of N LEDs: L = {L1, L2, ...., LN}
should be positioned for installation on the ceiling at

locations(xi, yi, zi), where i ∈ (1, 2, 3, ....N).
• U is the set of M Users U = {U1, U2, ...., UM},

each user has a photo detector (PD) with him, used as

wireless receiver. We assume that the users are randomly

distributed in the 3D room. To say a LED covers the user

Uj , if the value of the power received Pr from PD of

the user Uj is positive, It should be noted that each user

Uj can be associated with at most one LED (i.e., Li). In

other words, it is associated with the closest LED and the

higher power (Pr).

B. Mathematical model

In our studies, we focus on the network’s coverage and

throughput as the two primary aspects of a VLC system that

should be optimized.

• With the following Equations (1)(2). the network’s cov-

erage is described:

Cov(V ) =

M
∑

j=1

maxi∈{1,...N}(CovLi

Uj
) (1)

where CovLi

Uj
demonstrates how each user Uj is covered

by LED Li. By (2), we can determine the value of

coverage.

CovLi

Uj
= 1 if Prj > 0 (2)

• The throughput of the network is represented as follows:

Tr(V ) =

M
∑

j=1

maxi∈{1,...N}(Tr
Li

Uj
) (3)

where with every user Uj covered by LED Li has a

throughput defined by TrLi

Uj
. It can be given as (4) [20]

TrLi

Uj
= B × log2(1 + SNR) (4)

where B and SNR is the bandwidth, the signal-to-noise-

ratio respectively. SNR can be expressed as (5)

SNR =
(R.Pr)2

σ2
t

(5)

where R is the PD responsivity and σ2
t is the total noise

variance. Pr is the power received by PD.

Therefore, Here is how the objective function can be ex-

pressed:

f = (λ)(
Cov(V )

M
) + (1− λ)(

Tr(V )

M × Trmax

) (6)

where λ ∈ [0, 1]

III. PRELIMINARIES

A. Artificial gorilla troops optimizer (GTO)

In this section, inspired by gorillas’ group behaviors, we

provided a new metaheuristic algorithm called GTO, where

specific mathematical mechanisms are presented to explain the

two phases of exploration and exploitation fully.

Three different operators have been used in the exploration

phase: migration to an unknown place to increase GTO explo-

ration. The second operator, a movement to the other gorillas,

increases the balance between exploration and exploitation.

The third operator in the exploration phase, that is, migration

towards a known location, significantly increases the GTO

capability to search for different optimization spaces. On

the other hand, two operators are used in the exploitations

phase, which significantly increases the search performance

in exploitation.
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Fig. 1. System model of our VLC system

1) Exploration phase : We used three different mechanisms

for the exploration phase, that is, migration to an unknown

location, migration towards a known location, and moving

to other gorillas. Each of these three mechanisms is selected

according to a general procedure.

Equation (7) has been used to simulate the three mecha-

nisms used in the exploration phase.

2) Exploitation phase : In the (GTO) algorithm’s exploita-

tion phase, two behaviors of Follow the Silverback and Com-

petition for adult females are applied.

To select either follow the Silverback or Competition for

adult females using the C value in Equation (8). If C ≥ W ,

the follow the Silverback mechanism is selected, equation (13)

is used to simulate this behavior, but if C < W , adult females’

Competition is taken, equation (16) is used to simulate this

behavior. W is a parameter to be set before the optimization

operation.

GX(t+ 1) =



















(UB − LB)× n1 + LB, if rand < p,

(r2 − C)×Xr(t) + L×H, if rand ≥ 0.5,

X(i)− L×
(

L× (X(t)−GXr(t))

+r3 × (X(t)−GX(t))
)

, if rand < 0.5,

(7)

C = F ×

(

1−
It

MaxIt

)

, (8)

F = cos(2× r4) + 1, (9)

L = C × l, (10)

H = Z ×X(t), (11)

Z = [−C,C]. (12)

GX(t+ 1) = L×M ×
(

X(t)−Xsilverback

)

+X(t), (13)

M =

(

1

N

N
∑

i=1

GXi(t)

)

1

g

, (14)

g = 2L. (15)

GX(i) = Xsilverback −
(

Xsilverback ×Q−X(t)×Q
)

×A,

(16)

Q = 2× r5 − 1, (17)

A = β × E, (18)

E =

{

N1, if rand ≥ 0.5,

N2, if rand < 0.5.
(19)

B. Chaotic map concept

To improve also the searching capability and to increase the

convergence rate, we used the Chaotic map concept, it’s a de-

terministic approach to studying the behavior of dynamic and

nonlinear systems. It has numerous crucial characteristics, in-

cluding, non-converging, stochastic, ergodicity, bounded, reg-

ularity, non-repetitive, unpredictable, and non-periodic. These

characteristics have been turned into a variety of chaotic maps,

which are mathematical equations used to produce random

parameters in meta-heuristics. Multiple chaotic maps have

also been illustrated in the literature, including Sinusoidal

map, Logistic map, Circle map, Gauss map, Piecewise map,

Chebyshev map, Sine map, Piecewise map, Tent map, and

Iterative map [21], [22]. With straightforward operations and

dynamic randomization, the sine map is among the most basic

and often used chaotic maps Eq.20 is the definition of the sine

map equation.

SMk+1 =
ac

4
sin (πSMk) , 0 ≤ SMO ≤ 1 (20)

Where SMk is the value of Sine map at the k-th iteration. It

is in [0, 1] and the control parameter ac between 0 < ac ≤ 4.

IV. THE PROPOSED EGTO FOR SOLVING THE LEDS

PLACEMENT PROBLEM

One of the main challenges with GTO is its slow conver-

gence speed. In order to address this issue and improve overall

performance, chaos theory were incorporated into the GTO

optimization phase. These modifications allowed for greater

control over the exploitation and exploration phases, ultimately

enhancing the algorithm’s global convergence speed. To speed

up convergence rate and prevent being caught in local optima,

chaotic maps are employed in the GTO algorithm. The pseudo-

code of EGTO is given in Algorithm 1.

Regarding the Chaos method, the parameter p of Eq.(7)

is modified using Sine chaotic map during iterations, and the

new frequency equation is written as:

pi+1 =
ac

4
sin (πpi) (21)
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where pi is the chaotic map value of parameter p, in the

i− th iteration, and it must fall among 0 and 1. ac=4 and p0
= 0.7

Algorithm 1 Pseudocode of EGTO

Inputs: The population size N , maximum number of iterations

T , and parameters β and p0
Outputs: The location of Gorilla and its fitness value

—– Initialization

Initialize the random population Xi (i = 1, 2, . . . , N )

Calculate the fitness values of Gorillas

while stopping condition is not met do

Update C using Equation (8)

Update L using Equation (10)

—– Exploration phase

for each Gorilla (Xi) do

—– Chaotic integration

Adjuster the parameter p using Equation (21)

Update the location of Gorilla using Equation (7)

end for

Calculate the fitness values of Gorillas

if GX is better than X then

Replace them

end if

Set Xsilverback as the location of silverback (best location)

—– Exploitation phase

for each Gorilla (Xi) do

if |C| ≥ 1 then

Update the location of Gorilla using Equation (13)

else

Update the location of Gorilla using Equation (16)

end if

end for

Calculate the fitness values of Gorillas

if new solutions are better than previous solutions then

Replace them

end if

Set Xsilverback as the location of silverback (best location)

end while

return XBestGorilla, bestFitness

V. EXPERIMENTAL RESULTS AND DISCUSSIONS

This section will evaluate the effectiveness of the EGTO

algorithm, to find the optimal LEDs placement and compare

it with the original GTO, MRFO, CHIO, MPA, BA and PSO

algorithms. Each algorithm is coded using Matlab. Runs all

simulations in a Core i5-4310U 2.6 GHz-CPU RAM 12Go.A

typical scheme of a room used for our simulations is shown

in Figures 1.

The EGTO algorithm’s performance was validated through

mean throughput and coverage per user metrics using 16

scenarios. These scenarios consisted of various numbers of

LEDs (ranging from 2 to 9) and users (ranging from 5 to 40).

Each result in this chapter is the mean of 30 runs and were run

for a total of 1000 iterations, while the simulation parameters

used for the study can be found in Table I.

A. Effect of varying the number of LEDs

In this case, We’ll discuss the results of eight scenarios

which consists in the changing of the number of LEDs from

2 to 9 with a fixed number of users (30), on the coverage

and throughput. The results are presented in Table I. It is

shown that as the number of LEDs in the room increases,

the throughput increases and the coverage rises until covering

approximately all users. When there are more than 7 LEDs,

this is realized. In reality, as the number of LEDs rises, users

have a greater probability of being covered, raising the metrics

for throughput and coverage. In the same conditions, EGTO

gives usually better performance in terms of throughput and

coverage.

B. Effect of varying the number of users

In this case, We’ll discuss the results of the eight remaining

scenarios, which consists in the changing of the number of

users from 5 to 40 with a fixed number of LEDs (30) on the

coverage and throughput. The results are shown in Table I. It is

observed that as the number of users in the room increases, the

coverage and the throughput decrease. We can easily see that

in most cases, EGTO performs better than other algorithms in

terms of coverage and throughput.

VI. CONCLUSION

In this paper, we propose an Enhance Artificial gorilla

troops optimizer, including chaotic map concept, for solving

the LEDs placement problem in indoor visible light commu-

nication (VLC) system in an indoor room with dimensions

10 m × 10 m × 4 m. In our system, we have considered N

LEDs and M users. The efficiency of the proposed EGTO is

assessed considering the user coverage and throughput metrics

in comparison with other six algorithms. The simulation

results showed that EGTO obtained optimal LEDs layouts

compared to other algorithms.
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Abstract—Artificial vision (AV) has significantly ad-
vanced over the past decade in robotics. This article
presents an artificial vision system capable of detecting
the facial expressions (emotions) of an individual using
a camera, while controlling a mobile robot in both vir-
tual and real environments. The vision-based artificial
intelligence (AI) model detects the facial expressions of
a human operator, and the mobile robot performs cor-
responding actions, such as moving straight or turning
left/right. This application demands high accuracy and
rapid processing for emotion detection. A pre-trained
deep learning model, YoloV5, is employed for this
purpose. The approach is validated in simulation and
implemented on a real robot prototype. The software
architecture is tested using ROS(Robots Operating
System) framework, while the hardware consists of
a mecanum-wheeled mobile robot controlled by an
Arduino board.

I. INTRODUCTION

In this article, we propose using a camera

to detect human facial expressions in order to

guide the behavior of a mobile robot. This ap-

proach requires the integration of Artificial Vi-

sion (AV) and Artificial Intelligence (AI), two dis-

ciplines closely related to computer science. AV

leverages AI techniques to interpret video data.

The advancement of AI—defined as ”an engi-

neered system that generates outputs such as con-

tent, forecasts, recommendations, or decisions for

a given set of human-defined objectives” (ISO/IEC

22989:2022)—has significantly contributed to the

progress of robotics, enabling computer systems to

acquire capabilities similar to human intelligence.

Similarly, the development of AV tools—defined

as ”the ability of a functional unit to succeed in

processing and interpreting data representing im-

ages or video” (ISO/IEC 22989:2022)—has made

it possible to apply effective and robust image

recognition methods. These advancements enable

robots to perceive their environment through visual

sensors and determine the appropriate actions to

take. In this article, we focus on AV applications for

human emotion detection in robotics. This AI-driven

approach is particularly relevant to service robotics,

with applications in serious games. The concept can,

however, be extended to other fields. We utilize the

YOLO (You Only Look Once) tool [1] for facial

expression detection, and we also employ the ROS

framework to control the movements of a simulated

mobile robot. Finally, we implement this solution

on a real mecanum-wheeled robot, controlled by an

Arduino prototyping board.

This paper is organized as follows: Section II

provides an overview of related work in connection

with the presented topic. Section III describes the ar-

chitecture of the AV system. Section IV explains the

motion generation process applied to both the sim-

ulated and real robots. Finally, Section V presents

the results.
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II. RELATED WORK

Emotion recognition is an expanding area of

research in robotics with various implications, par-

ticularly in Human-Robot Interaction (HRI), which

remains one of the most important research ar-

eas. Generally, humans interacting with robots can

express different types of emotions through facial

expressions. The robot must perceive these emotions

to improve interaction with humans.

Pino et al. [2] propose the use of a humanoid

robot, Nao, to interact with elderly people. Soft-

ware is implemented to train the robot to detect

faces and smiles, while measuring the frequency

and duration of the subjects’ gaze. Melinte et al.

[3] also explore Human-Robot Interaction with the

NAO robot, employing deep convolutional neu-

ral networks (CNNs). They design two optimized

CNNs for face recognition (FR) and facial expres-

sion recognition (FER). Rani et al. [4] propose

emotion-sensitive human-robot cooperation frame-

works, enabling the robot to modify its behavior

based on emotional perception. Wearable biofeed-

back sensors detect and assess the anxiety level

of a human collaborator, allowing the robot to

respond to both implicit and explicit communication

and adjust its actions accordingly. Liu et al. [5]

present emotion recognition based on single-modal

and multimodal cues for robotics, where robots

perceive human emotions and respond using facial

expressions, speech, gestures, etc. Marjorie et al. [6]

investigate the use of emotional agents in decision-

making processes for mobile robots, utilizing a

fuzzy logic model to capture the inherent uncertainty

of emotions. The agent makes decisions based on

a combination of emotions generated by various

states. Rajendran et al. [7] propose a voice emotion

classification method, where the intensity level of

emotions is calculated using machine learning mod-

els, and emotions are classified into four categories.

This solution is specifically designed for assistive

robots. Weng et al. [8] develop a visual-perception

system for a dual-arm mobile robot, using a cog-

nitive system to detect operator engagement and

intentions. The intention model infers the operator’s

intention based on their emotional state.

Our contribution to this project involves imple-

menting our model (YOLO) on ROS with a cam-

era and creating a ROS node that sends messages

containing the detected emotion. Based on these

messages, the robot performs predefined actions.

III. GLOBAL ARCHITECTURE OF THE AV

SYSTEM FOR ROBOTICS

The following diagram provides a general rep-

resentation of the different modules required to

develop an AV system for robotics.

The image is captured by the camera and trans-

mitted to the image processing module. The main

attributes of the captured scene are then communi-

cated to the AI model. Image recognition is per-

formed, and the relevant data of interest is detected.

The decision-making module processes this infor-

mation and determines the appropriate behavior for

the robot based on the output from the AI model.

The corresponding command is then sent to the real

or simulated robot.

Fig. 1: General architecture of the AV system

The control of the mobile system, both in sim-

ulation and experimentally, requires the design of

a ROS architecture Fig. 2 to address the presented

issue. ROS is a robotic middleware that enables

the design of a software system as a set of nodes

that communicate with each other via topics. The

real-time transfer of relevant information between

nodes is performed based on the publish/subscribe

paradigm.

Fig. 2: ROS Software Architecture

There are three nodes communicating via topics.

The first topic transmits the facial expression of
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the human operator (topic: ”emotion”). The second

topic transmits the movement command for the

mobile robot, based on the information conveyed

through the ”emotion” topic. Each detected emotion

corresponds to a specific movement command.

Regarding the nodes, the emotion detector node is

the artificial vision module, which uses an AI model

to detect the perceived emotion of the human opera-

tor. The second node receives information from the

”emotion” topic and makes the decision regarding

the command to be sent to the robot controller. The

third node sends the command to the robot, which

depends on the robot’s control system (e.g., angular

and linear velocity, wheel speed, etc.).

1) The AI YOLO Model: “You Only Look Once”

(YOLO) is an object detection system [1]. YOLO

is a real-time object detection algorithm that uses

AI to localize and classify multiple objects in an

image. YOLO is known for its speed and accu-

racy in real-time object detection. It can detect a

variety of attributes in both images and videos.

Depending on the application, YOLO can be trained

using specific datasets. YOLO models are pre-

trained on the COCO database, with the option

to re-train for more specialized applications. In

our work, we use a re-trained model available at

(https://github.com/George-Ogden/emotion) Fig. 3,

which detects faces and recognizes the correspond-

ing emotion. This model is based on YOLOv5.

The following figure illustrates how the model

works 3: The AI model receives a video as an

Fig. 3: Emotion Detection with YOLO v5 [9]

input source and performs real-time classification,

providing an instant response to emotions detected

on faces in the video. This model offers an effective

solution for live emotion analysis, enabling a wide

range of applications, including the one presented

in this work. In this paper , we consider eight kinds

of emotions as presented in Fig. 3

IV. MOBILE ROBOT MOTION GENERATION

A. Simulation System

The mobile robot is simulated using the ROS

Gazebo simulator. In the context of this work, any

3D model of a mobile robot is valid.

We propose using the TurtleBot simulation pack-

age to validate the communication between the robot

controller and the emotion detection node. The mo-

bile robot is differential drive. The system topic used

is cmd vel, and the control involves commanding

both the angular and linear velocities.

B. experimental System

We experimented the proposed solution on a

real mecanum wheeled mobile robot. This kind of

robots is composed of four actuated wheels allow-

ing moving in different directions regarding to the

velocity and the sense of rotation of each actuator.

We integrate an Arduino board into the mechanical

Fig. 4: Mecanum Wheeled mobile robot

system to send commands to the DC actuators of

the four wheels. Communication between the robot

and the PC is facilitated by a Bluetooth module

(HC5). Two L298N H-bridges are required, as each

one controls the movement of two actuators. Two

batteries are needed: one dedicated to the Arduino

board and the other to the H-bridges.

The robot’s architecture requires us to utilize the

rosserial library. This library facilitates communi-

cation between ROS nodes and the Arduino board,
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Fig. 5: electrical representation of the mobile robot

with the latter acting as a subscriber. Additionally,

we used a Bluetooth HC-05 module to enable wire-

less communication, allowing for remote control and

monitoring of the robot’s operation.

Fig. 6: hard/soft architecture for a emotion based

mechnum wheeled mobile robot contol

V. RESULTS

In this section we present some simulation and

experimental results. Each emotion generates the

movement of a simulated mobile robot and the goal

is to reach the destination point. We used a model

based on YOLO V5 to detect human emotions. As

long as the system does not detect the emotions

required to move the robot forward, it remains

static. The operator transmits a succession of facial

expressions in the form of emotion. Our proposed

network takes an input as a black and white image

of size 448 x 448. The results of the application look

like this Fig. 7 :

Fig. 7: emotion node transmitting the detected emo-

tion in real time

the following figure shows the simulation results,

where a mobile robot moves regarding the perceived

facial expression Fig. 8 :

Fig. 8: simulation of the robot emotion controlled

To integrate robot motion with facial emotion

recognition in a real-time application, we imple-

mented an open-loop control system.

In this setup, we created a publisher node in ROS

using Python. Based on the detected emotion, this

node sends appropriate commands to the robot’s

actuators via the Bluetooth HC-05 module and the

Arduino, enabling it to move in specific ways. Since

our robot is a mecanum-wheel platform capable of

performing advanced movements, the control was

designed as follows:

Happy: The command instructs the robot to move

forward. All actuators receive the same control

signal in the positive direction.

Anger: The command instructs the robot to move

backward. In this case, all actuators receive the same
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control signal in the negative direction.

Neutral: The robot rotates on the spot. To achieve

this, the right-side actuators receive a positive con-

trol signal, while the left-side actuators receive a

negative one.

Sad: The robot performs a lateral (sideways)

movement. For this, the diagonal actuators are

driven in the positive direction, while the anti-

diagonal actuators are driven in the negative direc-

tion.

Fig. 9: circular on spot movement of the mobile

robot

VI. CONCLUSION

In this article, we presented an AI and artificial

vision application dedicated to mobile robotics. We

showed that the YOLO tool is a very effective and

easy-to-use. We showed an illustrative application

highlighting the need to use AI tools. One of the

perspectives of this work is an implementation for

other kinds of robots and to adapt the proposed

solutions to new applications.
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Abstract— This paper explores the use of Support Vector 

Machine (SVM) regression with a Radial Basis Function (RBF) 

kernel to model non-linear relationships in data. The 

implementation is conducted using the Gaussian kernel, where 

epsilon �  and box constraint �  parameters are optimized to 

balance fitting accuracy and generalization. This approach, a 

mainstay in Artificial Intelligence (AI) for regression tasks, 

provides robust performance on non-linear datasets due to its 

strong capacity for non-linear approximation and its resistance 

to overfitting. The paper evaluates the performance of this 

model through error metrics and discusses its relevance to AI 

applications requiring high-precision non-linear function 

estimation. 

 

Keywords—Support Vector Machine, SVM regression, Radial 

Basis Function, non-linear function, metamodeling, function 

approximation 
 

I. INTRODUCTION  

 
Artificial Intelligence (AI) has demonstrated remarkable 

capabilities in modeling complex, non-linear relationships 

across various scientific and engineering domains. 

Traditional approaches like polynomial and linear regression 

often fall short when dealing with intricate non-linear data 

patterns. To address these limitations, machine learning 

methods, particularly Support Vector Machine (SVM) 

regression with a Radial Basis Function (RBF) kernel, have 

emerged as powerful alternatives [1]. SVM regression, 

known for its robustness in handling non-linear data, 

leverages the "kernel trick," mapping input data into a higher-

dimensional feature space where linear relationships can be 

modeled effectively. 

The RBF kernel is particularly suited for capturing localized, 

non-linear variations in data, making it ideal for applications 

requiring precise approximation and prediction. Key 

parameters in this method epsilon � and box constraint � are 

essential for balancing fitting accuracy and model 

generalization. Epsilon defines a margin of error where 

predictions are not penalized, thus reducing sensitivity to 

noise, while C controls the penalty for errors beyond this 

margin, directly influencing model complexity[2]  . 

In this paper, we demonstrate SVM regression with an RBF 

kernel by constructing a metamodel for the non-linear 

function. This function, frequently used in signal processing, 

serves as an ideal test case due to its non-linear and 

oscillatory nature. We utilize training samples randomly 

selected from the interval ݔ ∈ [−3�, +3�],  assessing the 

SVM's ability to approximate such a challenging function. 

This approach exemplifies the effectiveness of SVM with an 

RBF kernel for complex, non-linear function modeling and 

highlights its applicability in AI-driven predictive modeling. 

 
II. The Non-Linear Function 

 

The target function ݕ = sincሺݔሻ is commonly used in signal 
processing and various approximation tasks. This function is 
non-linear and oscillatory, making it suitable for testing the 
capability of SVM regression to model complex relationships 
[2]  [3]  . 
 

II.1 SVM Regression with RBF Kernel 
 
To train the SVM regression model, we begin by randomly 
selecting n samples ሺݔ�,  are drawn �ݔ ሻ, where the inputs�ݕ
from a uniform distribution �ሺ[−3�, +3�]ሻ and the target 

values are defined as ݕ� = ��݊ܿሺݔ�ሻ . The Support Vector 

Regression (SVR) algorithm employs the following decision 
function: 
 �ሺݔሻ = ∑ ݔ�ሺߚ , ሻ�=ଵݔ + ܾ                             (1) 
Where 
 �ሺݔ , ሻݔ = expሺ−ݔ|ߛ −  ଶሻ is the RBF kernel with|ݔ
hyperparameter; 
 
 ; are the support vector coefficients, and  ܾ  is the bias termߚ 
 
 The parameters ߚ  and ܾ  are optimized during training to 
minimize the error between predicted and actual values in the 
training set, while ensuring smoothness and generalization. 
 

II.2 Kernel Function and Hyperparameter Selection 

The Gaussian (RBF) kernel function used here is defined as: ݔ)ܭ , (ݔ = exp(−ݔ|ߛ −  |ଶ)               (2)ݔ

where ߛ determines the smoothness of the kernel. The 

flexibility of the RBF kernel helps capture intricate non-linear 

relationships by adjusting ߛ  appropriately. For SVM 

regression, optimal values of � and � must be chosen through 

techniques such as grid search or cross-validation to ensure 

the model is neither overfitted nor underfitted [4]  [5]  . 

II.3 Training and Optimization 
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The training process in SVM aims to find a model �ሺݔሻ that 
minimizes a regularized risk function. This function is 
defined as: 

 �ሺܯሻ = ଵଶ ∥ ݓ ∥ଶ+ � ∑ �ݕሺ�ܮ − �ሺݔ�ሻሻ�=ଵ     (3) 

Where :  
 ଶ   Represents the norm (or magnitude) of the weight|ݓ| 
vector w. This term is responsible for controlling the 
smoothness of the model, ensuring that the solution doesn't 
overfit to individual data points. 
C  Regularization parameter that balances the trade-off 
between model complexity and prediction error. ܮ�: ϵ-epsilonϵ-insensitive loss function, which determines the 
penalty for prediction errors outside the ϵ\epsilonϵ-margin. 

 

II.3.1 ϵ-Insensitive Loss Function: 
 

 The ϵ-insensitive loss function is defined as: 
ሻݖሺ�ܮ  = ,ሺ0 ݔܽ݉ ∣ ݖ ∣ −�ሻ                                  (4) 

Where :  
 
z: Represents the prediction error ݕ� − �ሺݔ�ሻ 
ϵ: Defines a margin of tolerance around the true output ݕ� 

 
The regularization term � controls the model’s complexity. 
A higher � value allows fewer errors, which improves model 

fitting but increases sensitivity to noise [6] - [7]. We apply 

cross-validation on ϵ\epsilonϵ and �  to identify values that 

maximize prediction accuracy while retaining generalization. 

II.4 Dataset 
 

To train the SVM regression model, we randomly select 70 
samples ሺݔ , ሻݕ  where ሺݔ ∼ �ሺ[−3�, +3�]ሻሻ  and ݕ =sincሺݔሻ. The use of random samples allows the model to 
capture the variability of the function over the entire interval. 
Additionally, a validation set of 1000 evenly spaced samples 
within the same interval is generated to test the accuracy of 
the metamodel. 
 

III. Results and Discussion 
 
The SVM model is trained on the 70-sample dataset, with the 
RBF kernel's  ߛ  parameter and regularization term  �  
optimized using cross-validation. After training, the model is 
evaluated on the validation set of 1000 samples to measure 
prediction accuracy. 
 

 
Fig.01 Non-linear function sincሺݔሻ predicted by SVM model 
regression. 
 
The predicted values produced by the SVM model are 
visualized by plotting them against the actual function values 
in Figure (1), allowing for a direct comparison.  This 
graphical representation provides valuable insights into how 
well the model approximates the underlying function. 
Specifically, it highlights the model’s effectiveness in 
capturing the oscillatory nature of the sinc function, which 
exhibits rapid fluctuations, especially in regions where the 
function approaches zero. These areas, often referred to as the 
"nulls", are crucial for assessing the model's precision in 
handling small values. Additionally, the visualization 
displays how accurately the model tracks the peaks of the 
function, which are characterized by sharp, localized 
increases. By examining these features, the plot not only 
demonstrates the SVM model’s ability to capture intricate 
details of the sinc function but also offers a clear indication 
of its performance across both low and high amplitude 
regions. This helps to assess the model's robustness in 
modeling non-linear behavior with precision and consistency 

 
III.1 Model Performance 

 

After constructing the SVM regression model, we compare 
its predictions against the true sincሺݔሻ  values in the 
validation set. Performance metrics include Mean Absolute 
Error (MAE), Root Mean Square Error (RMSE) , and the 

coefficient of determination �ଶ,which provides a quantitative 
measure of how well the model captures the data's variance. 
The results were as follows: 

TABLE I.  PERFORMANCE COMPARISON 

Metric Value 

MAE 0.00010528 

RMSE 0.00011419 

R2 1 

 
These results demonstrate that the SVM model with an RBF 
kernel provides an accurate and robust fit for non-linear data. 
 

III.2 Study Effect of Epsilon in SVM Regression 
 

In Support Vector Regression (SVR), the parameter epsilon 
(ε) defines the width of the epsilon-insensitive zone, within 
which errors are not penalized. Adjusting ε has a significant 
impact on the sparsity of the SVM solution and the accuracy 
of the model: 
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Fig.02 Non-linear function sincሺݔሻ predicted by SVM 
model regression with 
epsilon=0.1 

Fig.03 Scatter plot comparing the 
correlation between the actual 
values of y and the model prediction 
by SVM model 

 

 
Fig.04 Non-linear function sincሺݔሻ predicted by SVM 
model regression with 
epsilon= 0.01 

Fig.05 Scatter plot comparing 
 the correlation between the 
 actual values of y and the model 
prediction by SVM model 

 
 

 

Fig.06 Non-linear function sincሺݔሻ predicted by SVM 
model regression with epsilon 
=0.00001 

Fig.07 Scatter plot comparing 
the correlation between the 
actual values of y and the 
model prediction by SVM 
model 

 
Increasing epsilon ε  As the epsilon-insensitive zone widens, 
the model tolerates larger deviations between predicted and 
actual values without considering them as errors. This leads 
to fewer support vectors being selected, making the model 
sparser. However, this increased tolerance may result in 
reduced prediction accuracy, as finer details in the data are 
ignored. 
 
Decreasing epsilon ε  A smaller epsilon makes the model 
more sensitive to deviations, as it tries to minimize even small 
errors. This often improves accuracy but requires more 
support vectors, resulting in a less sparse solution and 
potentially higher computational costs. 
 
Through experimentation, it is observed that reducing ε 
generally yields better predictive performance since the 
model captures finer patterns in the data. However, there is a 
trade-off between accuracy and model complexity that must 
be carefully balanced depending on the application. 
 
 

IV. Conclusion 
 

In this study, we constructed a reliable Support Vector 

Machine (SVM) -based metamodel with a limited, randomly 

sampled dataset, demonstrating that even with modest data 

resources, SVM regression with an RBF kernel can achieve 

accurate approximations of complex functions. This 

methodology is broadly applicable to any domain where 

precise non-linear function modeling is needed, underscoring 

its versatility and effectiveness in AI-driven predictive 

modeling. 

SVM regression with an RBF kernel has proven to be a 

powerful method for approximating non-linear functions, as 

demonstrated by the robust performance observed in this 

study. Its ability to capture complex, non-linear relationships 

with high precision and minimal overfitting makes it a 

valuable tool for AI applications across a variety of fields. 

Although hyperparameter tuning presents a challenge, 

particularly with parameters like ϵ\epsilonϵ and C, cross-

validation techniques have effectively identified optimal 

values, ensuring a well-balanced trade-off between model 

accuracy and generalization. 

 
V. Future Work 

 
Future studies may extend this work by experimenting with 
different kernel functions, adding noise to the dataset to test 
robustness, or using a larger sample size to further improve 
accuracy. 
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Abstract—Wireless communication systems have become a
major focus of research due to their critical role in various fields.
As fifth-generation (5G) networks continue to be deployed, the
research and development community has begun to focus on
the next evolution of mobile communication systems, known as
the sixth generation (6G). The planning and conceptualization
of 6G aim to address the communication needs anticipated
for 2030 and beyond. This paper presents a vision for future
6G wireless communication, highlighting potential applications,
the communication requirements they entail, and the emerging
technologies that could make them a reality. Additionally, it
includes a theoretical performance comparison between 5G and
6G networks in a scenario where connected devices require high
data rates.

Index Terms—6G, 5G, wirless communications, applications,
data rate, latency.

I. INTRODUCTION

The evolution of mobile networks has progressed steadily,

with a new generation emerging approximately every decade.

While the fifth-generation (5G) networks are now being widely

deployed and entering their consolidation phase, research

efforts have already shifted towards the development of sixth-

generation (6G) networks [2]. By 2030, 5G is expected to

reach its technical limits, unable to fully support the demands

of future applications requiring highly automated and intelli-

gent networks.

6G networks are designed to address these challenges by

surpassing 5G’s capabilities. They aim to create a seamless

integration of the human, physical, and digital worlds, form-

ing a unified cyber-physical continuum. This vision includes

enabling revolutionary applications such as immersive real-

time holograms, autonomous vehicles, and universal con-

nectivity. 6G is expected to deliver unprecedented features,

including significantly higher bandwidth, ultra-low latency,

and intelligent adaptability to ensure the efficient and effective

management of advanced services [5].

In this paper, we outline a vision for 6G wireless commu-

nication, emphasizing its transformative potential. We discuss

its key applications, the communication requirements these

applications entail, and the emerging technologies necessary

to realize them [1]. Additionally, we provide a theoretical per-

formance comparison between 5G and 6G networks through

simulations of two critical scenarios: real-time holograms,

requiring massive data rates and low latency, and autonomous

vehicles, demanding moderate data rates but ultra-low latency.

The simulation results highlight the advantages of 6G. With its

extended bandwidth and enhanced capabilities, 6G can sustain

significantly higher data rates and much lower latency, even in

scenarios with a large number of connected devices. For exam-

ple, 6G can deliver approximately 1 Gbps per device in high-

demand situations, compared to only 100 Mbps with 5G. This

demonstrates that 6G is well-equipped to meet the demands

of next-generation applications. Finally, we emphasize that

this analysis represents just one of many possible approaches

to exploring the capabilities of 6G. Further research into

different scenarios and use cases will be essential to fully

understand the versatility and transformative potential of this

next-generation technology. Through its innovative features,

6G is set to become a cornerstone of future networks, driving

advancements in digital transformation and improving quality

of life globally.

II. 6G REQUIREMENTS

6G networks are expected to be more intelligent, capable,

reliable, and power-efficient to satisfy all the expectations

that can not be realized with 5G [3]. Most of the key

performance in dicators KPIs for 6G networks that describes

6G requirements are as expected an evolution of the KPIs for

5G networks and they are represented as follows [6]:

• Spectrum efficiencies 5 to 10 times higher than those of

5G

• Peak data rate: New services such as extended reality

and holographic communications will in 6G communi

cations to bring batter user experience. These services

will demand a higher data rate, So 6G network should be

designed to support much higher data rate as Tbps level.

• User experienced data rate: To ensure that users

can obtain high-quality experience anytime and any

where,wireless system must deliver high data rate, thus
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for individual users data rate is expect to increase to at

least 10Gbps, and up to 100Gbps

• latency: To overcome the boundaries between the real

environment and the computational space, extremely low

latency (0.1-1ms) is required.

• High mobility: it is expected to enable high mobility up

to 1000 km/h and over the air.

• Huge connection density: up to 107 devices/km

• Energy efficiency is defined as the number of bits which

can be transmitted over 1 Joule. The energy consumption

for 6G networ should be 10–100 times higher than in 5G.

• reliability: The reliability requirements of 6G network

are expected to be use case specific.Some services such

as industrial control and remote surgery requires a very

high reliability. Therefore, the reliability of 6G network

transmission should go to 99.9999%

The comprehensive network performance requirements of 6G

versus 5G are given in Table 1:

key performance

indicators

5G KPIs 6G KPIs

operating

frequency

3GHz-

3OOGHz

1 up to 1 THz

peak data rate 20Gbps 1Tbps

latency 1ms 10-100µs

mobility 500Km/h up to

1000Km/h

reliability 99.9% about

99.999%

coverage about 70% 99%

energy efficiency high ultra-high

spectral

efficiency

30 bps/Hz 100 bps/Hz

Table1: Possible capabilities of 6G in comparison with 5G

III. USAGE SCENARIOS OF 6G

Similar to 5G classifications, 6G use cases that have similar

requirements can be categorized into groups, or specific use

cases [5]. Some scenarios predicted for 6G networks are

described as an improvement of the scenarios defined for 5G

Networks

• Ultra mobile broadband (uMBB): The use cases under

this scenario require much higher data rate than the one

required in 5G eMBB (enhanced Mobile Broadband)

usage scenario [5].

• Ultra-massive machine-type communication (uMTC):

The use cases under this scenario require much more

massive number of simultaneous connections per space

than the one required in 5G massive machine-type com

munication (mMTC) usage scenario [5].

• ultra high speed with low latency communications (uH-

SLLC): The use cases under this scenario provides a

higher speeds and lower latency than the one required in

5G ultra-reliable low-latency communications (URLLC)

usage scenario.

• mobile broadband reliable low latency communication

(MBRLLC): new service class proposed, it generalizes

classical URLLC and eMBB services. Energy efficiency

is central for MBRLLC, not only because of its impact

on reliability and rate, but also because of the resource

limited nature of 6G devices.

• Human-Centric Services (HCS): a new class of 6G ser-

vices, network performance is determined by the physi

ology of the human users and their actions

IV. 6G FUTUR APPLICATIONS

Network technology is advancing towards a more flexible

and agile infrastructure, and it is likely that 6G, like its

predecessors, will be shaped by today’s emerging technologies.

6G will emerge from an unprecedented wave of innovative

applications that are set to transform human society in the

2030s. Until now, communication systems have primarily

transmitted data interacting with two human senses: hearing

and sight. One of the key ambitions of 6G is to expand this

capability by transmitting data associated with other senses,

such as touch, smell, and taste. Below is a list of potential 6G

applications:

A. Internet of everything IOE

IOE is an extended version of IOT (internet of things) that

includs things, data, people and processes. the main concept of

IOE is to integrate various sensing devices that can be related

to everything. 6G is expected to become a key enabler for IOE,

that will be helpful in improving the services related internet

of things. this also can mean that, many new applications will

emerge from the fusion of IOE and 6G communication [7].

B. Holographic communication

6G is expected to be a conversion point from the traditional

video conferencing to a virtual in-person meeting [2]. For

this holographic communication is needed for its capabilities

to project realistic, full motion, real-time three dimensional

(3D) images for distant people and objects with huge high

level of realism rivaling of the physical presence. In fact,

transferring three dimensional images along the voice is not

sufficient to convey the in person presence, so the use of three

dimensional video with stereo audio is needed. Holographic

communication will make people’s lives easier in many areas

like minimizing business travels costs, distance learning and

precision medicine.

C. Extended Reality

Extended Reality (XR) is an umbrella term that encom-

passes all immersive technologies that merge the physical and

digital worlds. This includes Virtual Reality (VR), Augmented

Reality (AR), and Mixed Reality (MR). In the context of 6G,

XR is expected to reach new heights, offering ultra-realistic

and seamless experiences through advancements in connectiv-

ity, latency, and computational power. XR applications in 6G
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could revolutionize industries such as education, healthcare,

entertainment, and manufacturing by enabling more interactive

and immersive environments.

D. Healthcare

It is expected that 6G communication technology will

revolutionize the healthcare completely and healthcare will

fully depend on 6G [4]. Because innovations such as XR,

holographic communications, tactile internet and intelligent

robots in 6G, the robotic controlled surgery, remote surgical

procedures and enhanced precision surgical capabilities will

be realized. This will build a smart healthcare system.

E. Connected and Autonomous Vehicles

6G is expected to play a crucial role in the development and

deployment of connected and autonomous vehicles (CAVs).

By providing ultra-low latency, high-speed communication,

and massive network capacity, 6G will enable vehicles to

communicate with each other (V2V), infrastructure (V2I), and

pedestrians (V2P) in real-time. This will enhance the safety,

efficiency, and coordination of autonomous systems, allowing

for smoother traffic flow, faster decision-making, and better

accident avoidance. Additionally, 6G’s capabilities will sup-

port advanced features such as real-time mapping, predictive

maintenance, and vehicle-to-cloud integration, enabling fully

autonomous vehicles to operate more safely and effectively,

while also paving the way for smarter, more sustainable

transportation systems.

F. collaborative robots

also called cobots, are directly collaborate with people

by work side by side with humans. These cobots take over

tedious, repetitive and risky tasks to maintain human worker’s

health and safety and automate the production lines. They

also can offer various benefits inn industry such as reliability,

safety and trust.

Fig. 1. emerging 6G applications

Figure [1] illustrates the key emerging applications of 6G.

These applications push the boundaries of current networks

and highlight the potential of 6G to transform various sectors

such as industry, healthcare, and transportation.

V. ENABLING TECHNOLOGIES

The services and requirements of 6G presented in the pre-

vious sections indicate various challenges to the development

of the future wireless system [7]. Some new technologies

will be added and some 5G technologies will be improved

in 6G. Hence this network system will be driven by many

technologies, a few expected vital technologies for 6G are

presented below:

A. Terahertz (THz) Communication

6G is the first wireless com munication system with ultra

high speed communication. This is why the use of Terahertz

radiation (THz) also called sub millimeter radiation is required

to support features that demand ultra-high data rates (several

Tbps) and extremely low latency [3].

B. Artificial Intelligence AI

intelligence is the fundamental characteristic of 6G au-

tonomous networks 1. AI will play a central role in managing

6G networks, optimizing resource allocation, enabling real-

time decision-making, and ensuring networks are self-healing

and adaptive.

C. Intelligent Reflecting Surfaces (IRS)

Intelligent Reflecting Surfaces (IRS) are a key enabler for

6G networks, consisting of programmable surfaces that control

and optimize wireless signals. IRS enhances coverage, energy

efficiency, and network capacity by dynamically directing

signals, especially in challenging environments like urban

areas or indoors [3].

D. Advanced Edge Computing in 6G

Advanced Edge Computing in 6G brings computational

power closer to users and devices, reducing latency and

enabling real-time processing. It supports applications like

autonomous vehicles, smart cities, and extended reality, while

integrating AI for intelligent decision-making and energy

efficiency. This ensures faster responses, enhanced security,

and better handling of massive data demands.

VI. DEVICES AND CONNECTED MACHINES FOR

6G

By 2030, the number of connected devices is expected

to reach 500 billion, approximately 59 times the projected

world population of 8.5 billion [8]. Beyond smartphones and

tablets, new human-machine interfaces, such as AR glasses,

VR headsets, and holographic devices, will make accessing

and controlling information more convenient. Connected ma-

chines, including vehicles, robots, drones, smart sensors, and

industrial equipment, will become the primary users of 6G

networks. To meet these demands, new technologies will need

to be developed to connect hundreds of billions of machines

effectively [2]
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VII. SIMULATION RESULT

To showcase the potential advantages of 6G in addressing

the challenges of demanding use cases, we conducted simu-

lations comparing the theoretical performance of 5G and 6G

networks based on two critical metrics: data rate per device,

determined by the total bandwidth (1 GHz for 5G and 10

GHz for 6G) shared among an increasing number of connected

devices, and latency, modeled as the transmission delay per

device while considering the impact of network saturation.

The main assumptions in the simulation included dedicated

bandwidth and constant spectral efficiency, with the results

analyzed for a range of devices from 10 to 100 across two

critical use cases: real-time holograms, which require massive

data rates (1 Tbps) and low latency for a seamless user

experience, and autonomous vehicles, which demand moderate

data rates (100 Mbps) but ultra-low latency for real-time

responsiveness.

Fig. 2. Data rate per device
as a function of the number of
devices

Fig. 3. Latency as a function of
the number of devices

The results as presented in Fig. 2 and Fig. 3, clearly

demonstrate that 6G outperforms 5G in both scenarios.

Thanks to its massive bandwidth (10 GHz), 6G sustains

superior data rates even with a high number of connected

devices. For instance, with 100 devices, each achieves

approximately 1 Gbps, compared to only 100 Mbps with

5G. Additionally, 6G achieves significantly reduced latency,

enabling faster data processing, which is crucial for real-time

critical decision-making in applications like autonomous

vehicles. These findings underline 6G’s ability to meet the

demands of future applications where 5G reaches its technical

limits, making it a pivotal technology for next-generation

networks.

VIII. CONCLUSION

The tradition of deploying a new cellular generation ap-

proximately every decade will continue in the future, with 6G

becoming a reality in the 2030s. Many new use cases can

be expected, driven by societal demands and realized through

emerging 6G technologies. In this paper, we presented a

general vision of 6G, including its requirements, applications,

and the enabling technologies that can bring these applications

to life. We also provided simulation results that illustrate, in a

simple and effective manner, the revolutionary potential of 6G

to meet the demands of future applications while overcoming

the technical limitations of 5G. Through this example, which

compares use cases such as real-time holograms and au-

tonomous vehicles, we demonstrated the significant advantages

of 6G’s extended bandwidth and reduced latency. It is impor-

tant to note that this analysis represents just one approach

among many possible ways to explore the capabilities of 6G.

Other scenarios could be studied to deepen our understanding

and confirm the versatility of this technology across various

application domains. Thus, 6G emerges as a key technology

to realize the vision of next-generation networks and support

the digital transformation of the future.
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Abstract—Unmanned Aerial Vehicles (UAVs) acting as mo-
bile base stations, or UAV-BSs, are becoming an increasingly
viable solution for enhancing mobile communication, especially
in scenarios like emergencies or network failures. UAVs can
be quickly deployed to maintain connectivity when traditional
terrestrial base stations are compromised or overloaded. This
research focuses on optimizing the placement of UAV-BSs to
maximize downlink coverage and minimize energy consumption,
considering both user distribution and drone altitude. To tackle
this complex optimization problem, we propose the use of the
Snake Optimizer (SO), a recent metaheuristic inspired by the
dynamic movement of snakes. The SO integrates both exploration
and exploitation strategies to effectively search for optimal
solutions. Through several test scenarios, our findings reveal that
SO outperforms existing optimization algorithms, including the
Marine Predators Algorithm (MPA), the Whale Optimization
Algorithm (WOA), and the Grey Wolf Optimization (GWO),
providing an efficient and reliable method for UAV placement
in static environments.

Index Terms—UAV base station, Snake Optimizer, Energy
Efficient, Downlink coverage.

I. INTRODUCTION

The landscape of global communication is evolving rapidly,

driven by emerging technologies that promise to redefine

connectivity. Among the most groundbreaking innovations are

Unmanned Aerial Vehicles (UAVs) functioning as flying base

stations (UAV-BSs). These adaptable aerial platforms are not

only transforming mobile networks but also paving the way

for a new era of global connectivity. With the rise of the

Internet of Things (IoT), smart cities, and precision agriculture,

the demand for flexible, high-performance communication

networks has become more critical than ever. UAV-BSs offer

a potential solution to overcome the connectivity challenges

posed by traditional infrastructure, particularly in remote areas

or during disaster recovery.

As IoT devices proliferate, everything from environmental

sensors to agricultural tools is becoming interconnected. In this

context, UAV-BSs play an increasingly essential role by en-

abling rapid deployment of communication networks. Whether

it’s for disaster response, providing connectivity to rural re-

gions, or supporting high-bandwidth applications like real-time

surveillance and IoT systems, UAV-BSs offer unprecedented

flexibility in meeting the demands of modern networks [1],

[2], [3]. However, despite their promise, integrating UAV-

BSs into existing network infrastructures presents substantial

challenges.

The growing demand for reliable, efficient wireless net-

works is exacerbated by the exponential rise in IoT devices.

UAV-BSs are well-positioned to address gaps in coverage,

but their deployment requires careful optimization. Each UAV

operates with a limited energy supply, and the challenge lies

in balancing coverage expansion with energy conservation.

Although extending coverage often requires higher transmis-

sion power, doing so rapidly depletes battery life. Thus,

the challenge becomes determining the optimal placement of

UAVs to ensure maximum user coverage while minimizing

energy consumption.

This UAV placement problem is recognized as NP-hard,

meaning traditional optimization methods struggle to handle

its complexity. As a result, researchers have increasingly

turned to metaheuristic optimization techniques, which are ef-

fective for solving such high-dimensional, complex problems.

Over the past decade, various approaches have been proposed,

including the Grey Wolf Optimizer (GWO) for 3D place-

ment [4], Particle Swarm Optimization (PSO) and Exhaustive

Search (ES) for optimizing Quality of Service (QoS) [5], and

Genetic Algorithms (GA) for 2D UAV positioning [6]. More

recently, hybrid approaches such as combining the Whale

Optimization Algorithm (WOA) with Simulated Annealing

(SA) have been explored to improve the accuracy of UAV

placement [7].

In recent years, numerous metaheuristic algorithms inspired

by the behavior of viruses in nature have been developed. One

such algorithm, the Snake Optimizer [8], has demonstrated its
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effectiveness across various application domains.

The Snake Optimizer (SO), inspired by the foraging behav-

ior of snakes, offers a fresh and powerful solution to this chal-

lenge. The dynamic and adaptive nature of snake movement

allows for efficient exploration and exploitation of the search

space, making it well-suited to solve complex problems like

UAV placement. By balancing these two strategies, SO can

identify optimal UAV positions that maximize coverage and

minimize energy consumption.

In this paper, we apply the Snake Optimizer to solve the

UAV placement problem in a static environment. The approach

harnesses the algorithm’s adaptive nature to find the optimal

UAV locations, achieving a balance between coverage and

energy efficiency.

The remainder of this paper is organized into five sections:

Section II presents the formulation of the UAV placement

problem, including both the system and mathematical models.

Section III offers an overview of the Snake Optimizer. The

application of the SO to the UAV placement problem is

thoroughly explained in Section IV. Section V outlines the

simulation results, and Section VI provides the conclusion of

the study.

II. UAV-BSS PLACEMENT PROBLEM FORMULATION

A. System Model

In this study, the UAV placement problem is modeled in an

urban setting, with the area represented as a three-dimensional

space measuring W × L × H in meters. The coordinates of

the area are illustrated in Fig. 1. The model includes:

Fig. 1. System model

• A set of N UAVs, denoted as D, where each UAV

Dj is positioned at coordinates (xj , yj , hj), with hj

representing the drone’s altitude, as shown in Fig. 1. The

altitude is determined based on the coverage radius and

visibility angle required for optimal coverage and energy

efficiency. Each UAV is equipped with a radio interface

to facilitate communication with ground users and other

UAVs.

• A set of M users, denoted as U = {U1, U2, ..., UM},

is randomly distributed across a two-dimensional area.

To ensure optimal coverage, each user is paired with the

nearest drone. A drone Dj can cover a user Ui if the user

lies within the drone’s coverage area Rj .

The altitude of each UAV is adjusted to achieve a balance

between coverage and energy consumption. The energy con-

sumption of a drone is directly proportional to its altitude, and

is given by the formula:

EDj
= MDj

· g · hj (1)

where MDj
represents the total weight of the drone, and g is

the acceleration due to gravity.

B. Mathematical Model

The primary goal of this optimization is to enhance the

coverage quality for ground users while simultaneously min-

imizing the energy consumption of the UAVs. As previously

noted, increasing the altitude of a UAV boosts its coverage ra-

dius but also results in higher energy consumption. Therefore,

the challenge lies in striking the right balance between these

two factors for optimal UAV placement. The mathematical

formulation of this problem can be described as follows:

The objective is to maximize the overall coverage quality

across all users, as expressed in equation (2):

max f(γ) =
n
∑

i=1

max
j∈{1,...,m}

(γ
Dj

Ui
) (2)

Here, γ
Dj

Ui
represents the coverage quality for user Ui

provided by drone Dj , which is determined by the distance

between the user and the drone. This relationship is quantified

in equation (3):

γUiDj
= max (0,max(R)− d(Ui, Dj)) (3)

where max(R) is the maximum coverage radius that de-

pends on the drone’s altitude and the visibility angle, while

d(Ui, Dj) is the Euclidean distance between the user Ui and

the drone Dj .

To regulate the UAV’s altitude, the UAV must operate within

a predefined height range, as shown in equation (4):

hmin ≤ hj ≤ hmax (4)

Moreover, the placement of each UAV must ensure that

it covers its assigned users. This constraint is enforced in

equation (5), where the distance between any user Ui and

a UAV Dj must not exceed the maximum coverage radius

Rmax:

d(Ui, Dj) ≤ Rmax, ∀i ∈ {1, . . . ,M}, ∀j ∈ {1, . . . , N}
(5)
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Finally, the UAVs must be placed within the boundaries of

the deployment area, which is restricted to the dimensions of

the urban environment as described in equation (6):

0 ≤ xj ≤ W and 0 ≤ yj ≤ L (6)

Thus, the mathematical model incorporates the key param-

eters influencing both coverage quality and energy efficiency,

ensuring that the placement of UAVs satisfies all the required

constraints.

III. OVERVIEW OF THE SNAKE OPTIMIZER (SO)

The Snake Optimizer (SO) is a metaheuristic algorithm

inspired by the natural behaviors of snakes, particularly their

mating, competitive, and survival strategies [8]. The algorithm

emulates these dynamics using environmental factors such as

temperature and food availability to guide the search process.

By balancing exploration (broadly searching the space) and

exploitation (refining solutions near promising regions), SO

achieves robust performance on complex optimization prob-

lems. Below is an overview of its methodology.

A. Biological Inspiration

Snakes exhibit complex behaviors influenced by environ-

mental factors. Mating typically occurs in colder regions with

sufficient food availability. Males compete through fights to

attract females, and females select the most suitable mates.

This results in the generation of offspring (eggs), symbolizing

diversity in the search space. When conditions are unfavorable,

such as the absence of food or unsuitable temperatures,

snakes prioritize survival, focusing on searching for food.

These behaviors inspire the phases and mechanisms of the

SO algorithm, which adapts dynamically to the optimization

landscape.

B. Initialization

SO begins by initializing a random population of solutions

(representing snakes) within the search space, defined by the

problem’s bounds. Each solution is expressed as:

Xi = Xmin + r · (Xmax −Xmin) (7)

where Xi is the position of the i-th individual, r is a random

number between 0 and 1, and Xmin, Xmax are the lower and

upper bounds, respectively.

C. Population Division

The population is divided into two groups: males and

females, ensuring equal representation for mating and fighting

phases. The number of individuals in each group is calculated

as:

Nm =

⌊

N

2

⌋

, Nf = N −Nm (8)

where N is the total number of individuals, Nm is the

number of males, and Nf is the number of females.

D. Environmental Factors

Two key factors dynamically influence the algorithm’s be-

havior: temperature (Temp) and food quantity (Q).

1) Temperature: Temperature determines the likelihood of

mating and fighting phases. It decreases over iterations, mim-

icking environmental cooling:

Temp = exp

(

−
t

T

)

(9)

where t is the current iteration and T is the maximum

number of iterations.

2) Food Quantity: Food quantity guides the transition be-

tween exploration and exploitation:

Q = c1 · exp

(

t− T

T

)

(10)

where c1 is a constant, typically set to 0.5.

E. Phases of SO

The Snake Optimizer alternates between three main phases

based on environmental conditions defined by food quantity

(Q) and temperature (Temp). Both male and female groups

are involved in the search process, with their unique behaviors

incorporated into each phase:

1) Exploration Phase (Q < 0.25): When food availability

is low, the snakes (both males and females) explore the search

space by moving randomly to locate potential solutions.

Male Group:

Xi,m(t+1) = Xrand,m ± c2 ·Am · ((Xmax −Xmin) · r+Xmin)
(11)

where:

Am = exp

(

−
frand,m

fi,m

)

(12)

Female Group:

Xi,f (t+1) = Xrand,f±c2 ·Af ·((Xmax−Xmin)·r+Xmin) (13)

where:

Af = exp

(

−
frand,f

fi,f

)

(14)

Both groups independently search for food by leveraging

their abilities to explore the space broadly.

2) Exploitation Phase (Q > 0.6): In this phase, snakes

refine their search around promising solutions (exploitation),

with their behavior depending on the temperature.

Hot Environment (Temp > 0.6):

Xi,j(t+ 1) = Xfood ± c3 · Temp · r · (Xfood −Xi,j(t)) (15)

Cold Environment (Temp < 0.6): Snakes engage in either

fight mode or mating mode.

Fight Mode:

Xi,m(t+1) = Xi,m(t)+c3 ·Fm ·r·(Q·Xbest,f−Xi,m(t)) (16)

Xi,f (t+1) = Xi,f (t)+c3 ·Ff ·r ·(Q ·Xbest,m−Xi,f (t)) (17)
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Mating Mode:

Xi,m(t+1) = Xi,m(t) + c3 ·Mm · r · (Q ·Xi,f (t)−Xi,m(t))
(18)

Xi,f (t+1) = Xi,f (t)+c3 ·Mf ·r·(Q·Xi,m(t)−Xi,f (t)) (19)

3) Egg Hatching and Diversity Preservation: After mat-

ing, new individuals are introduced by replacing the worst-

performing snakes:

Xworst,m = Xmin + r · (Xmax −Xmin) (20)

Xworst,f = Xmin + r · (Xmax −Xmin) (21)

This ensures diversity and prevents premature convergence.

F. Termination

The algorithm terminates when a predefined stopping cri-

terion is met, such as reaching the maximum number of

iterations or achieving a satisfactory fitness value.

IV. SNAKE OPTIMIZER FOR SOLVING UAV-BSS

PLACEMENT

The Snake Optimizer (SO) is applied to optimize the

placement of UAV-based base stations (UAV-BSs) in wireless

communication networks. This algorithm is particularly suited

for addressing such problems due to its effective balance

between exploration and exploitation. The SO emulates natural

snake behaviors, including adaptive movement and dynamic

interactions, to navigate the solution space efficiently.

The algorithm initializes with a population of candidate

UAV positions, divided into male and female groups, which

then undergo exploration and exploitation phases. During

exploration, snakes (UAV positions) search the solution space

broadly, ensuring diverse coverage of potential configurations.

During exploitation, the algorithm refines promising solu-

tions, guided by the best-performing individuals within the

population. This dual-phase mechanism enables the SO to

identify optimal placements that maximize user coverage while

minimizing energy consumption.

The flow chart of the Snake Optimizer is provided in figure

2.

V. SIMULATION RESULTS

The following section evaluates the effectiveness of the

Snake Optimizer (SO) in solving the optimal UAV placement

problem. A comparative analysis is performed between SO and

several well-known optimization algorithms, including Marine

Preadtor Algorithm (MPA), Whale Optimization Algorithm

(WOA), and Grey Wolf Optimizer (GWO). All algorithms

are implemented using Matlab software. The performance

of the proposed method is assessed in terms of the mean

coverage radius and overall coverage quality. The simulations

are conducted in a static environment across 16 different

scenarios. The deployment area is set to a 100m × 100m
grid, with 5 to 40 users randomly distributed in each instance.

The number of UAVs varies between 1 and 8, each having

a maximum coverage radius of 25 meters and a 45-degree

field of view. The coverage radius is assumed to be equal to

Fig. 2. Flow chart of the Snake Optimizer

the UAV altitude. A total of 1000 iterations is performed for

each configuration. The remaining simulation parameters are

summarized in Table I.

A. Impact of changing the number of UAVs

This section explores how the coverage performance is

affected by varying the number of UAVs, ranging from 1 to

8, while keeping the number of users fixed at 30. The results

are presented in Table II. Figure 3 illustrates the coverage

outcomes, while Figure 4 shows the average coverage radius

for different UAV quantities.
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TABLE I
PARAMETERS VALUES CONSIDERED IN OUR SIMULATIONS

Parameter Value

N° of UAVs m [1 8]

N° of users n [5 40]

Width W 100 m

Length L 100 m

Max coverage radius R 25 m

Population size N 30

N° of iteration tmax 1000

SO

Threshold 1 Thr1 0.25

Thershold 2 Thr2 0.6

Constant C1 0.5

Constant C2 0.05

Constant C3 2

MPA

Fish Aggregating Devices FADs 0.2

Constant P 0.5

GWO

Control parameter amin 0

Control parameter amax 2

WOA

Control parameter amin 0

Control parameter amax 2

Fig. 3. Coverage under various numbers of UAVs

Fig. 4. Mean radius coverage under various numbers of UAVs

TABLE II
COVERAGE AND MEAN RADIUS COVERAGE UNDER VARIOUS NUMBERS OF

UAVS

n 1 2 3 4 5 6 7 8

Coverage (%)

SO 30% 43.3% 60% 70% 86.66% 90% 100% 96.66%
MPA 30% 43.3% 53.33% 70 % 86.66% 90% 93.33% 100%
WOA 30% 46.66% 53.33% 70% 70% 86.66% 86.66% 93.3%
GWO 30% 43.33% 53.33% 73.33% 76.66% 90% 93.33% 93.33%

Mean coverage radius(m)

SO 21.32 15.87 17.53 14.38 15.80 14.53 14.41 12.81
MPA 21.32 15.87 12.23 13.38 15.82 15.05 12.42 12.04
WOA 21.32 15.85 20.59 13.94 16.38 16.57 15.89 12.44
GWO 21.33 15.88 12.28 14.33 16.34 14.01 13.98 12.06

The findings presented in Table II and Figure 3 reveal that

increasing the number of UAVs enhances coverage, eventually

reaching near-total user coverage once the UAV count exceeds

8. However, this increase in UAVs leads to a decrease in the

average coverage radius, which corresponds to lower energy

consumption per UAV. The deployment of additional UAVs

helps to cover a larger area and balance the workload, resulting

in reduced energy usage for each individual drone. In terms

of both coverage and energy efficiency, the Snake Optimizer

(SO) outperforms the MPA, WOA, and GWO algorithms in

most scenarios.

B. Effect of varying the number of Users

This section explores the effect of increasing the number

of users, ranging from 5 to 40, while keeping the number of

UAVs fixed at 5. The analysis focuses on coverage and average

coverage radius, with results summarized in Table III, Figure

5, and Figure 6.

As shown in Figure 5 and Table III, the coverage metric

decreases significantly as the number of users increases. This

decline occurs because the available UAVs are insufficient

to cover the additional users. To accommodate the increased

demand, the coverage radius of each UAV must be expanded,
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Fig. 5. Coverage under various numbers of users

Fig. 6. Mean radius coverage under various numbers of users

TABLE III
COVERAGE AND MEAN RADIUS COVERAGE UNDER VARIOUS NUMBERS OF

USERS

m 5 10 15 20 25 30 35 40

Coverage (%)

SO 100% 90% 93.33% 90 % 88% 86.66% 85.71% 82.5%
MPA 100% 100 % 100% 95 % 80 % 86.66 % 77.14 % 82.5%
WOA 100% 100% 93% 90 % 76 % 70 % 80% 70%
GWO 100 % 100 % 86.66 % 85 % 88 % 76.66 % 77.14 % 82.5%

Mean coverage radius(m)

SO 0.32 1.80 9.88 13.03 14.10 15.82 19.64 19.28
MPA 0.34 3.05 10.28 15.29 11.73 15.81 16.72 19.28
WOA 1.98 4.55 6.14 13.87 13.32 12.33 17.31 18.29
GWO 0.03 3.10 7.66 12.94 14.37 13.26 16.73 19.20

as depicted in Figure 6. The results also indicate that the Snake

Optimizer (SO) consistently outperforms the MPA, WOA, and

GWO algorithms in terms of coverage.

VI. CONCLUSION

This study introduced the Snake Optimizer (SO), a recent

algorithm inspired by the behavior of snakes, to optimize the

placement of UAV-based base stations (UAV-BSs) in wire-

less communication networks. The SO effectively balances

exploration and exploitation, enabling efficient convergence

towards optimal solutions. By leveraging the unique search

mechanism of SO, which mimics the movement of snakes

in the search space, this algorithm enhances diversity and

avoids premature convergence, making it particularly suited for

complex optimization tasks like UAV-BS placement. A com-

parative analysis was conducted, evaluating the performance

of SO against other well-known algorithms, including MPA,

WOA, and GWO. The simulation results demonstrated that

SO outperforms these algorithms in terms of both coverage

and energy efficiency. Its ability to balance coverage max-

imization with energy consumption minimization, combined

with its robustness in diverse scenarios, makes SO a powerful

tool for UAV placement problems in wireless communication

networks.
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Abstract—This paper investigates the multi-hop relay and
energy harvesting capabilities of a vehicle-to-vehicle (V2V) visible
light communication (VLC) system, where commercial headlights
(HLs) are used as wireless transmitters and a single photodetector
(PD) serves as the receiver. We first derive a closed-form
expression for the harvested energy, utilizing multi-hop relays
and a realistic ray-tracing channel model that accounts for the
asymmetrical beam pattern of commercial car headlights. We
then analyze how various transceivers and system parameters
impact the overall performance of the V2V VLC system. Our
results show that the proposed V2V VLC system can harvest
2.9 J of energy while maintaining a bit error rate (BER) of
10

−6,, making it a promising solution for low-power wireless
communication in V2V VLC scenarios.

Furthermore, our findings highlight that employing interme-
diate vehicles as relay nodes can boost the harvested energy to 6
J, facilitating high data rate vehicular applications. Finely, this
paper offers valuable insights into the potential of V2V VLC
systems for energy-efficient communication, leveraging multi-hop
relays in vehicular networks.

Index Terms—Energy harvesting, vehicular communications,
visible light communication, multi-hop, V2V, headlights.

I. INTRODUCTION

Intelligent Transportation Systems (ITS) play a crucial role

in smart cities, enabling efficient communication between

vehicles and traffic management systems through a range

of connected services and applications [1], [2]. These ser-

vices and applications facilitate the seamless integration of

various modes of transport, provide real-time traffic updates,

and enhance safety mechanisms [3]. In ITS, vehicular net-

works, which include vehicle-to-vehicle (V2V), vehicle-to-

infrastructure (V2I), and infrastructure-to-vehicle (I2V) com-

munications, collectively referred to as vehicle-to-everything

(V2X), rely on a variety of wireless technologies [4].

In recent years, radio frequency (RF) technologies, such

as Dedicated Short-Range Communication (DSRC) and Cel-

lular Vehicle-to-Everything (C-V2X), have garnered signifi-

cant interest in V2X research and standardization efforts [4].

However, with the anticipated growth of V2X systems, the

scalability of RF-based systems is limited due to restricted

radio spectrum and high congestion levels in areas with

medium to high node density [5]. Consequently, an alternative

or complementary technology to RF is needed. Visible Light

Communication (VLC) has been proposed as a promising

solution, having already seen increasing adoption in indoor

applications [6].

Vehicular VLC (VVLC) has also attracted significant at-

tention from researchers in recent years [7]. This technology

enables wireless communication and connectivity between

moving vehicles, utilizing headlights (HL) and taillights (TL)

as wireless transmitters and photodetectors (PD) as wireless

receivers [8]. While wireless access is a critical component of

VVLC systems, the battery capacity of associated devices can

limit their usage. This limitation has led to the development of

a new concept: energy harvesting (EH) systems. EH systems

capture and store energy from ambient environmental sources,

such as solar energy and light emitted by VVLC transmitters,

and convert it into electrical energy [9].

Integrating EH systems is an important step toward creating

sustainable VVLC networks. These systems can provide a

reliable power source for VVLC receivers and other electronic

devices, reducing the need for frequent battery replacements

and lowering the environmental impact of VVLC technology.

Energy harvesting techniques have gained significant re-

search interest in the context of indoor VLC applications [10]–

[13]. These techniques offer a promising solution to overcome

the limitations of traditional power sources and enable the

creation of self-sustaining VLC devices. For instance, in [10],

the authors proposed an energy-efficient and secure hybrid

VLC-RF system with integrated energy harvesting capabilities.

Meanwhile, Ramos et al. [11] explored the use of visible

light for wake-up communication and energy harvesting using

a different type of solar panel. Additionally, Wang et al.

[12] investigated medium access control (MAC) protocols
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Fig. 1. V2V-VLC system with Headllights.

for indoor VLC systems with energy harvesting capabilities.

They proposed an adaptive contention algorithm to address the

fairness issue resulting from significant differences in energy

harvesting rates among devices. The authors of [13] proposed

an optimal design for a dual-hop VLC/RF communication sys-

tem with energy harvesting. In their proposed system, a relay

could harvest energy from the VLC link in the first hop and use

the harvested energy to retransmit data to a mobile terminal via

the RF link in the second hop. However, applications of energy

harvesting in the context of vehicular communication have

received less attention [14], [15]. Previous efforts have not

considered the differences between indoor and outdoor light

sources, such as taillights [16] and car headlights [17], which

significantly impact channel modeling and can substantially

affect energy harvesting analysis.

In this paper, we aim to bridge this gap by analyzing

the communication range and energy harvesting potential of

a V2V VLC system using commercial headlights as wire-

less transmitters and a single photodetector as a wireless

receiver. Specifically, we derive an analytical expression for

the harvested energy based on realistic channel modeling

using ray tracing, accounting for the asymmetric beam pattern

of commercial car headlights. Additionally, we examine the

impact of system and transceiver parameters on the overall

performance of the V2V VLC system.

The rest of this paper is organized as follows. In section II,

we describe the V2V-VLC system and channel model. Section

III illustrates the multi-hop and EH analysis. In section IV, we

present and discuss the simulation results. Finally, section V

concludes the paper.

II. V2V-VLC SYSTEM AND CHANNEL MODEL WITH

HEADLIGHTS

A. System Model

As illustrated in Fig. 1, we consider a V2V-VLC system on

a road where two cars, the source car (S) and the destination

car (D), are separated by a distance of dn, using intermediate

vehicles acting as relay nodes (C1, ..., Cn). The system

utilizes the headlights (HLs) of the source car as wireless

VLC transmitters (TXs). Each HL has an electrical-to-optical

conversion ratio of η and an electrical transmission power of

Pt. The destination car is equipped with a single photodetector

(PD) mounted at the front, serving as the wireless VLC

receiver (RX), with a responsivity of R and an active area

of A.

B. Channel Modeling Methodology

The channel modeling approach employed in this study is

based on the non-sequential ray-tracing method, which was

originally developed for indoor VLC channels [18]–[20] and

later adapted for outdoor scenarios [21], [22]. The method

involves constructing a 3D simulation platform with CAD

models of the cars and roads in OpticStudio software. The

surface coating material of the CAD object and the transceiver

features, such as orientation, radiation pattern, aperture diam-

eter, and field of view angle, are specified. Next, the non-

sequential ray tracing model is executed, generating an output

file that contains the power and path length of each ray that

reaches the receiver. These statistics are then utilized in Matlab

tools to obtain the channel impulse responses (CIRs). Suppose

k is the total number of rays reaching the PD, Pi is the optical

power, and τi is the propagation time of the ith ray. Let δ

denote the Dirac delta function. The CIR can be calculated as

follows [18]

H(t) =

k
∑

i=1

Piδ (t− τi) . (1)

Based on this approach, the DC channel gains (in linear

scale) of the forward V2V-VLC system (where the transmitter

consists of the vehicle’s headlights) are given respectively as

hF =

(

Dr

αfd

)2

exp (−cd) , (2)

Pl0 represents the reference path loss at d0 of 1 meter,

and d is the separation distance between two vehicles. The

values of αb and βb are 0.801 and 0.072, respectively, based

on the Audi car model [23]. The correction coefficient αf is

0.1585 for clear weather conditions [24]. Thus, c represents

the extinction factor for a specific weather condition, and Dr

is the size of the receiver’s aperture.

III. PERFORMANCE ANALYSIS

Given that the communication distance at an acceptable

bit error rate (BER) is critical for designing a multi-hop

relay vehicular network scenario, this section will focus on

analyzing the performance of the V2V-VLC system and the
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Fig. 2. Energy Harvesting strategy for V2V-VLC system.

relationship between the harvested energy in the forward

direction that satisfies a BER threshold value.

A. Direct Link

In this case, there is a direct link between the source (S)

and the destination, and the bit error rate (BER) (Pe) for the

non-return-to-zero scheme with On-Off Keying (NRZ-OOK)

modulation is given by [25]

Pe =
1

2
erfc

( √
γ

2
√
2

)

, (3)

where erfc(x) = 2√
π

∫∞

x
e−t2dt is the complementary error

function and γ is the signal-to-noise ratio (SNR), which is

given by

γ =
(ηRh)

2
Pt

N0B
, (4)

where B is the bandwidth and N0 is the noise power spec-

tral density. By substituting from (4) in (3), we obtain the

following equation:

Pe =
1

2
erfc





√

(ηRh)2Pt

N0B

2
√
2



 . (5)

Then, from (5), the channel gain h can be expressed as

h = 2
√
2

(
√

N0B

Ptη2R2

)

erfc−1(2Pe). (6)

B. Multi-hop Link

In this multi-hop vehicular network, in a platooning scenario

where the cars are aligned with an identical distance between

each consecutive pair of vehicles, and assuming that the

transmitter and receiver parameters of each car are identical,

the application of a decode-and-forward relay mechanism for

the hops provides an upper bound on the end-to-end bit error

rate (BER) after n hops, expressed by [8], [26].

Pe ≤
[

1− (1− PeH)n+1
]

. (7)

where n ∈ {M} is the number of hops. PeH is the BER

occurring at each hop in this relay mechanism, which can be

obtained for the considered platooning scenario by

PeH ≈ Pe

n+ 1
. (8)

C. Energy Harvesting Analysis

In this section, we analyze the energy harvesting capabilities

of the HLs in the proposed V2V VLC system.

As shown in Fig. 2, the PD consists of both the Direct DC
and Alternative AC signals. The DC component is blocked by

a capacitor and passed through the energy harvesting branch

to achieve energy harvesting. Therefore, the harvested energy

is given by [27], [28]

EH = fEHIDCVoL, (9)

where fEH is the fill factor, VoL is the voltage across the light

pole, and IDC is the DC component of the output current. It

can be given as follows [29], [30]

IDC = IDC1 + IDC2, (10)

IDC1 = RhPtM, (11)

where IDC1 is the input bias current caused by the dedi-

cated LED and IDC2 is input bias current caused by other

light sources [29]. M ∈ [Imax, Imin], with Imin and Imax

respectively, are the min and the max input bias currents.

Furthermore, In (8), VoL can be written as

VoL = V ln

(

1 +
IDC

Id

)

, (12)

where V is the thermal voltage and Id is the dark saturation

current of the PD. By replacing h in (10) using (6), we can

write (12) as a function of threshold BER P th
e as follows.

IDC1 = 2
√
2RPtM

(
√

N0B

Ptη2R2

)

erfc−1(2Pe). (13)

From (6-13), we obtain the total EH to achieve a threshold

BER of P th
e which is given by (14).

IV. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we present numerical results of the achiev-

able distance and harvested energy required to reach a speci-

fied BER threshold for the V2V-VLC system.

To conduct our simulation analysis, we assume R = 0.54
A/W, η = 0.5 W/A, A = 1 cm2 N0 = 10−22 W/Hz. We

consider various electrical transmit power values, Pt = 20

dBm, 30 dBm, and 40 dBm, as well as different bandwidth

values, B = 100 kHz, 1 MHz, and 5 MHz. Unless otherwise

mentioned, we assume a fill factor fEH = 0.75, Imax = 0.2

A, Imin = 0.15 A, Id = 10−9 A . All simulation parameters

are given in Table 1.

Figure 3 illustrates the effect of bandwidth B on the

amount of harvested energy while maintaining the target bit

error rate (BER) level. We assume a transmission power

of Pt = 40 dBm. The observation shows that as the BER

increases, the harvested energy decreases. This trend can be
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EH<̃(M + 1)fEHV

(

2
√
2RPtM0

√

N0B(M+1)
Ptη2R2 erfc−1

(

2P th
e

M+1

)

+ IDC2

)

ln



1 +
2
√
2RPtM0

√

N0B(M+1)

Ptη
2R2 erfc−1

(

2Pth
e

M+1

)

+IDC2

Id



.

(14)

TABLE I
SIMULATION PARAMETERS [23].

Parameter Value

Electrical-to-Optical
conversion factor (η)

Electrical transmission
power (Pt)

0.5 (W/A)

20 dBm, 30 dBm,
and 40 dBm

Responsivity (R)

Noise power density (N0)

Bandwidth (B)

0.54 (A/W)

1×10
−22 (A2/Hz)

100 kHz, 1 MHz, and 5 MHz

Fill factor (fEH )

Min input current (Imin)

Max input current (Imax)

Thermal voltage (V )

Dark saturation current (Id)

0.75 [29]

0.15 A [31]

0.2 A [31]

12 V [31]

10
−9 A [29]

Fig. 3. Energy Harvesting Analysis as a Function of Bit Error Rate (BER)

for Different Bandwidth Values, Assuming Pt = 40 dBm and M = 1.

explained by the fact that an increase in BER leads to a higher

probability of errors in the transmitted signal, resulting in a

greater percentage of wasted transmission power. For example,

for a threshold BER of P th
e = 10−6 and B = 1MHz, the

harvested energy is EH = 2.8 J. This value decreases to

EH = 2 J for P th
e = 10−4. Additionally, a significant impact

of the system’s bandwidth on the harvested energy is observed.

By increasing the system’s bandwidth, more ambient noise can

Fig. 4. Energy harvesting as a function of the bit error rate (BER) for different

transmitted power values, with B = 1MHz and M = 1.

be captured, which can then be converted into usable energy

through harvesting techniques. For example, for a threshold

BER of P th
e = 10−6, the harvested energy is about 1.9 J

with B = 5MHz. This value increases to 2.8 J and 6.5 J for

B = 1MHz and B = 100 kHz, respectively.

In Figure 4, we study the effect of the transmission electrical

power on the harvested energy for a given bit error rate

(BER) target, assuming B = 1MHz and M = 1. It is

observed that the harvested energy is strongly affected by

the transmission power budgets. For example, considering

P th
e = 10−6 and Pt = 40 dBm, the harvested energy is

given by EH = 2.8 J. However, when the power budget

decreases (i.e., Pt = 30 dBm), the harvested energy decreases

to EH ≈ 0.75 J, and for Pt = 20 dBm, the harvested energy

further decreases to EH = 0.3 J.

To demonstrate the advantages of this V2V-VLC com-

munication system with multi-hop relays, in Figure 5, we

compared the harvested energy obtained in two scenarios:

direct communication only and using a single relay. In this

analysis, we used B = 1MHz, Pt = 30 dBm, and a single

relay M = 1. Figure 4 shows a significant improvement in

the harvested energy using a multi-hop link compared to the

direct link. To visualize the range improvement, consider a

target bit error rate of P th
e = 10−6. The harvested energy with

a single-hop relay is EH = 0.75 J, which is 0.5 J greater than

that of the direct link. Thus, it is clear that a multi-hop relay

system is an alternative solution capable of compensating for

the harvested energy. This improvement comes from the fact

that the energy is relayed through other intermediate vehicles,

and at each vehicle, the energy is harvested.
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Fig. 5. Energy harvesting versus BER rate, with B = 1MHz and Pt =

30 dBm.

Fig. 6. Energy harvesting versus the number of relays, with Pt = 30 dBm

and B = 1MHz.

In Figure 6, we study the effect of increasing the number

of relays on the harvested energy. We consider B = 1MHz,

Pt = 30 dBm, and different BER targets with P th
e = 10−9,

P th
e = 10−6, and P th

e = 10−3. It is observed that the

harvested energy increases with the number of intermediate

relays. For example, considering P th
e = 10−6, the harvested

energy is given for M = 1 as EH = 0.75 J. This increases

to EH = 4.2 J and EH = 9.9 J for M = 5 and M = 9,

respectively. It can also be observed that the target error

rate influences the harvested energy. For example, considering

M = 5, the ranges for P th
e = 10−9, P th

e = 10−6, and

P th
e = 10−3 are given by EH = 5.7 J, EH = 4.2 J, and

EH = 3 J, respectively.

V. CONCLUSION

This paper has provided insights into the achievable energy

harvesting capabilities of the V2V VLC system. Considering a

realistic channel model that captures the asymmetric intensity

profiles of the headlights, analytical expressions for the har-

vested energy under a target BER value have been derived.

Additionally, the impact of the system bandwidth and the

transmitted power budget on the system’s performance has

also been analyzed. The results showed that the proposed

V2V VLC system can achieve an energy harvesting of 2.9

J when the BER performance is maintained at 10−6, making

it a promising solution for low-power wireless communication

in V2V VLC scenarios.

Furthermore, the results revealed that using intermediate

cars as relay nodes has the potential to extend the harvested

energy to 6 J and enable vehicular applications with high data

rates.
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Abstract—The emergence of 5G networks has brought un-
precedented advancements in communication technologies, offer-
ing significantly improved performance in terms of throughput,
latency, and reliability. However, achieving optimal Quality of
Service (QoS) in rural environments remains a critical challenge
due to low population density and unique infrastructural con-
straints. This paper addresses these challenges by focusing on
the optimization of QoS in a rural 5G network.

We consider a scenario where a single base station serves
multiple user equipment within a wide coverage area. The study
focuses on three key performance indicators: throughput, latency,
and connection reliability, which are influenced by parameters
such as user distance, network load, and signal-to-noise ratio
(SNR). MATLAB is utilized for modeling and simulation, while
optimization is performed using the Genetic Algorithm (GA), a
robust method inspired by natural evolutionary processes.

Our results provide actionable insights into the trade-offs
required to enhance QoS in rural 5G networks, demonstrating
the effectiveness of evolutionary algorithm-based approaches for
tackling complex optimization problems. These findings offer
valuable contributions for designing efficient 5G systems and
pave the way for future research in similar deployment contexts.

Index Terms—Quality of Service (QoS), 5G Networks, Genetic
Algorithm (GA), Signal-to-Noise Ratio (SNR).

I. INTRODUCTION

The advent of 5G networks marks a revolution in communi-

cation technologies, offering significantly higher performance

compared to previous generations. Quality of Service (QoS)

is central in this context as it ensures high throughput, low la-

tency, and strong reliability, meeting the diverse needs of mod-

ern applications such as autonomous vehicles, telemedicine,

and online gaming [1].

However, ensuring optimal QoS remains a challenge, partic-

ularly in rural areas. These environments are often character-

ized by low population density and infrastructure constraints,

making standard deployment and optimization solutions less

effective [2]. Addressing these challenges requires adopting

realistic modeling approaches and efficient optimization tools.

In this paper, we focus on optimizing QoS in a rural 5G

network by concentrating on three key performance indicators:

throughput, latency, and reliability. This study framework is

particularly relevant for rural areas, where a single base station

(BS) serves multiple user equipment (UE) spread over a wide

coverage area. Network performance under these conditions

heavily depends on parameters such as the distance between

the BS and users, network load, and the signal-to-noise ratio

(SNR), which are often overlooked in traditional analyses [3],

[4].

To address these issues, we use MATLAB, a well-

established environment for modeling and simulation, along

with the Genetic Algorithm (GA), an optimization technique

inspired by the mechanisms of natural evolution. Genetic

algorithms have proven particularly effective in solving com-

plex optimization problems in communication networks [5].

For instance, GA-based optimization has been successfully

employed to maximize throughput in heterogeneous networks

[6] and reduce latency in multi-user systems [7].

By leveraging these methodologies, our study aims to

provide concrete and actionable results to improve QoS in

contexts where topographical constraints and user distribution

pose unique challenges. Our results highlight the necessary

trade-offs between different performance parameters, con-

tributing to a better understanding of potential solutions for

enhancing QoS in 5G.

The contributions of this paper are twofold: first, it presents

a robust methodology for analyzing the performance of rural

5G networks; second, it demonstrates the effectiveness of

evolutionary algorithm-based approaches in optimizing com-

plex systems. These results may inspire future research to

generalize these approaches to other deployment contexts.

The rest of this paper is organized as follows: In Section II,

we describe the performance analysis. Section III illustrates

the methodology. In Section IV, we present and discuss the

simulation scenarios and numerical results. Finally, section V

concludes the paper.

II. PERFORMANCE ANALYSIS

In this section, we analyze the relationships between key

performance parameters of 5G networks: throughput, latency,

and connection reliability. These metrics are evaluated as

functions of the distance between user equipment (UE) and

the base station (BS), the signal-to-noise ratio (SNR), and the

network load.

1) Throughput (D): Throughput is influenced by several

factors, including distance (d), SNR (S), and network
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load (C). The mathematical relationship can be approx-

imated as:

D = f(d, S, C) (1)

Here, d represents the distance. As the distance between

the UE and the BS increases, the throughput decreases

due to signal attenuation, which is commonly modeled

by an inverse power law [8]. S denotes the SNR. A

higher SNR is associated with increased throughput

because it indicates a stronger signal relative to back-

ground noise, enabling faster and more reliable data

transmission [9]. C represents the network load. A

higher load reduces the available throughput per user

as resources are shared among a larger number of users

and applications [10].

2) Average Latency (L): Latency refers to the time elapsed

between sending and receiving data. Its relationship with

the network parameters can be modeled as:

L = g(d, S, C) (2)

A greater distance typically increases latency because

the signal takes longer to travel between the UE and

the BS [11]. A higher SNR reduces transmission errors,

contributing to lower latency by ensuring more reliable

and faster communication [12]. Additionally, a higher

network load can increase latency due to congestion and

longer data processing queues [13].

3) Connection Reliability (R): Reliability measures the

likelihood of successful, error-free data transmission. It

can be expressed as:

R = h(d, S, C) (3)

As the distance increases, reliability may decrease due

to signal attenuation and a higher likelihood of trans-

mission losses [8]. Similarly, a higher SNR improves

reliability by reducing transmission errors and enhanc-

ing the signal’s robustness against noise [9]. A higher

network load can reduce reliability by increasing data

collisions and overloading network resources, leading to

packet losses [10].

III. METHODOLOGY

In this study, we employed MATLAB to model and an-

alyze various 5G network scenarios, incorporating different

configurations of base stations (BS), users (UE), and network

traffic loads. The primary Quality of Service (QoS) parameters

evaluated include throughput, latency, and connection reliabil-

ity. By examining these factors under diverse conditions, we

aim to better understand how network design choices impact

overall performance. The focus was placed on optimizing the

key QoS indicators by adjusting parameters such as UE-BS

distance, signal-to-noise ratio (SNR), and network load.

Fig. 1. Flow rate vs Distance

A. Simulation Environment

The simulation environment was implemented using MAT-

LAB, which provides a robust platform for network modeling

and performance analysis. The following key features were

incorporated into the simulation:

• Base Station (BS) Configuration: The BS was modeled

as the central node, with its coverage area defined based

on the propagation characteristics of 5G networks. The

BS supports multiple UE connections simultaneously,

managing resources dynamically based on traffic load and

signal conditions.

• User Equipment (UE): The UE devices were randomly

distributed within the coverage area of the BS to mimic

realistic deployment scenarios. Each UE generates traffic

based on predefined patterns, simulating diverse user

behavior and application demands.

• Traffic Load: The network load was varied across sim-

ulations to evaluate its impact on QoS metrics. Scenarios

included low, medium, and high traffic loads to observe

the system’s performance under different levels of con-

gestion.

IV. SIMULATION SCENARIOS AND NUMERICAL RESULTS

To ensure a comprehensive evaluation of network perfor-

mance, several simulation scenarios were examined. These

scenarios include varying configurations of base stations (BS),

user equipment (UE), and network load. The key Quality

of Service (QoS) parameters analyzed in these scenarios are

throughput, latency, and connection reliability.

A. Throughput Variation with UE-BS Distance

Figure 1 illustrates how throughput changes with the dis-

tance between the user equipment (UE) and the base station

(BS). A noticeable decrease in throughput is observed as the

distance increases, highlighting the critical role of network

density and transmission power in maintaining high throughput

over greater distances.
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Fig. 2. Average Latency vs Network Load

Figure 1 depicts the relationship between throughput (in

Mbps) and the distance (in meters) between the UE and the

BS. As the distance increases, the throughput decreases, which

can be attributed to signal degradation over long distances,

caused by propagation losses and interference. When users are

located close to the BS, the signal strength is high, ensuring a

high throughput. However, as the distance increases, the signal

weakens, resulting in reduced throughput. This underscores the

importance of distance in optimizing 5G networks to maximize

QoS.

B. Average Latency as a Function of Network Load

Figure 2 illustrates the increase in average latency (in ms) as

network load (in percentage) rises. When the network load is

low, latency remains minimal, allowing for quick responses

to data requests. However, as the load increases, network

congestion leads to longer delays, as resources become in-

sufficient to handle all requests immediately. This increased

latency negatively affects the user experience, slowing down

interactive applications, increasing buffering times for stream-

ing, and reducing the performance of business applications.

To maintain low latency, it is crucial to efficiently manage

network load by enhancing network capacity and optimizing

traffic management and resource allocation.

C. Connection Reliability vs. SNR

Figure 3 shows the relationship between connection re-

liability (in percentage) and the signal-to-noise ratio (SNR,

in dB). Connection reliability measures the network’s abil-

ity to maintain a stable, uninterrupted connection. A higher

SNR indicates a stronger signal relative to the background

noise, which improves communication quality. As the SNR

increases, connection reliability improves because a clearer

and stronger signal reduces transmission errors and data loss.

This relationship is vital for network performance, as greater

reliability leads to fewer disconnections, better call quality, and

more robust data transmission. Optimizing SNR is therefore

essential for network operators to deliver a more stable and

satisfactory user experience.

Fig. 3. Connection Reliability vs SNR

Fig. 4. Genetic Algorithm Optimization [14]

D. Optimization Framework Using Genetic Algorithm (GA)

To optimize QoS parameters, a Genetic Algorithm (GA)

was integrated into the simulation framework. The GA was

employed to determine the optimal configurations for BS

placement, resource allocation, and traffic management strate-

gies, with the goal of maximizing throughput, minimizing

latency, and enhancing connection reliability.

The optimization process utilizes MATLAB’s GA function,

an optimization method inspired by the principles of natural

selection. Potential solutions are treated as individuals in a

population, and these individuals undergo selection, crossover,

and mutation processes to create successive generations, each

showing improved performance.

E. Genetic Algorithm Definition

The Genetic Algorithm (GA) is a heuristic optimization

technique inspired by the natural selection process observed in

biological organisms. The main steps of the algorithm include

those shown in Figure 4:

• Initialization: Creation of an initial population of poten-

tial solutions.

• Evaluation: Calculation of the objective function for

each individual in the population.
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Fig. 5. parameter optimization

• Selection: Selection of the fittest individuals for repro-

duction.

• Crossover: Combination of selected individuals to pro-

duce a new generation.

• Mutation: Random alteration of some individuals to

maintain genetic diversity.

• Replacement: Substitution of the current population with

the new generation.

1) Optimization Implementation: In order to optimize the

values of throughput, latency, and reliability, the three input

parameters—distance, network load, and SNR—are defined.

The objective function is designed to maximize throughput

and reliability while minimizing latency.

Figure 5 demonstrates the three-dimensional optimization

process using the genetic algorithm (GA). This representation

shows how optimal values for throughput, average latency, and

connection reliability are achieved based on the parameters of

distance, network load, and SNR.

Following optimization, the optimal parameter values are

obtained. The results show a significant improvement in

throughput, a reduction in latency, and an increase in connec-

tion reliability. The optimal parameters found are as follows:

• UE-BS Distance: 5 km

• Network Load (%): 10.2841

• SNR (dB): 50.453

The objective function values at the optimal solution are:

• Throughput: 745.7981 Mbps

• Average Latency: 15.1462 ms

• Connection Reliability: 1.0523

These results indicate that the optimal distance between the

UE and the BS is 5 km, with a network load of 10.2841 and an

SNR of 50.453 dB. This configuration maximizes throughput,

minimizes average latency, and enhances connection reliabil-

ity, demonstrating the effectiveness of the genetic algorithm

in optimizing 5G network performance for better Quality of

Service (QoS).

V. CONCLUSION

This paper presented a comprehensive study on the simu-

lation and optimization of Quality of Service (QoS) in 5G

networks, with a focus on the rural deployment scenario.

By analyzing the key performance indicators—throughput, la-

tency, and connection reliability—based on critical parameters

such as UE-BS distance, network load, and signal-to-noise

ratio (SNR), we were able to demonstrate the impact of these

factors on the network’s performance.

The simulations revealed that throughput decreases with in-

creasing distance, highlighting the importance of network den-

sity and transmission power. Additionally, the study showed

that latency increases as network load rises, underscoring the

need for efficient traffic management to maintain low latency.

Connection reliability was found to improve with higher SNR,

further emphasizing the significance of a strong signal in

ensuring a stable and uninterrupted connection.

Moreover, the use of a Genetic Algorithm (GA) for network

optimization proved to be effective in finding optimal config-

urations for maximizing throughput, minimizing latency, and

enhancing connection reliability. The results indicated that the

optimal configuration for the network in the given scenario

was a UE-BS distance of 5 km, a network load of 10.28%,

and an SNR of 50.45 dB, which resulted in improved QoS

metrics.

In conclusion, this work demonstrates the potential of

optimization techniques, such as the genetic algorithm, to

enhance the performance of 5G networks, especially in rural

environments. The findings provide valuable insights into

network planning and resource allocation strategies that can

be employed to optimize QoS in real-world 5G deployments.
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Abstract—The efficient placement of UAV-mounted
cameras for surveillance tasks significantly impacts
the overall performance and cost of video surveillance
systems. Identifying the optimal configuration of these
cameras to maximize coverage poses a combinatorial
optimization challenge. This paper employs the Particle
Swarm Optimization (PSO) algorithm to determine
the optimal camera configuration, including positions
and orientations, within a multi-UAV network. The
goal is to maximize the covered area while minimizing
overlapping zones. The proposed algorithm is validated
using map images across various scenarios and differ-
ent numbers of UAV-mounted cameras. Experimental
results demonstrate that PSO effectively maximizes
coverage, outperforming Single Candidate Optimizer
(SCO), Simulated Annealing (SA), and Grey Wolf
Optimizer (GWO).

I. Introduction

Unmanned Aerial Vehicles (UAVs) have emerged as a
transformative technology across various sectors, includ-
ing agriculture, logistics, environmental monitoring, and
disaster response. Their ability to operate autonomously
or remotely allows for eicient data collection and real-
time monitoring of vast areas, making them invaluable
in applications where human presence is challenging or
impractical. UAVs can be equipped with a variety of sen-
sors, including cameras, light detection and ranging, and
thermal imaging, enabling them to gather diverse types of
information for analysis and decision-making [1, 2, 3].

Among the most impactful applications of UAVs is
the integration of camera systems for surveillance and
monitoring tasks. UAV-mounted cameras provide a unique
aerial perspective, allowing for enhanced visibility and
coverage compared to traditional ground-based systems.
This capability is particularly beneĄcial in scenarios such
as security surveillance, wildlife monitoring, and search
and rescue operations, where comprehensive situational
awareness is crucial.

However, the efectiveness of UAV-mounted camera
systems depends on the optimal placement of cameras

to maximize coverage while minimizing redundancy and
blind spots. This challenge requires sophisticated strate-
gies for conĄguring cameras, including their positions,
orientations, and Ąelds of view, particularly in dynamic en-
vironments where conditions can change rapidly. Address-
ing this issue is critical to ensuring that UAVs perform
surveillance tasks both eiciently and efectively.

This problem is proven to be NP-hard and can be
efectively addressed using meta-heuristic optimization ap-
proaches with reasonable execution times. In this con-
text, we employ the Particle Swarm Optimization (PSO)
approach to solve the UAV-mounted camera placement
problem, aiming to enhance performance and adaptability.

This paper employs the Particle Swarm Optimization
(PSO) algorithm to solve the UAV-mounted camera net-
work placement problem. The proposed approach is val-
idated across multiple scenarios with varying numbers of
UAV-mounted cameras. Simulation results demonstrate
the eiciency of the PSO approach compared to Simulated
Annealing (SA), Single Candidate Optimization (SCO),
and Grey Wolf Optimizer (GWO).

The subsequent sections of the paper are organized as
follows. Section 2 presents the formulation of the camera
placement problem. The description of PSO and SA al-
gorithms can be found in Section 3. Section 4 provides a
detailed explanation of the structure of PSO. Section 5
presents the simulation Ąndings. The work is concluded in
Section 6.

II. Problem Formulation

The coverage optimization problem can be deĄned as
maximizing the total coverage area while minimizing the
number of cameras deployed.

Two primary approaches are used to model camera
placement: deterministic modeling and probabilistic

modeling.

• Deterministic Modeling: In this approach, cover-
age is explicitly deĄned based on Ąxed parameters
such as camera range, angle, and Ąeld of view. Per-
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formance evaluation is conducted by calculating the
total area covered.

• Probabilistic Modeling: This approach describes
coverage as a probabilistic function inĆuenced by fac-
tors such as camera range, visibility, and orientation.
It accounts for uncertainties in real-world conditions,
making it suitable for dynamic environments.

To reduce computational complexity, we consider a
triangular coverage area for each camera. As illustrated
in Figure 1a, a camera positioned at the origin o has a
range r and a horizontal Ąeld of view angle α.

The horizontal angle α of the Ąeld of view is given by:

α = 2 × arctan

(

WI

2f

)

, tan
α

2

)

=
WI

2f
(1)

where WI represents the width of the image sensor, and
f denotes the cameraŠs focal length.

In Figure 1a, the coordinates of points A and B at
the boundary of the Ąeld of view are (r, y) and (r, −y),
respectively. The value of y is calculated as:

y = r ×

WI

2f
(2)

When the cameraŠs orientation is rotated by an angle
θ, the new coordinates of the coverage area vertices are
obtained using the following rotation matrix:

C =





0 0
r WI

2f

r −
WI

2f





[

cos θ − sin θ

sin θ cos θ



(3)

The main objective of this work is to optimize the
covered area by cameras, with coverage being quantiĄed
by the number of covered pixels on an image map.

III. Particle Swarm Optimization

Particle swarm optimization algorithm (PSO) is a
swarm-based meta-heuristic introduced by Kennedy and
Eberhart in 1995 [4]. PSO concept is based on mimicking
birds around food or movement of Ąshes. PSO has demon-
strated its efectiveness in solving various optimization
problems like the nodes placement problem [? ? ].

Within the PSO algorithm, a particle is employed to
represent a potential solution to the problem at hand.
Each particle possesses its own position, denoted as Xi,
and velocity, denoted as Vi. These values are updated
iteratively throughout the optimization process, guided by
a set of predeĄned rules. During the update process, each
particle in the swarm takes into account two important
factors: its personal best position (Pbest) and the best
position achieved by any particle in the entire swarm
(Gbest). These values are considered when updating the
particleŠs position and velocity, enabling the particle to
leverage both its own best performance and the collective
best performance of the swarm. The personal best (Pbest)
of each particle stores the best solution it has encountered
so far. It serves as a reference for the particle to guide

its movement towards better regions of the search space.
On the other hand, the global best (Gbest) represents the
best solution found by any particle in the entire swarm. It
provides a global reference for all particles and inĆuences
their exploration and exploitation behavior.

Vi(t + 1) =

wVi(t)+c1r1(Pbesti(t)−Xi(t))+c2r2(Gbesti(t)−Xi(t))
(4)

Xi(t + 1) = Xi(t) + Vi(t + 1) (5)

where w represents the inertia weight parameter. r1 and
r2 are random numbers in the range of [0 1]. c1 and c2 refer
to the acceleration coeicients. The variables t and t + 1
indicate the current and next iterations of the algorithm,
respectively.

The PSO algorithm iteratively updates the positions
and velocities of the particles based on these rules, con-
tinuously searching for improved solutions. This iterative
process continues until a termination criterion is met,
such as reaching a maximum number of iterations tmax.
The pseudo-code of the PSO algorithm is presented in
Algorithm 1, summarizing the main steps involved in the
optimization process.

IV. Simulation results

In this section, we evaluated the performance of PSO
algorithm against SA, SCO, and GWO for the UAV-
mounted camera placement problem in a square room with
dimensions 100m × 100m.

The objective was to maximize the covered area while
varying the number of cameras from 2 to 10. The covered
area was quantiĄed as the number of non-white pixels
obtained by projecting the coverage of UAV-mounted
cameras onto an image map. Each camera was deĄned
by two positional coordinates and an orientation, with
orientations ranging from -180ř to 180ř.

Simulations were conducted using MATLAB R2020a on
a Windows 11 machine with an Intel i5 processor. Each
result represents the average of Ąve runs, with a maximum
of 150 iterations per run. The population size for both PSO
and Grey Wolf Optimizer (GWO) is set to 10.

The results of the UAV-mounted camera placement
PSO, SA, SCO, and GWO reveal signiĄcant diferences
in coverage eiciency. The PSO-based placement, shown
in Figure 2, provided the most optimal conĄguration,
maximizing coverage while minimizing overlap between
the camera views. This demonstrates PSOŠs ability to
efectively balance exploration and exploitation, leading to
a superior solution. In contrast, the SA-based placement,
depicted in Figure 3, achieved moderate coverage but
sufered from noticeable overlap between the cameras,
reducing its overall eiciency. The SCO-based placement,
shown in Figure 4, resulted in signiĄcant coverage gaps,
highlighting the limitations of this method in solving

729 FT/Boumerdes/NCASEE-24-Conference



Fig. 1. Modeling the coverage area of a visual surveillance system: (a) Design of a triangular coverage area (b) Modeling coverage overlap
between two cameras.

the camera placement problem. Overall, the PSO-based
approach outperformed the other techniques, ofering the
best balance of comprehensive coverage and reduced re-
dundancy, making it the most suitable approach for opti-
mizing the placement of UAV-mounted cameras.

The results presented in Table I and Figure ?? provide
a comprehensive overview of the performance of PSO,
SA, SCO, and GWO algorithms in terms of coverage and
stopping iterations across varying numbers of cameras (2,

Fig. 2. Placement obtained using PSO

4, 6, 8, and 10). The graphical representation is shown in
Figure 6

The data indicate a clear positive correlation between
the number of cameras and the coverage achieved by
both algorithms, attributed to the increased capability of
multiple cameras to capture a wider area.
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Fig. 3. Placement obtained using SA

Fig. 4. Placement obtained using SCO

Fig. 5. Placement obtained using GWO

Number of cameras 2 4 6
Coverage (Number of covered pixels)

PSO 924.4 1483.2 2043.8
SA 684 1393.4 2000.6

SCO 319 601 883
GWO 805 1260.8 2014.4

Stopping Iterations
PSO 142.8 129.8 139.6
SA 123.6 141.2 148.6

SCO 5 6.4 4.6
GWO 66 133 100.2

TABLE I
Coverage and stopping iterations for PSO, SA, SCO, and

GWO, under various numbers of cameras.

Results show that PSO consistently achieves the highest
coverage, demonstrating its efectiveness in maximizing
coverage. SA also performs well, closely trailing PSO,
particularly for larger numbers of cameras. GWO exhibits
competitive performance, with coverage values between
those of SA and PSO. In contrast, SCO achieves the lowest
coverage, indicating its limited optimization ability in this
context. These results highlight PSO as the most robust
algorithm for achieving optimal coverage, while SCOŠs
eiciency might come at the cost of solution quality.

Regarding stopping iterations, SCO converges the
fastest across all scenarios, requiring signiĄcantly fewer
iterations than the other algorithms, albeit with lower cov-
erage. PSO and SA require more iterations but maintain
stable performance across diferent cases. GWO strikes a
middle ground, ofering moderate iteration counts while
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Fig. 6. Coverage and stopping iterations for PSO, SA, SCO, and
GWO, under various numbers of cameras

still achieving reasonable coverage. This trade-of suggests
that while PSO is best suited for applications prioritizing
high coverage, GWO may be preferable for scenarios where
both computational eiciency and reasonable coverage
are critical. These Ąndings emphasize the importance of
aligning algorithm selection with speciĄc application re-
quirements.

V. Conclusion

In this chapter, we have presented PSO as an efective
solution to the UAV-mounted camera placement problem.
We formulated the problem and described the workings
of the SA algorithm in detail. The evaluation of the pro-
posed approach demonstrated its superior performance in
terms of coverage compared to SA, SCO, and GWO. The
results highlighted PSOŠs ability to explore the solution
space more comprehensively, leading to better coverage
outcomes, even though it requires more iterations. This
analysis underscores the potential of PSO as a robust
method for optimizing UAV-mounted camera placement,
paving the way for further research into its application in
various scenarios and the exploration of hybrid strategies
that could enhance its eiciency.
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Abstract—This paper investigates the application of deep
learning for multi-class classification of lung and colon cancer
histopathological images using the LC25000 dataset. The dataset
contains 25,000 images equally distributed across five classes:
benign and adenocarcinoma for both lung and colon tissues,
and squamous cell carcinoma for lung tissue. Preprocessing
involved converting labels to one-hot encoding and removing
1280 identified duplicate images to prevent data leakage. Three
models were trained and evaluated: a baseline CNN, an enhanced
CNN with architectural modifications and regularization, and
a transfer learning model utilizing ResNet50. The baseline
model, using Adam optimizer and categorical cross-entropy loss,
achieved a test accuracy of 62.6% and validation accuracy of
63.7%. The enhanced model, incorporating increased depth,
adjusted kernel size, L2 regularization, dropout, and the Adamax
optimizer with early stopping, reached a test accuracy of 97.9%
and validation accuracy of 98.1%. Finally, the transfer learning
model with ResNet50, fine-tuned with additional dense layers,
dropout, and early stopping, achieved near-perfect performance
with 98.9% test accuracy and 99.3% validation accuracy. This
study demonstrates the significant performance improvement
achieved through architectural enhancements and transfer learn-
ing, highlighting the potential of deep learning for automated
diagnosis of cancer from histopathological images. The removal
of duplicate images proved essential for accurate performance
evaluation and preventing artificially inflated results due to data
leakage.

Index Terms—Histopathological Image Classification,Lung and
Colon Cancer,Convolutional Neural Network (CNN),Transfer
Learning,ResNet50.

I. INTRODUCTION

Lung and colon cancers are among the leading causes

of cancer-related mortality worldwide, underscoring the crit-

ical need for early detection to improve patient outcomes.

Histopathological imaging plays a pivotal role in the diagnosis

of these cancers, as it allows for the detailed examination

of tissue samples to identify malignant cells. However, the

high variability in tissue structures and staining techniques

presents significant challenges in accurately interpreting these

images. Studies have highlighted the importance of histopatho-

logical examination in colorectal cancer, emphasizing that

early detection can significantly expand treatment options and

reduce mortality rates [1]. Similarly, the manual analysis of

histopathology images for lung cancer detection is labor-

intensive and highly dependent on the pathologist’s expertise,

which can lead to variability in diagnostic accuracy [2]. These

challenges necessitate the development of automated, reliable

methods to enhance the precision and efficiency of cancer

diagnosis. Deep learning, particularly convolutional neural net-

works (CNNs), offers promising solutions to these challenges

by improving the accuracy of histopathological image analysis.

CNNs have demonstrated impressive capabilities in image pro-

cessing tasks, including medical imaging, by learning complex

patterns and features from large datasets [2]. Transfer learning,

using architectures like ResNet, has been particularly effective

in leveraging pre-trained models to enhance classification

performance, even with limited labeled data [1], [2]. This

approach allows for the adaptation of models trained on large,

diverse datasets to specific tasks, such as cancer detection,

thereby improving generalization and reducing the need for

extensive annotated datasets [3]. Despite these advancements,

challenges remain, such as the need for models to generalize

across different centers and staining protocols, which can lead

to overfitting if not properly addressed [4]. Nonetheless, the

integration of deep learning techniques in histopathological

image analysis holds significant potential for advancing cancer

diagnostics and improving patient care.

II. RELATED WORK

Convolutional Neural Networks (CNNs) have revolution-

ized medical imaging, offering significant advancements in

classification, segmentation, and detection tasks. Seminal ar-

chitectures like AlexNet, VGG, and ResNet have laid the

groundwork for these applications, demonstrating their effi-

cacy in various medical domains. For instance, CNNs have

been pivotal in enhancing diagnostic accuracy and efficiency

in radiology and pathology, where they have been used to

automate the analysis of complex medical images, thus reduc-

ing the reliance on manual interpretation and improving early

disease detection [5]. In the context of cancer histopathology,

CNNs have been employed to classify lung and colon cancer

images, leveraging their ability to learn intricate patterns from

large datasets.

Recent studies have focused on applying deep learning,

particularly CNNs, to classify cancer from histopathological

images, with a strong emphasis on lung and colon cancer.
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For example, the BIC-SGODL method utilizes DenseNet and

convolutional LSTM to capture complex features and spa-

tiotemporal information, achieving high performance in cancer

diagnosis [6]. Another study compared various pre-trained

models, including VGG-16 and ResNet, on the LC25000

dataset, achieving accuracies up to 100% for certain cate-

gories, highlighting the effectiveness of transfer learning in

this domain [2]. Additionally, novel architectures like the 1D

Convolutional Channel-based Attention Networks have been

proposed, achieving state-of-the-art performance with minimal

computational resources [7]. These studies underscore the

potential of deep learning models to significantly improve the

accuracy and efficiency of cancer diagnosis.

Transfer learning has emerged as a powerful technique

in histopathology, allowing models to leverage pre-trained

weights from large datasets to improve performance on spe-

cific tasks. For instance, the Inception-ResNetV2 model, com-

bined with local binary pattern features, achieved 99.98%

accuracy in lung and colon cancer detection, demonstrating the

utility of integrating texture-based features with deep learning

[8]. Similarly, EfficientNet variants, when applied with transfer

learning, achieved notable accuracy improvements, with Effi-

cientNetB2 reaching 97% accuracy on the LC25000 dataset

[9]. These approaches highlight the advantages of transfer

learning in overcoming challenges such as limited labeled data

and enhancing model generalizability.

Future research directions include developing more robust

models that can handle diverse data sources and improving

the interpretability of deep learning models to facilitate their

integration into clinical workflows [5]. Additionally, explor-

ing novel architectures and training strategies could further

enhance the performance and applicability of these models in

real-world settings.

III. DATA COLLECTION AND PREPROCESSING

This section details the dataset used, preprocessing steps

performed, and exploratory data analysis conducted.

A. Dataset Description

This study leverages the LC25000 Lung and Colon Cancer

Histopathological Image Dataset introduced by [10], a publicly

accessible resource containing 25,000 RGB histopathological

images across five balanced classes: Colon Benign Tissue,

Colon Adenocarcinoma, Lung Benign Tissue, Lung Adenocar-

cinoma, and Lung Squamous Cell Carcinoma, with each class

comprising 5,000 images. Figure 1 showcases representative

images from eachclass, visually highlighting the diversity of

histopathological features within thedataset.

B. Data Preprocessing

Data cleaning and preprocessing were essential steps in

preparing the histopathological images for effective model

training. The following methods were applied to ensure data

quality, standardize input, and optimize the dataset for Con-

volutional Neural Networks (CNNs):

Fig. 1: Visual examples of histopathology slides from the

LC25000 dataset.

• Data Cleaning and Duplicate Removal: An initial ex-

ploratory data analysis (EDA) assessed class distribution

and identified duplicate images. This process removed

1,280 duplicates, resulting in a final dataset of 23,720

images (See Figure 2).

• Image Resizing: All images were resized to 120x120

pixels using LANCZOS resampling, balancing computa-

tional efficiency with preservation of critical histopatho-

logical details for feature extraction.

• Normalization: Although not explicitly applied in the

code, normalization is recommended to scale pixel values

between 0 and 1 (or -1 and 1). This practice stabilizes

model training and prevents dominant features from

skewing the learning process.

• One-Hot Encoding of Target Classes: To support

multi-class classification, categorical target variables were

transformed into binary vectors using one-hot encoding,

preventing unintended ordinal relationships among diag-

nostic categories.

• Train-Validation-Test Split: The dataset was divided

into training, validation, and test sets in a 60%-20%-

20% ratio, ensuring balanced class representation across

all phases (Figure 3).

IV. METHODOLOGY

This section details the methodologies employed for devel-

oping and evaluating the deep learning models for lung and

colon cancer histopathological image classification. Figure 4

provides an overview of the proposed system, illustrating the

workflow from dataset acquisition and preprocessing through

model training, evaluation, and final classification.

A. Baseline Model

A baseline Convolutional Neural Network (CNN) model

was established to serve as a benchmark for subsequent,

more complex architectures. This model provides a founda-

tion for evaluating the performance gains achieved through

architectural modifications and transfer learning. The baseline
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Fig. 2: Image Counts by Category Before and After Removing

Duplicates.

Fig. 3: Dataset Splits and Class Proportions.

model architecture, comprising convolutional, max pooling,

and dense layers, is summarized in Figure 5.

B. Enhanced Model

To improve upon the baseline CNN, the enhanced model

introduces additional convolutional layers, regularization tech-

niques, and an optimized architecture to further capture the

intricate patterns present in histopathological images. These

modifications aim to reduce overfitting and enhance classifi-

cation accuracy across the five cancer-related categories. The

enhanced CNN architecture, incorporating increased depth,

adjusted kernel size, and regularization, is detailed in Table I.

C. Transfer Learning Model (ResNet50)

we employed ResNet50 a deep residual network pre-trained

on the ImageNet dataset, as the foundation for our transfer

learning model. The architecture of the transfer learning

model, utilizing a pre-trained ResNet50 base and custom clas-

sification layers, is depicted in Figure 6. This figure outlines

the layer configurations and the distinction between trainable

and non-trainable parameters.

D. Training Configuration

This section provides an overview of the key training

configurations used across the baseline, enhanced, and transfer

TABLE I: Enhanced Model Architecture

Layer (type) Output Shape Param #

conv2d 4 (Conv2D) (None, 120, 120, 64) 1792

conv2d 5 (Conv2D) (None, 120, 120, 64) 102464

max pooling2d 4 (MaxPooling2D) (None, 60, 60, 64) 0

conv2d 6 (Conv2D) (None, 60, 60, 128) 73856

conv2d 7 (Conv2D) (None, 60, 60, 128) 147584

max pooling2d 5 (MaxPooling2D) (None, 30, 30, 128) 0

conv2d 8 (Conv2D) (None, 30, 30, 256) 295168

conv2d 9 (Conv2D) (None, 30, 30, 256) 590080

max pooling2d 6 (MaxPooling2D) (None, 15, 15, 256) 0

conv2d 10 (Conv2D) (None, 15, 15, 512) 1180160

conv2d 11 (Conv2D) (None, 15, 15, 512) 2359808

max pooling2d 7 (MaxPooling2D) (None, 7, 7, 512) 0

flatten 2 (Flatten) (None, 25088) 0

dense 6 (Dense) (None, 256) 6422784

dropout (Dropout) (None, 256) 0

dense 7 (Dense) (None, 64) 16448

dense 8 (Dense) (None, 5) 325

Total params: 11190469 (42.69 MB)

Trainable params: 11190469 (42.69 MB)

Non-trainable params: 0 (0.00 Byte)

learning (ResNet50) models. The configurations include essen-

tial hyperparameters, optimizers, learning rates, batch sizes,

and epochs, highlighting the specific settings employed to

achieve optimal performance for each model (see Table II).

V. RESULT

The results of this study are based on the evaluation of

three deep learning models—baseline CNN, enhanced CNN,

and transfer learning with ResNet50—using a diverse set of

performance metrics.

A. Model Performance Comparison

Each model was assessed on accuracy, precision, recall,

and F1-score, providing a comprehensive view of performance

across categories.The bar graph in Figure 7 further highlights

these performance improvements across models, illustrating

the ResNet50 model’s significant gains over the baseline and

enhanced CNN models.

B. Confusion Matrix Analysis

The confusion matrices for each model illustrate the model’s

effectiveness in differentiating between benign and malignant

tissues. Misclassifications were notably reduced in the en-

hanced and ResNet50 models compared to the baseline.
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Fig. 4: Proposed System Diagram.

TABLE II: Training Configurations for Each Model

Model Optimizer
Learning

Rate
Batch Size Epochs Regularization Early Stopping

Baseline Model Adam Default 32 10 None No

Enhanced Model Adamax 0.0005 32 30
L2 Regularization,

Dropout (0.2)
Patience 2

Transfer
Learning Model

(ResNet50)
Adamax 0.0005 32 30 Dropout (0.2) Patience 3

C. ROC-AUC Analysis

ROC-AUC curves were generated for each model to eval-

uate the models’ abilities to distinguish between classes. The

ResNet50 model achieved an AUC close to 1.0 across all

categories, indicating strong discriminative power.

D. Discussion

The ResNet50 transfer learning model achieved the highest

performance across metrics, followed by the enhanced CNN

model. The baseline model, while effective as an initial

benchmark, demonstrated limited accuracy and a higher rate

of misclassification. The results underscore the impact of

deep learning architectures and transfer learning in handling

complex histopathological data, with the ResNet50 model

emerging as the optimal approach for cancer classification in

this study.

VI. CONCLUSION

This paper evaluated lung and colon cancer classification

using three models: a baseline CNN, an enhanced CNN, and a

ResNet50-based transfer learning model. The ResNet50 model

achieved the highest performance, with 98.9% accuracy and

strong precision, recall, and F1-scores, demonstrating its su-

perior capability in feature extraction for complex histopatho-

logical images. These results confirm the value of transfer

learning in medical image analysis and set a foundation for

future advancements in automated cancer diagnosis.
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Fig. 5: Summary of the baseline CNN architecture.

Fig. 6: Architecture of the transfer learning model using

ResNet50.

Fig. 7: Bar graph comparison of model performance metrics.

(a)

(b)

(c)

Fig. 8: Confusion matrix for (a:baseline model,b:enhanced

model,c:ResNet50 model)
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(a)

(b)

(c)

Fig. 9: ROC-AUC curves for (a:baseline model,b:enhanced

model,c:ResNet50 model)
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David Farnell, David G Huntsman, Andrew Churg, et al. Learning gen-
eralizable ai models for multi-center histopathology image classification.
NPJ Precision Oncology, 8(1):151, 2024.

[5] Anirudh Atmakuru, Subrata Chakraborty, Oliver Faust, Massimo Salvi,
Prabal Datta Barua, Filippo Molinari, UR Acharya, and Nusrat Homaira.
Deep learning in radiology for lung cancer diagnostics: A systematic re-
view of classification, segmentation, and predictive modeling techniques.
Expert Systems with Applications, page 124665, 2024.

[6] Thiyagarajan Manoharan, Ramalingam Velvizhi, Tarun Kumar Juluru,
Shoaib Kamal, Shrabani Mallick, and Ezudheen Puliyanjalil. Biomedical
image classification using seagull optimization with deep learning for
colon and lung cancer diagnosis. Indonesian Journal of Electrical

Engineering and Computer Science, 2024.
[7] Nazmul Shahadat. Lung and colon cancer histopathological image

classification using 1d convolutional channel-based attention networks.
The International FLAIRS Conference Proceedings, 2024.

[8] Shtwai Alsubai. Transfer learning based approach for lung and colon
cancer detection using local binary pattern features and explainable
artificial intelligence (ai) techniques. PeerJ Computer Science, 10:e1996,
2024.

[9] Sunila Anjum, Imran Ahmed, Muhammad Asif, Hanan Aljuaid, Fahad
Alturise, Yazeed Yasin Ghadi, and Rashad Elhabob. Lung cancer
classification in histopathology images using multiresolution efficient
nets. Computational Intelligence and Neuroscience, 2023(1):7282944,
2023.

[10] A. A. Borkowski, M. M. Bui, L. B. Thomas, C. P. Wil-
son, L. A. DeLand, and S. M. Mastorides. Lc25000 lung
and colon histopathological image dataset, 2023. Retrieved from
https://github.com/tampapath/lungcolonimageset.

738 FT/Boumerdes/NCASEE-24-Conference



Breast cancer masses segmentation from

mammography images using adaptive thresholding

and morphological filtering methods

1st Lilia Radjef∗, 2nd Tahar Omari†, 3rd Karim Baiche∗

∗Electrical Systems Engineering Department, M’hamed Bougara University, Boumerdes, Algeria

l.radjef@univ-boumerdes.dz, kbaiche@univ-boumerdes.dz
†Electrical Engineering and Telecommunications Department, Ain Temouchent University, Ain Temouchent, Algeria

omari.tahar@univ-boumerdes.dz

Abstract—Breast cancer (BC) is the second leading cause of
death among women worldwide. Mammography(MM) is an effec-
tive X-ray imaging technique. It considerably increases the early
detection and probability of patient survival. Mammographic
image segmentation is a powerful tool for identifying cancerous
areas, extracting features, and improving diagnosis. However,
mammographic image’s complex intensity distribution conditions
need precise segmentation techniques. A simple algorithm has
been implemented in a Matlab environment to segment cancerous
masses from mammography images. The proposed method is
based on adaptive thresholding and morphological filtering and
is tested on 322 images from (MIAS) and 100 from (Mini-
DDSM) databases. Adaptive thresholding involves dividing the
image into smaller sub-regions and calculating a threshold value
for each sub-region. Morphological filtering eliminates irrelevant
small structures and enhances contour detection clarity. The
images are classified into three categories: normal, benign, and
malignant based on the geometric criteria of cancerous masses.
For the (MIAS), the algorithm’s accuracy is 97.45% and precision
98.41%. The accuracy and precision are 97% and 98.96 %
respectively for the (Mini-DDSM) database. Results demonstrate
the effectiveness of our segmentation approach.

Index Terms—Breast cancer, Mammographic image, Cancer-
ous mass segmentation, Adaptive thresholding, Morphological
filtering, Signal processing, Matlab, Mass classification.

I. INTRODUCTION

According to the World Health Organisation (WHO), cancer

could overtake cardiovascular disease as the leading cause

of premature death worldwide [1]. Breast cancer (BC) is a

frequently diagnosed disease in women, accounting for 25%

of all female cancers [2]. In Algeria, 14,000 new cases of

breast cancer are diagnosed each year [3]. Early detection of

this dangerous disease is essential to increase the chances of

cure and extend patients’ life expectancy [4].

A. Breast cancer

The breast constitutes lobules, ducts, connective tissue,

adipose tissue, and lymphatic tissue [5]. Breast cancer (BC)

results from the abnormal growth and multiplication of cells

forming a mass, micro-calcifications, or architectural distor-

tions called malignant tumours [6]. It develops in or around

breast tissue, mainly in the ducts and milk glands [7]. Cancer-

ous masses appear as dense regions of different sizes, contours,

and properties[8]. Those with smooth, circumscribed edges are

benign, while malignant masses generally have rough, fuzzy

edges (Fig.1). It can be detected by a self-examination, clinical

examination, or radiological diagnosis [9]. Most breast cancers

are invasive, spreading beyond the breast tissue and metastases

to other parts of the body[10].

Fig. 1. Benign and malignant tumor contours.

Breast cancer symptoms include a palpable or visible lump

in the breast, swollen lymph nodes, discharge from the nip-

ple, heaviness, redness, swelling, deformity, or retraction of

the breast [11]. It is associated with several risk factors,

including family history, age, menopause, smoking, alcohol

consumption, radiation exposure, and obesity [12]. External

factors such as lifestyle, environment, and stress contribute to

its development [13]. This pathology is morphologically and

molecularly heterogeneous, and patients require different treat-

ments, such as radiotherapy, chemotherapy, hormone therapy,

immunotherapy, or targeted treatment [14-15-16]. The biopsy

can be used as an invasive method for breast cancer detection.

However, the tissue extraction procedure is painful and time-

consuming favoring non-invasive methods [17].

B. Breast cancer imaging modalities

Various imaging modalities have been used for breast

cancer screening, detection and diagnosis, such as magnetic

resonance imaging (MRI)[18], ultrasound (US) [19], nuclear

medicine imaging [20], computed tomography, positron

emission tomography (PET) [21], and thermography [22] or

their combinations.
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Mammography(MM) is a low-energy (generally around

30 kVp) X-ray medical imaging technique[23]. It is

widely used worldwide to screen breasts and anomalies

diagnostics[24]. Mammography is commonly classified into

film-screen mammography (FSM) and digital mammography

(DMM)[25]. (FSM) is the standard imaging method because

of its high sensitivity in detecting lesions[26]. Mammographic

images are two-dimensional(2D) representations of the

compressed breast, showing components such as fatty tissue,

hydrated support, and glandular tissue [27]. They are classified

into four views: left mediolateral oblique (LMLO) and left

craniocaudal (LCC), right mediolateral oblique (RMLO) and

right craniocaudal (RCC)[28]. Digital mammography has

the advantages of better image quality, being less invasive,

and offering several breast views over traditional methods,

depending on the X-ray angle projection onto the tissue

[29]. Screening mammography has the limitations of lower

reliability in young women with dense breasts or who have

undergone breast surgery [30]. Mammography images can be

found in several formats, including LJPG, DI- COM, PGM,

and TIFF[31].

Fig. 2. Mammographic images tumours: (left) Benign and (right) malignant.

C. Mammographic image segmentation

Segmentation divides an image into regions with similar

grey-level properties as colour, texture, brightness, and

contrast[32]. Mammography image segmentation is crucial

and is a key step in improving visual image quality,

by providing homogeneous regions [33]. It reduces

noise and accurately locates image features, region of

interest(ROI), and the cancerous area’s contours[34]. Three

segmentation methods are currently used for mammography:

(1) conventional [35]: Through edge-based methods (e.g.

Canny edge detection, active edges), threshold-based methods

(e.g. Otsu thresholding, adaptive thresholding), and region-

based methods (e.g. watershed, region growth)[36]. (2)

Machine learning[37]: including unsupervised methods (fuzzy

clustering and k-means)[38-39], and supervised methods

(support vector machines (SVMs) and extreme learning

machines. (3) Deep learning [40]: such as (SegNet, U-

Net[41], and fully convolutional neural networks (FCNs)[42].

The segmentation choice technique is crucial for detecting

regions of interest (ROI)[43]. The selection of the appropriate

technique depends on various factors, such as image modality,

noise levels, and application[44].

Our work aims to segment cancerous masses from mam-

mographic images. In the following section, we present a

simple approach using image processing techniques: adaptive

thresholding and morphological filtering to identify the mass

area and contour’s shape. This is used to classify images into

three categories: normal, benign, and malignant.

II. METHODOLOGY

The proposed method is divided into four steps as shown

in (Fig.3).

Fig. 3. Flowchart of the applied segmentation approach.

A. Image acquisition

For testing the proposed algorithm, we selected:

Mammographic Image Analysis Society Database (MIAS)

Mammographic Image Analysis Society database (MIAS) [45]

results from the efforts of British research groups interested in

mammography. It contains the left and right breast images of

161 patients, a total of 322 images. These images are classified

into three (3) categories: normal, benign, and malignant.

Pixels are coded on 8 bits and all images are cropped to

1024x1024. Mammogram names are in the following format:

mdb XXXBS, where: - XXX: is the image number, from 001

to 322.

Digital Database Mammography (Mini-DDSM)

It was created in 1999 in the USA, the largest public mammog-

raphy database in the world. It contains 2620 cases comprising

two images (MLO and CC) of each breast, a total of 10480

pathologies, from normal images to those containing benign

and malignant masses. Information on patient age, breast

density, and classification (BI-RADS) is provided for each

image[46].

B. Pre-processing

Image noise refers to random variations in brightness or

color in images produced by the sensor and circuitry or a

digital camera[47]. The image is processed at various stages

to improve quality, and contrast, and reduce noise.
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Median filter

The non-linear filter is an effective noise-removing method

from mammographic images while preserving the con-

tours[48].

Let Sxy represent the set of coordinates in a rectangular

sub-image window of size m× n centred at the point (x, y).
The arithmetic mean filtering process computes the average

value of the corrupted image g(x, y) in the area defined by

Sxy . The value of the restored image f̂ at any point (x, y) is

simply the arithmetic mean computed using the pixels in the

region defined by Sxy . In other words,

f̂(x, y) =
1

mn

∑

(s,t)∈Sxy

g(s, t) (1)

The median filter replaces the value of a pixel with the median

of the grey levels in the vicinity of that pixel.

f̂(x, y) = median {g(s, t)}(s,t)∈Sxy
(2)

The original pixel value is included in the median calcula-

tion. Median filters are popular because they provide excellent

noise reduction.

C. Segmentation

Adaptive thresholding

This method consists of dividing the image into regions and

applying a different threshold for each area depending on

the intensity level of the pixels in the region. This technique

involves separating the image into sub-images and processing

each with its threshold[49]. Adaptive thresholding differenti-

ates dense structures in homogeneous areas[50].

Pixel(x, y) =

{

1, ifI(x, y) > T (x, y)

0, elsif

• I(x, y) : Intensity of pixel at position(x, y) in the image.

• T (x, y) : Local adaptive threshold calculated around the

pixel (x, y).

Morphological filters

Mathematical morphology was introduced in 1975 by Georges

Matheron [51]. It is a powerful tool for signal and image anal-

ysis. A morphological operation (erosion, dilation, opening,

closing) is applied to extract components from images that

are useful for representation or description and to perform

pre- or post-processing[52]. The use of morphological filters

is more appropriate than linear filters for shape analysis and

plays a role in geometry-based enhancement, detection, and

noise reduction[53]. The morphological closure of an image

A with a structuring element B is defined as follows :

A •B = (A⊕B)⊖B

D. Feature extraction and classification

We classified the tumor as normal, malignant, or benign.

According to the geometric criteria of the regions of inter-

est(ROI): surface area and the contour shape of tumors. It has

several shapes: round, oval, lobulated, nodular, stellate, and

irregular. More irregular shapes are malignant, with a larger

surface area. On the other hand, around, regular and smooth

boundaries are benign.

E. Algorithm implementation

We implemented the breast cancer detection algorithm in

MATLAB version 2019 (Fig.4). After image importation

from (MIAS) and(Mini-DDSM) databases using the imread

function, they are converted to greyscale using rgb2gray

(if necessary) and displayed using imshow. To improve

visibility, contrast is adjusted using imadjust. A median

filter is applied to reduce noise. Adaptive thresholding

segmentation using adaptthresh to obtain a binary image, and

small noise regions are removed using bwareaopen. Then,

morphological filtering eliminates irrelevant small structures

and enhances contour detection clarity. The morphological

features of the regions of interest, such as contour, shape, and

surface area are extracted using regionprops. The images are

classified into three categories: normal, benign, and malignant.

Fig. 4. Flowchart for image segmentation algorithm.

III. RESULTS AND DISCUSSION

A. Segmentation results

Figures 5 and 6 illustrate the segmentation stages: (1)

Original image. (2) Filtered image: Application of the median

filter. (3) Adaptive thresholding is applied to generate a binary

image. (4) Small area filtering: The binary image is filtered to

eliminate irrelevant areas. (5)The greyscale histogram repre-

sents the distribution of intensities in the greyscale image after

thresholding. (6) Segmentation: Regions of interest (cancer

masses) are identified from the filtered image.
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Fig. 5. Segmentation results of the mammographic image.

Fig. 6. Malignant tumor segmentation result.

B. Image classification

Fig. 7. Benign classification tumor.

Fig. 8. Malignant classification tumor.

Figures 7, 8 and 9 show examples of mammographic image

classifications based on geometric criteria of the segmented

tumours.

Fig. 9. Normal breast.

C. Segmentation performance

In our work, the algorithm segmented the breast masses on

almost all the images.

1) Accuracy : The accuracy of the algorithm is expressed

by the equation:

Accuracy =
TP + TN

TP + TN + FP + FN

TP is the correct segmentation.

TN is not correct segmentation.

FN is the under-segmentation.

FP is the over-segmentation.

2) Precision : Precision is defined as

P =
TP

TP + FP

The result shows that out of 322 images of the (MIAS)

database, 310 are correctly segmented, 3 are under-

segmented, 5 are over-segmented, and 4 are not segmented.

The algorithm’s accuracy is 97.45% and precision 98.41%.

For the Digital mammography database (Mini-DDSM), out

of 100 images, 95 are correctly segmented, 2 are under-

segmented 1 is over-segmented, and 2 are not segmented.

The accuracy and precision are 97% and 98.96 % respectively.

D. Related review

Isa et al. [54] developed a system for segmentation to

separate the mammary from the non-mammary area. They

subsequently enhance the image to improve the contrast of

the tissue structure. Constraint-based local statistical texture

analysis to detect and segment masses in mammograms. It

was evaluated on 322 mammograms from the Mammographic

Image Analysis Society database. The results of the proposed

technique have a sensitivity of 94.59%.

Elfadilb et al.[55] proposed a preprocessing technique that

involves unwanted parts from the background removal of the

mammogram, the pectoral muscle, and image enhancement.

Based on Otsu’s threshold and multi-level thresholding

to segment the pectoral muscle. The three thresholding

levels show perfect results of pectoral muscle segmentation.

The proposed method was applied to 160 images from

the (MIAS) database. The success rate is 96% for the

mammogram preprocessing stage.
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Soukaina et al. [56] proposed breast tumor segmentation

and elimination of the pectoral muscle based on hidden

Markov and region growth. The method separated the

pectoral muscles from mammogram images and breast

tumor feature extraction. It has two stages: (a) Otsu’s

thresholding and (b) image classification-based k-means.

The mammography images were acquired from the (MIAS)

database. The accuracy and error were reported to be 91.92%

and 8.07%, respectively.

Mughal et al.[57] proposed an adaptive hysteresis

thresholding method to detect mammogram masses. This

method was applied to (MAIS) and (DDSM) datasets and

gave sensitivity equal to 96.6%, and 96.4%, respectively.

Our method is simple and effective for identifying shapes,

contours and cancerous mass regions. Unlike local threshold-

ing methods, which give poor results, the contrast between

objects and background is low. Our pre-processing approach

improves the quality of the mammographic image. Adaptive

thresholding adjusts a threshold value for each sub-region

based on the local threshold, improving mass identification by

processing each sub-region independently. The morphological

filter eliminates small objects that do not correspond to the

regions of interest. The images are classified as normal, benign

and malignant based on the geometric criteria of the (ROI).

Results are more accurate than the methods described in the

literature[54-55-56].

IV. CONCLUSION

The article presented a simple and effective approach

for cancerous mass region segmentation of mammographic

images. Mammography(MM) is a commonly used imaging

modality and is now an indispensable tool for any clinical

examination relating to the breast. The developed algorithm

is based on adaptive thresholding and morphological filter-

ing. We tested our method on the Mammographic Image

Analysis Society (MIAS) and Digital Mammograph (Mini-

DDSM) Databases. The algorithm successfully segmented the

regions of interest (ROI). Based on the geometric characteris-

tics (contour, shape and surface), the mammographic images

are classified into normal, malignant and benign. Results are

promising for improving the early detection of breast cancer

from mammography images.

REFERENCES

[1] CAO, Bochen, BRAY, Freddie, ILBAWI, André, et al. Effect on
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Abstract—This research carries out a comparative study on
four different machine learning classifiers, namely, Support
Vector Machine (SVM), K-Nearest Neighbors (KNN), Logis-
tic Regression (LR), and Multi-Layer Perceptron (MLP), for
classifying the data of patients into three diagnostic categories
related to the Bone Mineral Density (BMD) test required in
diagnosing diseases like osteopenia and osteoporosis. The dataset
is characterized by features such as age, height, weight, number
of pregnancies, and T-score values. The model performance is
evaluated using 5-fold cross-validation, and grid search is applied
for the optimization of hyperparameters. The results indicate that
Logistic Regression outperforms the other models, achieving an
accuracy of 93.88%, followed by SVM at 91.84%. This work
indicates how important hyperparameter tuning is in improving
accuracy and further suggests that LR and kernel-based ap-
proaches (SVM) could be good suitors for healthcare classification
tasks. Furthermore, performance metrics—accuracy, precision,
recall, and F1-score—explain the benefits and drawbacks of each
model, where ensemble techniques prove to have the fairest
performance across all classes. Future research may try more
advanced models, like Gradient Boosting, in order to improve
the accuracy of classification and to cope with class imbalance
better.

Index Terms—BMD, SVM, LR, KNN, MLP, Osteoporosis,
Osteopenia, 5-fold cross-validation.

I. INTRODUCTION

The healthcare field has seen a wide use of machine learning

because of its ability to process vast amounts of patient

data and uncover patterns that might not be obvious using

traditional methods [2]. In particular, classification models are

useful for assisting medical professionals in making diagnoses

of diseases, predicting patient outcomes, and personalizing

treatment plans. With the increasing trend of data-driven

decision-making in healthcare, accurate and robust classifi-

cation models can enhance clinical decision-making, reduce

human error, and ultimately improve patient care.

In this paper, we investigate the application of four popular

classification algorithms—Support Vector Machine (SVM),

K-Nearest Neighbors (KNN), Logistic Regression (LR), and

Multi-Layer Perceptron (MLP)—to a dataset of patient records

containing key medical and demographic features. The dataset

includes features such as age, height, weight, number of

pregnancies, and bone density measurements (T-score and Z-

score), all of which play important roles in assessing patient

health status. The classification task involves assigning patients

to one of three diagnostic categories, representing different

health conditions.

While machine learning classifiers have been widely studied

in healthcare applications, there is limited research on how

different models perform when tuned for optimal hyperparam-

eters using grid search in conjunction with cross-validation.

Cross-validation is crucial in healthcare, as it ensures the

generalizability of models and avoids overfitting to a single

dataset. Similarly, grid search provides a systematic approach

to identifying the best hyperparameters, which can signifi-

cantly improve model performance.

Our study aims to compare the performances of these four

classifiers with an extensive evaluation framework in terms

of 5-fold cross-validation and grid search. We assume that

the most complex models, SVM and MLP, able to capture

nonlinear relationships between the input features, will present

the best results compared with the classical models, KNN

and Logistic Regression, especially after optimizing their

hyperparameters. We also discuss the major trade-offs between

model interpretability and its predictive power, another major

consideration in healthcare, where decision transparency is

paramount.

A growing body of literature has examined the use of

machine learning models in health settings. For example,

SVMs have found their application in various medical fields,

such as cancer detection (Janee Alam et al., 2018) [7], with

strong capability in handling high-dimensional data sets. Sim-

ilarly, KNN, due to the simplicity and good performance for

small and medium-sized datasets, has found applications in

disease diagnosis and prognosis (X Zhou et all., 2022) [8].

Logistic Regression (LR) remains a widely used technique in

healthcare, particularly for binary classification tasks like risk

assessment for conditions such as diabetes and heart disease

(M Laakso et al., 1998) [9]. Multilayer Perceptrons (MLP),
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classified as a neural network, have garnered significant in-

terest due to their capacity to represent intricate, non-linear

associations within extensive datasets, thereby rendering them

appropriate for sophisticated medical applications, including

image analysis and predictive modeling (M Desai et al., 2021)

[10].

Bone health is a critical aspect of overall well-being, and

conditions like osteopenia and osteoporosis significantly in-

crease the risk of fractures and other complications [2]. Bone

Mineral Density (BMD) is a standard diagnosis conducted to

assess an individual’s bone health and further categorize them

into normal, osteopenia, or osteoporosis, all based on their

T-score.

Machine learning algorithms have become very popular in

medical diagnosis for their ability to handle large datasets and

extract patterns that may not be evident through traditional

methods. However, correct classification of categories is still

faced with many challenges in BMD, including:

• Class imbalance: Data for conditions like osteoporosis is

often underrepresented compared to normal or osteopenia

classes.

• Feature variability: Patient data includes diverse fea-

tures such as age, weight, menopause status, and lifestyle

factors, which require effective preprocessing.

• Model selection and optimization: Different classifica-

tion models perform variably depending on the dataset,

necessitating a comparative analysis.

The main objective of this study is to perform a comparative

analysis of classification models for BMD classification using

a real-world dataset. Specifically, we:

• Preprocess and clean patient data for analysis.

• Train and evaluate Logistic Regression, Support Vector

Machine (SVM), K-Nearest Neighbors (KNN), and Mul-

tilayer Perceptron (MLP) models.

• Handle class imbalance using techniques like SMOTE

(Synthetic Minority Oversampling Technique) and class

weights.

• Explore ensemble methods for improving classification

performance.

• Compare model performance using metrics such as accu-

racy, precision, recall, and F1-score.

The rest of this paper is organized as follows. Section II

outlines the methodology, including a detailed description of

the dataset, data analysis, male and female BMD distribution,

and Gender comparision, Section III presents preprocessing

steps, and data splitting, Section IV contains the machine

learning models used and evaluation metrics. and Section V

presents the results of the classification experiments, followed

by a discussion of their implications. Finally, Section V

concludes with key findings and suggestions for future work.

II. METHODOLOGY

A. Dataset Description

The dataset used in this study consists of patient demograph-

ics and medical records. Table I below presents the statistical

summary of the features such as:

• Age

• Height (meters)

• Weight (kg)

• Number of Pregnancies

• Maximum Walking Distance (km)

• T-score Value (bone density measure)

• Z-score Value (comparison to age-matched population)

• Body Mass Index (BMI)

The target variable is the diagnostic class, with three categories

representing different patient health statuses. The goal is to

classify each patient into one of these three categories.

The summary statistics highlight key characteristics of the

dataset:

Age shows a wide range, with a maximum of 107 years

and a mean of 51.13 years, as shown in Fig. 1. Height and

Weight are normally distributed, with reasonable variation.

There are missing values in the number of Pregnancies and

Maximum Walking Distance, which were handled appropri-

ately in preprocessing. T-score and Z-score values are already

Fig. 1. Age distribution of gender

standardized. BMI ranges from 16.1 (underweight) to 42.75

(obese), with a mean value of 27.59, indicating the dataset

covers a broad spectrum of body mass indices. These features

are crucial as they represent important health indicators that

the machine learning models will use for classification tasks.

B. Data analyzing

The BMD of the participants was examined in relation to

their age, and the results were visualized separately for male

and female participants, as shown in Fig. 2. The analysis of

the BMD distributions reveals significant insights:

C. Female BMD Distribution

• The age of female participants ranges from 30 to 70

years, with the majority concentrated between 40 and

60 years.

• There is a noticeable decline in BMD with increasing

age, particularly after the age of 50, which aligns with

known physiological changes, such as menopause, that

significantly affect bone health in women.
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TABLE I
STATISTICAL SUMMARY OF FEATURES

Feature Count Mean Std Dev Min 25% 50% 75% Max

Age 243 51.13 13.23 17 44.5 50 60 107

Height (m) 243 1.59 0.097 1.37 1.52 1.57 1.65 1.82

Weight (kg) 243 69.05 9.88 39 63 69 74.5 98

Number of Pregnancies 124 3.44 1.47 1 2 3 4 7

Max Walking Distance (km) 239 1.94 1.99 0.1 0.5 1.0 3.0 10

T-score Value 240 -1.83 0.69 -2.99 -2.32 -2.01 -1.29 -0.16

Z-score Value 240 -1.33 0.68 -2.99 -1.82 -1.19 -0.85 0.73

BMI 240 27.59 4.04 16.14 24.96 27.28 30.21 42.75

Fig. 2. Gender distribution of BMD

• The BMD values primarily range from 0 to -3, with lower

values (indicative of reduced bone density) concentrated

in older participants.

D. Male BMD Distribution

• The age of male participants ranges from 20 to 100 years,

offering a broader dataset for analysis.

• Like females, males exhibit a decline in BMD with age,

though the decline is less steep. This difference may be

attributed to the slower rate of bone loss in men compared

to women.

• The BMD values are similarly distributed between 0 and

-3, but with a more even spread across age groups. There

are notable outliers in the higher age range (above 80

years).

E. Gender Comparison

• The overall trend of decreasing BMD with age is

observed in both genders, but the decline is more pro-

nounced in females, particularly after the age of 50.

• This gender-specific trend suggests that age and gen-

der are key factors in predicting BMD and potentially

identifying individuals at higher risk of conditions like

osteoporosis.

III. DATASET AND PREPROCESSING

The dataset consists of 243 patient records, with each record

categorized into one of three BMD diagnoses. The distribution

of classes highlights a slight imbalance, with fewer samples

in the “osteoporosis” category.

A. Data Cleaning and Handling Missing Values

The dataset contained missing values in both numerical and

categorical features. Missing values were addressed as follows:

• For numerical features (e.g., age, weight), missing values

were imputed using the median of the respective feature.

• For categorical features (e.g., gender, smoker), missing

values were filled with the mode of the respective feature.

B. Data Standardization

To ensure numerical stability and improve model perfor-

mance, all numerical features were standardized using Z-score

normalization:

z =
x− µ

σ
(1)

Where x is the original feature value, µ is the mean, and σ

is the standard deviation of the feature.

C. Class Encoding

Categorical features were encoded into numerical values

using Label Encoding. The target variable (diagnosis) was also

encoded into three classes:

• Normal (0)

• Osteopenia (1)

• Osteoporosis (2)

D. Train-Test Split

The dataset was split into training (80%) and testing (20%)

sets, ensuring that the distribution of target classes was pre-

served using stratified sampling.

E. Class Imbalance Handling

Class imbalance was addressed using two approaches:

• SMOTE (Synthetic Minority Oversampling Tech-

nique): This technique generates synthetic samples for

minority classes by interpolating between existing sam-

ples and their nearest neighbors.

• Class Weights: Models like Support Vector Machines

(SVM) and Logistic Regression were trained with class

weights proportional to the inverse of class frequencies.
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IV. MODELS AND EVALUATION METRICS

A. Classification Models

The following classification models were implemented and

evaluated in this study:

1) Logistic Regression: Logistic Regression models the

probability of a binary or multi-class outcome using the

sigmoid or softmax function. For binary classification:

P (y = 1|x) = σ(wTx+ b) =
1

1 + e−(wT x+b)
(2)

Where w and b are the model parameters, and σ(z) is the

sigmoid function.

For multi-class classification, the softmax function general-

izes this:

P (y = k|x) =
ew

T
k x+bk

∑K

j=1 e
wT

j
x+bj

(3)

2) Support Vector Machine (SVM): SVM finds a hyper-

plane that maximizes the margin between two classes. The

optimization problem is:

min
1

2
w2 (4)

Subject to:

yi(w
Txi + b) ≥ 1, ∀i (5)

Where w is the norm of the weight vector.

For non-linear problems, the kernel trick maps the input

data into a higher-dimensional space:

K(xi, xj) = φ(xi)
Tφ(xj) (6)

3) K-Nearest Neighbors (KNN): KNN predicts the label of

a test sample x based on the majority vote of its k nearest

neighbors in the feature space:

y = argmaxc

k∑

i=1

I(yi = c) (7)

Where I(yi = c) is an indicator function that equals 1 if

the neighbor’s label is c, otherwise 0.

4) Multilayer Perceptron (MLP): The MLP is a neural

network that computes the output as:

z(l) = W (l)a(l−1) + b(l), a(l) = f(z(l)) (8)

Where W (l) and b(l) are the weights and biases of layer

l, and f(z) is the activation function. The loss function is

minimized using backpropagation with gradient descent.

5) Ensemble Model: An ensemble model combines predic-

tions from multiple models to improve performance. For soft

voting:

P (y = c|x) =
1

N

N∑

i=1

Pi(y = c|x) (9)

Where Pi(y = c|x) is the probability predicted by the i-th

model.

B. Evaluation Metrics

The performance of the models was evaluated using the

following metrics:

1) Accuracy:

Accuracy =
Number of Correct Predictions

Total Number of Predictions
(10)

2) Precision:

Precision =
True Positives (TP)

True Positives (TP) + False Positives (FP)
(11)

3) Recall:

Recall =
True Positives (TP)

True Positives (TP) + False Negatives (FN)
(12)

4) F1-Score: The harmonic mean of precision and recall:

F1-Score = 2 ·
Precision · Recall

Precision + Recall
(13)

5) Macro and Weighted Averages:

• Macro Average: Arithmetic mean of metrics across all

classes.

Macro Metric =

∑n

i=1 Metrici

n
(14)

• Weighted Average: Weighted by the number of instances

in each class.

Weighted Metric =

∑n

i=1(Supporti · Metrici)∑n

i=1 Supporti
(15)

V. RESULTS AND DISCUSSION

This section presents the experimental results of the classi-

fication models, followed by a comparative analysis of their

performance.

A. Model Performance Without Class Imbalance Handling

Initially, the models were trained without addressing class

imbalance. Table II summarizes the test set evaluation results.

Logistic Regression demonstrated the highest accuracy of

93.88%, with a balanced macro precision, recall, and F1-

score. SVM performed comparably, achieving 91.84% accu-

racy. KNN struggled with class imbalance, resulting in a lower

macro recall of 76%.

B. Impact of Class Imbalance Handling

To address the class imbalance, two techniques were ap-

plied: Synthetic Minority Oversampling Technique (SMOTE)

and class weighting. The results are shown in Table III.

The results indicate that SMOTE significantly improved

macro recall for Logistic Regression (96%), while class

weighting provided a balanced performance for SVM.
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TABLE II
PERFORMANCE OF CLASSIFICATION MODELS (BASELINE)

Model Accuracy Macro Precision Macro Recall Macro F1-Score

Logistic Regression 93.88% 91% 93% 92%
Support Vector Machine (SVM) 91.84% 90% 90% 90%
K-Nearest Neighbors (KNN) 85.71% 89% 76% 81%
Multilayer Perceptron (MLP) 87.76% 84% 84% 84%

TABLE III
PERFORMANCE AFTER CLASS IMBALANCE HANDLING

Model Technique Accuracy Macro Precision Macro Recall

Logistic Regression SMOTE 91.84% 87% 96%
SVM Class Weights 91.84% 89% 92%

C. Ensemble Model Performance

The ensemble model, combining Logistic Regression and

SVM, achieved the best overall performance:

• Accuracy: 93.88%

• Macro Precision: 91%

• Macro Recall: 95%

• Macro F1-Score: 93%

The ensemble model leverages the strengths of Logistic

Regression and SVM, particularly excelling in minority class

recall while maintaining high precision.

D. Visualizing Model Performance

Fig. 3 compares the performance metrics of the models.

Fig. 3. Performance Comparison of Models Across Metrics

The ensemble model demonstrates superior accuracy and

balanced macro averages, making it the best overall approach

for BMD classification.

E. Discussion

The results highlight the importance of addressing class

imbalance in medical datasets. Logistic Regression and SVM

were the most robust individual models [1], with ensemble

learning providing further improvements. The SMOTE tech-

nique greatly improved the recall of minority classes, while

class weighting was a far simpler alternative that gave similar

results. KNN and MLP were less competitive, suggesting that

instance-based and simple neural network approaches may not

be well-suited for this dataset without additional tuning or

feature engineering.

VI. CONCLUSION

This study carried out a wide comprehensive comparison

of the classification models used to diagnose BMD, including

Logistic Regression, SVMs, KNN, and the MLP. The follow-

ing conclusions were drawn:

• Logistic Regression and SVM emerged as the most

reliable individual models, showing high accuracy and

balanced performance across metrics such as precision,

recall, and F1-score.

• Class imbalance handling has significantly improved the

recall of the minority class. Among these, SMOTE was

the most effective technique that improved recall, while

class weighting was a simpler yet similarly effective

technique for SVM.

• The ensemble learning of combining Logistic Regression

and SVM had the best overall performance, with an ac-

curacy of 93.88%, and balanced macro-precision, recall,

and F1-score. This approach leveraged the strengths of

individual models to improve generalization.

• The result from KNN and MLP performance was very

poor, which suggests that these approaches may not

be well-suited for datasets with diverse features and

imbalanced classes without extensive tuning.

This study highlights various directions of further study:

• Explore more sophisticated ensemble techniques, such as

stacking and boosting, to further improve performance.

• Explore feature selection and engineering methods to re-

duce the dimensionality and improve model interpretabil-

ity.

• Apply the proposed methods to larger and more diverse

datasets to validate their robustness across different pop-

ulations.

• Integrate additional clinical features, such as genetic

markers or biochemical parameters, that might consid-

erably enhance their predictive power.

The findings of this study underline the potential of machine

learning in medical diagnostics, particularly for conditions like

749 FT/Boumerdes/NCASEE-24-Conference



osteopenia and osteoporosis. By leveraging robust classifica-

tion models and addressing data imbalances, clinicians can

make more accurate and reliable assessments of bone health.
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Abstract— Acquiring high-resolution (HR) medical images in 

clinical fields presents significant challenges. These challenges 

often result in low-resolution (LR) images, which can lead to 

misinterpretations and hinder accurate diagnoses due to 

hardware limitations and prolonged scanning times. To address 

these issues, super-resolution (SR) methods has been increasingly 

explored the field of medical imaging. This paper introduces the 

Deep Residual Attention Fusion Network (DRAFN), a novel deep 

learning approach specifically designed to enhance the quality of 

chest CT images through advanced SR techniques. Our model 

incorporates an Advanced Feature Extraction Module that 

employs hierarchical multi-scale extraction along with 

sophisticated channel attention mechanisms. This innovative 

design allows the model to capture features across various scales 

while prioritizing the most critical information during the feature 

extraction process. Our model was specifically applied to chest 

CT imaging, demonstrating substantial improvements over 

traditional interpolation methods and existing deep learning SR 

baseline techniques in terms of both image quality metrics and 

visual quality. These findings underscore the DRAFN potential as 

a valuable tool for chest CT image SR in clinical evaluations, 

enhancing diagnostic accuracy and improving patient care. 

 

Keywords— medical images, CT, super-resolution, deep 
learning, Chest scans. 

I. INTRODUCTION  

Computed Tomography (CT) has become a cornerstone 
in medical imaging, particularly due to its ability to produce 
detailed cross-sectional images of the body using X-ray 
technology. Unlike Magnetic Resonance Imaging (MRI), 
which relies on magnetic fields, CT utilizes X-ray radiation 
combined with computerized processing to generate 
intricate images of organs, tissues, and cells. This technique 
has gained significant traction in both clinical settings and 
research environments because of its precision and 
versatility in diagnosing various medical conditions [1],[2]. 

The process of obtaining HR CT images presents several 
challenges that can impact patient comfort and diagnostic 
accuracy [3]. Extended scanning times are often required to 
achieve HR imaging, which can lead to patient anxiety and 
discomfort. This discomfort frequently results in excessive 
movement during the procedure, exacerbated by hardware 
limitations, physical constraints, and physiological factors 
[2]. Such movement can significantly degrade image 
quality, leading to blurriness and artifacts that compromise 
the diagnostic utility of the images. Consequently, the 
resolution of CT images acquired using these costly devices 
may not be adequate for accurate disease diagnosis and 
progression assessment, as the limited structural information 
provided can hinder these critical tasks. Additionally, 
variations in scanning protocols and patient-related factors 
further complicate the acquisition of high-quality images, 
underscoring the need for improved techniques to enhance 
CT imaging outcomes [4]. 

In order to overcome these hardware, physical and 
physiological issues and enhance the speed of acquisition 
and maintain the quality of MRI scans, the field of medical 
imaging has explored the use of super-resolution (SR) 
techniques. These techniques aim to reconstruct a HR image 
from a LR image input, thereby increasing the resolution of 
MRI scans without the need for additional updates and 
preserving the original content and details to the greatest 
extent possible. 

In this context, this paper presents an advanced 
Convolutional neural network,  a novel deep leaning method 
for CT scans SR using Deep Residual Attention Fusion 

Network (DRAFN) framework. This approach not only 
improves resolution but also extends its application to high-
level tasks in medical imaging. Our approach introduces a 
hierarchical multi scale feature extraction strategy that 
effectively addresses the challenges associated with 
enhancing CT scans resolution.  

The DRAFN is distinguished by its unique sequence of  
Residual Attention Fusion Blocks (RAFBs) and an integrated 
advnced attention mechanism. A key innovation in the 
DRAFN architecture is the combination of hierarchical multi 
scale extracted features within  Channel attention 
mechanism. This structure   provides the necessary multi-
scale feature extraction capabilities, along side refines the 
feature representations by highlighting the most relevant 
information and ensuring that critical details are not ignored 
during the reconstruction process.  

 Multiple experiments conducted on Chest CT dataset, 
have demonstrated that the hierarchical multi-scale and 
attention nature of our model exhibits an enhanced 
performance compared to traditional interpolation methods 
and widely recognized deep learning SR models, excelling 
in both image clarity metrics and visual quality. 

    The remainder of this paper is structured as follows: in 
section II, we define a detailed mathematical SR model. 
Section III, offers an overview of the advancement of the 
most cutting-edge SR techniques applied on natural and CT 
scan fields. In section IV, we present a detailed description 
of our proposed DRAFN highlighting its innovative features 
and methodologies. The obtained findings from our research 
are reported in section V and in section VI, we state our 
conclusion. 
 

II.  SUPER RESOLUTION MODEL 

In processing image filed, the Single Image Super 
Resolution task seeks to recover a corresponding HR image 
from its LR counterpart. The LR image is typically the 
output of a degradation process of the original HR image. 
Mathematically, this process is formulated as [5]: 

                             ( , ) 
xLR yHR

I d I =                          (1) 
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     Where  IxLR  represents the LR image, IyHR denotes the 
input HR image or reference image. The variable d signifies 
the degradation function that transforms the HR image into 
its LR counterpart, and δ stands an associated parameter 
with the degradation process (additive noise). The 
degradation process is unavailable in a real-world 
environment, and IxLR is the only the given information 
input. Serval studies assume that the degradation of images 
in reality is influenced by various factors including blurring, 
downsampling and additive noise that should be considered 
in practical applications of image processing. Below are the 
mathematical formulations for each component of the 
degradation process. 

The blurring process can be represented as a convolution 
operation ⊗ between the HR image IyHR   and bluring kernel 
K. This is mathematically expressed as: 

                        ( )
blur

I I Kx yHR=                      (2) 

      After the blurring step, the image undergoes 
downsampling step ↓s by a scale factor s. This can be 
represented as: 

                       I I sxdown xblur=                       (3) 

The degradation process also includes additive noise, The 
degradation process also includes additive noise, which is 
typically modeled as Gaussian noise n described as follows: 

                      nxI dL oIx R wn= +                              (4) 

Combining these components, the overall degradation 
model can be expressed as [5]: 

    ( , ) ( )I D I I K s nxLR yHR yHR= =   +           (5) 

Each component plays a critical role in how images are 
processed and restored in practical applications. 
      The SR process is theoretically aimed to provide the 
inverse solution d-1 of the original degradation mapping 
function to recover the HR image from the LR version. So, 
the SR process can be described mathematically as follows 
[5]:  

   
1

( , ) ( )g I d I IxLR xLR ySR
−

=                     (6) 

 The function g represents the SR function, where d 
represents the input degradation parameters and IySR denotes 
the resulting SR value.  

The earlier conventional image SR algorithms, including 
interpolation techniques [6] enhancing the quality of a LR 
image by estimating the  newly pixel values by interpolating 
information from neighboring pixels based on multiple range 
of formultas.  While these techniques effective for basic 
upscaling, they often struggle to preserve fine details and 
introduce artifacts and demonstrate a limited enhancement in 
image detail . 

To overcome these challenges,  deep learning (DL) SR 
methods have been developed, these models have 
demonstrated superior performance on a variety of SR 
benchmarks. These techniques involve the direct acquisition 
of relationship between an LR image and its corresponding 
HR version. The deep learning-based SR reconstruction 
algorithm under consideration asserts its capability to extract 
a multitude of intricate details from a LR image, thereby 
surpassing the utility of conventional algorithms[6]. 

III. RELATED WORKS  

In this section, we briefly present several deep learning-
based SR networks that have been explored for both natural 
and medical CT scans. 

a) Natural images SR methods 

In the field of natural image SR task, various deep 
learning architectures have emerged [7], [8], [9], utilize 
CNN demonstrating their effectiveness in spatial domain 
processing, These networks excel at extracting spatial 
features from images, employing convolutional layers to 
learn hierarchical representations of image data. Generative 
Adversarial Networks (GANs) have also gained traction for 
SISR by generating HR images that are indistinguishable 
from real images; their adversarial training mechanism 
significantly enhances the realism of generated outputs as 
evidenced by several researches [10], [11]. The U-Net 
approach, originally designed for biomedical image 
segmentation, has been adapted as a diffusion model in 
SISR. Its encoder-decoder structure effectively captures 
both local and global features, making it particularly 
suitable for enhancing image resolution, as cited in various 
studies [12], [13]. Recently, several studies [ref], [ref] have 
employed the Swin Transformer architecture in their SR 
processes. This architecture has gained attention for its 
ability to capture various features while maintaining 
computational efficiency. Utilizing a hierarchical design 
with shifted windows allows it to process images at multiple 
scales effectively. This adaptability makes the Swin 
Transformer a powerful complement to traditional CNNs, 
GANs, and U-Net models in SR tasks. 

b) Medical CT  images SR methods 

In the medical field, particularly concerning CT images, 
various deep SR studies have emerged to address the 
challenges posed by limited LR CT data.  

One prominent approach [3] have explored SR methods 
based on sparse representation and dictionary learning. 
These approaches utilize pairs of LR and their 
corresponding HR image patches to train dictionaries that 
can effectively reconstruct high-quality images from low-
dose CT scans. This method is particularly beneficial for 
clinical applications where minimizing radiation exposure is 
critical 3. By leveraging sparse coding techniques, these 
models can enhance image quality while reducing 
computational costs. Some studies [1] use Enhanced Deep 
Residual Network (EDSR)  [14] which has been shown to 
outperform other SR algorithms in generating HR CT slices. 
By fusing different planes of CT studies and applying SR 
models to reconstruct a third plane, researchers achieved 
superior image quality, particularly in producing thin-slice 
images from thicker slices 2. Another effective technique 
[15] has been developed specifically for coronary CT 
angiography (CCTA). This method significantly improves 
image quality by reducing noise and blooming artifacts 
while enhancing contrast-to-noise ratio (CNR). The results 
indicate that SR-DLR provides better spatial resolution and 
object detectability compared to traditional reconstruction 
techniques, making it a promising option for clinical 
practice. A novel approach  [4] involves the use of U-Net 
architectures for mapping LR to HR images. This study 
proposed a SR U-Net that utilized paired LR and HR cone-
beam CT (CBCT) images to improve image quality. This 
method demonstrated significant improvements in 
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evaluation metrics when compared to traditional 
interpolation methods, highlighting the effectiveness of deep 
learning in reconstructing sharper images from lower-
quality inputs. 

IV. PROPOSED WORKS 

 Unlike the SR-based CNN and GAN methods 
discussed earlier, which typically extract features at a one 
scale. In this paper we propose a novel deep learning model 
specifically designed for Chest CT images SR called Deep 
Residual Attention Fusion Network (DRAFN). Our 
approach integrates Hierarchical multi-scale with attention 
mechanisms, significantly enhancing the feature extraction 
process from (LR) images.  

 The workflow of the suggested model is illustrated in 
Fig.1. the proposed approach can be categorized into three 
principal elements: (1) Primary Feature Extraction Module, 
(2) Deep Feature Extraction Modules, and (3) 
Reconstruction Module.  

 In the Primary Feature Extraction Module, we employ 
3×3 convolutional filters with the Rectified Linear Unit 
(ReLU) activation function. This initial module is designed 
to extract 64 shallow features from the input sequence of 
lower-resolution images. The set of 64 shallow features is 
then transmitted to the Deep Feature Extraction Module, 
where more robust features are extracted through a series of 
processing stages. 

The Deep Feature Extraction Module comprises six 
consecutive blocks of Residual Attention Fusion Blocks 
(RAFBs), as shown in Fig.2, each RAB consists of four 
parallel convolutional branches, utilizing different kernel 
sizes (1x1, 3x3, 5x5, and 7x7) to capture features at multiple 
scales. To further enhance feature extraction, we integrate a 
Channel Attention Module (CAM) [16] within each scale, 
accompanied by convolutional layers. This integration 
significantly augments the model's ability to focus on 
essential and informative features while filtering out non-
essential ones. Specifically, CAM emphasizes 
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Fig.1. Deep Residual Attention Fusion Network (DRAFN) for Chest CT image SR architecture. 
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interdependencies among feature channels, dynamically 
adjusting the importance of different channels based on their 
relevance. 

The 64 extracted features from the four branches are 
concatenated together and sent through a convolutional 
layer with 3x3 kernel size filters to lower the number of 
dimensions from 256 concatenated features to 64 features.    
We apply residual connections between the original input 
and the processed output. Additionally, we employ residual 
blocks as a final component to further combat overfitting 
and support deeper network training. 

  To address potential issues related to network 
degradation, we implement short skip connections that 
merge both inputs and outputs of the residual layers with 
shallow feature fusion, enriching information flow. Long 
skip connections are also utilized to integrate local depth 
features, enhancing the network's ability to capture fine 
details critical for accurate image reconstruction. 

In the Reconstruction Module, the 64 resultant features 
from the Deep Feature Modules are fed into a convolution 
layer with a kernel size of 3, producing an output size of 1 
(as we specifically address grayscale images). The feature 
map is subsequently upscaled by a scale factor of 2 using an 
upsampling layer, to produce high-quality super-resolved 
images. 

In our proposed model, the process of SR 
reconstruction is faster and easier thanks to the exclusion of 
batch normalization results in reduced complexity and a 
40% decrease in memory space occupation as stated in 
reference [14]  

V. EXPERIMENTAL RESULTS  

In this section, we provide a detailed overview of the 
implementation specifics, followed by an analysis of the 
datasets and evaluation metrics utilized in our study. then, 
we demonstrating our proposed model outperforms existing 
deep SR methods through both quantitative and qualitative 
comparison analyses. 

A. Implementation details 

The proposed methodology was implemented using 
PyTorch version 1.6, with the training and testing processes 
conducted on a Google Colab, utilizing a Tesla V4 GPU 
equipped with 16 GB of RAM. The neural network 
underwent training for a total of 30 epochs, employing a 
batch size of 16.  

We utilized the mean square error (MSE) loss, which is 
a widely recognized metric for assessing the performance of 
regression models. In the optimization process, we use 
Adam optimizer with a learning rate of 0.001 and we set 
their parameters momentum term β1 and RMSprop term β2 

empirically to 0.9 and 0.999 respectively.  These settings 
were specifically chosen to enhance both convergence speed 
and stability of our model during the training phase. 

B.  Datasets Details 

The proposed model as well as the considered SR 
algorithms was applied to   Chest CT dataset utilized for the 
purpose of training and evaluating various models of Chest 
CT scans SR task , this datasets is publicly available at [17]. 
The dataset comprises 1,000 images divided into four 
classes: one normal class and three abnormal classes, with 
80% allocated for training and 20% reserved for testing.  To 
mitigate the challenges posed by the limited dataset size, we 
implemented a data augmentation technique that enhances 
the diversity of the training dataset. This strategy 
incorporates several techniques, including random rotation, 
vertical and horizontal flipping, and cropping of the most 
informative sections of the images. 

The HR images have a size of 256 × 256 pixels with a 
single channel and the LR images were generated from the 
original HR images using bicubic downsampling with a 
scale factor of 2. 

C. Image Evaluation metrics 

     We use Peak Signal-to-Noise Ratio (PSNR) and 
Structural Similarity Index (SSIM) metrics, in addition to 
visual quality to evaluate the efficiency of all models as 
used in the deepest SR outcomes designed for Chest CT.  

D. Results  

To evaluate the effectiveness of our proposed network 
(DRAFN), which integrates residual attention and a multi-
scale feature extraction architecture, we conducted both 
quantitative comparative analyses and visual comparisons 
against classical bicubic interpolation and three advanced 
deep learning SR algorithms including VDSR[18], 
MDSR[14], and EDSR[14]. To ensure a fair comparison, all 
models were trained using the same dataset and for an 
identical number of epochs. The evaluation was conducted 
for an upscaling factor of 2, with optimal outcomes 
highlighted in bold. Additionally, the parameters for each 
network are provided in the same table. 

 The funding results clearly demonstrate that our 
network achieves superior PSNR and SSIM scores 
compared to the other methods for Chest CT SR task. 
Specifically, our network achieved an impressive PSNR of 
43.91 dB and an SSIM of 0.9988 compared to the next best 
approach, EDSR, recorded a PSNR of 42.24 dB and an 
SSIM of 0.9994. The MDSR algorithm achieved a PSNR of 
42.51 dB with an SSIM of 0.9973, while VDSR yielded a 
PSNR of 41.80 dB and an SSIM of 0.9961. In contrast, 
classical bicubic interpolation resulted in a significantly 

TABLE I. PSNR & SSIM AVERAGE VALUES OF OUR PROPOSED MODEL VS BICUBIC INTERPOLATION, VDSR, MDSR, EDSR 
AND APPLIED ON CHEST CT DATASET.  
 

SR Methods Scale Factor Parameters PSNR↑ SSIM↑ 

Bicubic Interpolation x2 / 34.50 0.9095 

VDSR x2 0.7 M 41.80 0.9961 

MDSR x2 1.7 M 42.51 0.9973 

EDSR x2 1.2 M 43.12 0.9984 

Proposed x2 2.9 M 43.91 0.9988 
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lower PSNR of 34.50 dB and an SSIM of 0.9195. 
Based on the statistical analyses conducted, it is evident 

that our proposed model significantly outperforms the other 
SR networks, demonstrating its effectiveness in enhancing 
image quality. 

Fig.3 presents a visual comparison of the mentioned 
methods in the Table .1 applied to Chest CT images, 
utilizing an upscaling factor of 2×.  We showcase the 
ground truth (GT) images alongside the results generated by 
bicubic interpolation, as well as the performances of VDSR, 
MDSR, EDSR, and our proposed model.  

To illustrate the visual superiority of our proposed 
model, we provide an enlargement of the region highlighted 
by the red rectangle, which is discernible in both normal and 
abnormal chest CT images. 

In the normal case of images, the analysis of the visual 
results highlights that bicubic interpolation results indicate 
that the reconstruction of this particular area was 
incomplete. Conversely, VDSR and MDSR results have 
shown some improvement but they are unable to achieve a 
completely accurate detailed texture representation. EDSR 
results show some improvement in this regard. However, 
our model offers accurate representation of the ground truth, 
with well-defined edges.  

Similar findings can also be seen in abnormal case, 
demonstrating its effectiveness in enhancing image quality, 
making it a valuable contribution to the field of medical 
image processing practically in telemedicine filed by 
delivering clearer images for off-site specialists, ultimately 
improving patient outcomes. These practical applications 
underscore the proposed method's significance in advancing 
medical imaging and enhancing patient care. 

   

VI. CONCLUSION  

In this paper, we introduced the Deep Residual Attention 
Fusion Network (DRAFN), an advanced CNN designed to 
improve the resolution of CT images using SR techniques. 
By integrating residual multi-scale feature extraction with 
attention mechanisms, our model effectively captures 
critical features from LR images, leading to significant 
improvements in CT scan resolution. We evaluated the 
DRAFN's performance using publicly available chest CT 
datasets and conducted extensive experiments comparing it 
to three SR techniques. The results demonstrate the 

superiority of our model, as indicated by improved PSNR 
and SSIM metrics. These findings highlight the 
effectiveness of the DRAFN for SR tasks involving chest 
CT scans, underscoring its potential to enhance diagnostic 
accuracy and patient care. 
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Abstract— This study explores the use of Phonocardiogram 

(PCG) signals for diagnosing cardiovascular disorders and 

introduces a robust system for automated PCG signal 

segmentation and classification. It proposes a new framework 

for segmenting and classifying the PCG signal by dividing it 

into regions corresponding to S1, systole, S2, and diastole, and 

classifying these regions as either normal (healthy) or abnormal 

classes. To achieve this, the system employs Hidden Markov 

Models (HMM) combined with Gaussian Mixture Models 

(GMM) for modeling the four regions classes corresponding to 

class normal of PCG signal and the four regions corresponding 

to class abnormal. Feature extraction is conducted using 

Discrete Wavelet Transform (DWT). Performance evaluation 

using the PASCAL Classifying Heart Sounds Challenge 

database highlights the system's efficiency. The results showed 

that four-state Hidden Markov Models (HMM), combined with 

two-component Gaussian Mixture Models (GMM) and the 

Logarithmic Wavelet Energy (LWE) descriptor using a Db2 

mother wavelet with a decomposition level of 7, achieved the 

best performance. of 93.68%. 

KEYWORDS— Segmentation, PCG signal, features extraction, 

gaussian mixture model, hidden markov model, Logarithmic 

Wavelet Energy (LWE), classification, Toolkit HTK 

I.  INTRODUCTION 
Cardiac activity has long been the subject of a number of 

studies, including cardiologists first test of their patients, and 

heartbeat auscultation through an ordinary stethoscope. The 

beating sequence can be monitored using electrocardiogram 

(ECG), phonocardiogram (PCG), which monitor the 

electrical, audible and blood flow characteristics of heart 

beat respectively [1]. 

Among the different modalities mentioned above, PCG is 

the oldest method for the analysis of the heart sound signal 

because of its favorable features that include easy to cost-

effectiveness and operate [1]. 

Heart sounds result from certain processes occurring in the 

heart muscle, such as closing of a valve or tension in the 

chordae tendons. The main normal heart sounds are the first 

heart sound (S1), which is produced by the vibrations 

resulting from the closing of the tricuspid valve and the 

mitral valve. It corresponds to the beginning of ventricular 

contraction and the end of diastole and precedes the rise of 

the carotid artery pulse. The second heart sound (S2) is the 

sound of the semilunar valves closing in the end of the 

contraction phase of the right and left ventricles. The third 

heart sound (S3) can sometimes be normal, but it may also 

be pathological, while the fourth heart sound (S4) is always 

considered pathological. Heart sounds can be described 

according to their intensity, pitch, location, type, and timing 

in the heart cycle. 

Automated heart sound analysis begins with segmenting first 

and second heart sounds to identify systolic and diastolic 

regions, enabling reliable classification of pathologies. This 

process, focused on phonocardiogram (PCG) signals, has 

been extensively studied over the past decades. 

The segmentation and classification of biomedical signal has 

been studied in [37], in which the authors have proposed the 

segmentation and the classification of the surface EMG 

signal for Parkinson’s Disease Based on HMM Modeling. 

In the present work, we propose to apply the Hidden Markov 

Models HMM to model separately the S1, systole, S2 and 

diastole segments of the Normal class PCG signal from those 

of the Abnormal class during the training phase. This 

discrimination of normal and abnormal region class models 

facilitates the decision on the class of the PCG signal during 

the testing and diagnostic phase.  
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The remainder of this paper is organized as follows. In  

section 2, we present the related work. We introduce the 

proposed approach and details each algorithm step, in the 

section 3. Section 4, demonstrates the experimental results 

and discussion. Section 5 highlights conclusions and 

perspectives concerning future work. 

II.  RELATED WORK 
 

Most studies on heartbeat sounds classification focus on the 

pattern recognition approach, which involves three main 

steps: first, segmentation of PCG signals; second, extracting 

distinctive features for the PCG classification task; and third, 

building a mathematical model to classify healthy and 

pathological heartbeat sounds. 

The identification of positions of the fundamental heart 

sounds (FHSs) is a first step in the automatic classification 

of heart sound recordings. A lot of different approaches to 

heart sound segmentation have been presented in the past 

using techniques such as: Expert Frequency-Energy Based 

Metric [2], high frequency signatures [3], multi-level 

wavelet coefficient features [4], Deep Recurrent Neural 

Networks [5], mel-frequency cepstral coefficients (MFCCs) 

and deep neural network (DNN) [6]. In addition to the above 

studies, many other researchers have also contributed to 

automated segmentation of heart sounds based on the 

envelope from the PCG. For example, Hilbert transform 

(HT) [7], [8]using S-transform, [9] using Homomorphic 

filtering and K-means clustering, [10] empirical mode 

decomposition (EMD) Wavelet transformation (WT) 

algorithm with Shannon energy (SE), [11] using Short-term 

log energy, [12] using sound energy, [13] using lung sounds 

entropy. Other approaches include algorithms based on 

statistical models such as hidden Markov models. In 

research, [14] [15] (DDHMM) [16], [17] method addressed 

the segmentation of noisy heart sounds using a HSMM and 

wavelet transform (WT), extended with the use of logistic 

regression for emission probability estimation. The present 

findings confirm that all those studies discussed before in 

matter of the segmentation of PCG signal, show clearly the 

predominance of envelop method and the probabilistic 

models. The second step involves feature extraction, 

wherein each signal is converted into a feature vector or 

sequence of feature vectors extracted from segmented 

regions. These features serve as input for the classifier. 

Wavelet transform is the widespread and the efficient one 

that applied in signal processing to obtain the information 

which are applied in many applications.  Some studies in this 

field [18], In [19] [20] [21] [22] [23]. 

The final step is classification, aiming to choose a suitable 

classifier capable of making correct decisions based on the 

extracted features. In heartbeat sounds classification, 

commonly used methods include neural networks (NN) [24]. 

Milani et al. [25]applied deep learning techniques for heart 

sound classification tasks; however, this remains 

challenging due to the absence of a large authoritative open 

heart sound dataset. Li et al. [26]introduce a novel method 

for heart sound classification, utilizing enhanced mel-

frequency cepstrum coefficient features and deep residual 

learning. Saracoglu et al. [27] employed an unconventional 

approach by fitting a Hidden Markov Model (HMM) to the 

frequency spectrum extracted from entire heart cycles. 

Hidden Markov Models (HMM) have been utilized for 

pathology classification in Phonocardiogram (PCG) 

recordings, as discussed in reference [28]. Wang et al. [29] 

utilizing Hidden Markov Models (HMM), the classification 

of Phonocardiogram (PCG) recordings has been carried out. 

This work makes several key contributions to the 

classification of Phonocardiogram (PCG) signals. First, it 

exploits the advantage of wavelet decomposition, which is 

particularly well-suited for extracting impulsive features 

from the different regions of PCG signals, namely S1, 

systole, S2, and diastole. Second, it adapts Hidden Markov 

Models (HMM) for the automatic segmentation and 

classification of PCG signals. The idea was inspired by the 

work [37]. HMM is recognized as an effective tool for 

modeling state transitions in signals, making it ideal for 

supervised cardiovascular classification tasks [33]. Third, 

the proposed approach is rigorously evaluated using the 

PASCAL Classifying Heart Sounds Challenge database, 

achieving high performance based on standard evaluation 

metrics. Finally, the methodology incorporates a structured 

process with distinct learning and testing phases: the 

learning phase focuses on modeling the four PCG regions, 

while the testing phase evaluates the classification system's 

performance, using extracted discriminative parameters to 

differentiate between the two primary classes. 

III. HIDDEN MARKOV-BASED SEGMENTATION 

AND CLASSIFICATION SYSTEM 

A.  Database 
 

In order to test our methods, we used the PASCAL 
Classifying Heart Sounds Challenge database [31]. Two 
database were provided for this method. Dataset A, it was 
obtained from the general public via the iStethoscope Pro 
iPhone app. Dataset B, it was obtained from a clinical trial in 
hospitals using the digital stethoscope DigiScope. To 
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evaluate this work, only 621 cardiac cycles “beat” including 
204 pathological cardiac cycles were used (see table I). then, 
each cycle was resampled to 16kHz. This segmentation and 
registration are performed using the PRAAT software [35]. 
All of these files are divided into two sub-databases. The 
first is used for the learning phase (70% heartbeat sound 
signal) while the second is used for the testing phase (30% 
heartbeat sound signal). In addition, we assigned to each 
sound file, a labeling file containing a transcription on the 
class of the heart sound. Each of these files takes the same 
name of the sound file with the extension 'lab'. These 
transcript files are used in the class modeling step and the 
system evaluation step. 

TABLE I.   DISTRIBUTION OF DATA IN TRAINING AND TESTING DATASETS. 

Classes Normal Abnormal 

Number 417 204 

Test/Train 121/296 58/146 

B. Proposed System  
 

The hidden Markov Models have been used in several 

speech recognition systems implemented using the HTK 

toolbox [30] which was designed to segment the speech 

signal into several levels such as phoneme, word or sentence 

using respectively HMM model, lexical model and grammar 

model. Hence, the speech signal can be transcribed into 

sequence of phonemes using their trained HMM models, or 

into sequence of words using their phonemes decomposition 

described in dictionary, or into sequence of sentences using 

grammar models that describe the constraints of the 

acceptable sentences.  

In this work, we use the HTK toolbox for segmenting the 

PCG signal on their components S1, Systole, S2 and 

Diastole. where each one is modeled with HMM models 

used to classify them on classes normal and abnormal. 

This system consists of a learning and a testing phase. Each 

phase requires an acoustic analysis step to extract relevant 

features for this task. So, split the dataset into two sets with 

70 percent for training and 30 percent for testing [31]. The 

following figure show the block diagram of an automatic 

classification system. 

The training phase consists to modelling each class by an 

HMM of ��ܛ܍ܜ�ܜ ,; Each state is modeled by a GMM with ���ܛܖ��ܛܛܝ .The reestimation of the features of the HMM 

models are implemented by an algorithm named the Baum-

Welch algorithm. The application of this algorithm is carried 

out using the HErest command of the HTK box [32].  

In the segmentation and classification phase, the HVITE 

command from the HTK tool uses the trained HMM models 

along with the constraint model (language model) to 

transcribe each input sequence of feature vectors into a 

sequence of classes (S1n, Sysn, S2n, and Diasn) or a 

sequence of classes (S1an, Sysan, S2an, and Diasan). It also 

detects the boundaries of these segments  [͵ʹ]. Following 

this, a classification decision is made for the PCG signal by 

evaluating the class of the obtained sequence, which is 

classified as either AN (Abnormal) or N (Normal). 

Generally MFCC coefficients are widely used for this task. 

But MFCC representation requires a large vector of 

dimensional features. More specifically, we propose to apply 

an acoustic analysis by wavelets [33].  

 

Fig. 1.  An automatic segmentation classification system of PCG signal 

based on HMM models. 

C. WCC feature extraction  

Our method is based on extracting a type of coefficient 

called wavelet cepstral coefficient (WCC) with low 

dimensionality of the features vector. Figure 2 shows the 

flowchart of DWE, LWE and WCC extraction method 

[33],[36].  

Fig.2.   Principle of calculation of the WCCs coefficients, DWEs and 

LWEs features extraction with hamming windowing. 

D. Performance evaluation  

To assess the performance of the classification task, criterion 
is taken into account: accuracy (����ࡷࢀ). The Acc is defined 
in Equation (1) and is utilized to assess the detection of PCG 
signal normal or abnormal by means of the HRESULTS 
command in the HTK tool [32]. 
 Accuracy  ��� ு்� = �−�−ௌ−ூ�                                     (1) 

where N denotes the total count of segment labels in the 

reference transcriptions of PCG signals, D represents the 

number of labels removed, S indicates the number of labels 

substituted, and I refer to the number of labels inserted. 
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IV. Experimental results 

A. Experiments 

The HMM-based approach, as proposed, was employed to 

automatically segment and classify PCG signals. 

Subsequently, this section details the performance 

evaluation tools used to objectively compare the 

segmentation and classification results. Following that, an 

experimental setup is executed to determine the optimal 

configuration for the segmentation and classification system. 

Classification results are included, and these results are 

compared with those from state-of-the-art methods 

documented in reference [33]. 
 

This expertise was carried out as part of the PASCAL 

Classifying Heart Sounds Challenge database, as referenced in 

[31]. 

B. Results and Discussion 

 Performance comparison of the descriptors 

In this section, we present the evaluation results of the LWE 

(Log Wavelet decomposition-based Energy) descriptor for 

classifying PCG signals. We conduct a performance analysis 

and compare it to the DWE descriptor and the WCC 

descriptor. Throughout this experiment, our objective is to 

identify the optimal parameter configuration that maximizes 

the accuracy (����ࡷࢀ). 

this section, we describe a series of experiments conducted 

to identify the optimal framework configuration that delivers 

the best performance. These experiments aim to pinpoint the 

optimal parameters for the HMM, including the number of 

states and the number of Gaussian components. 

Four experiments are conducted sequentially: 

 to assess and compare the performance of the 
DWE, LWE, and WCC descriptors; 

 to determine the ideal duration for the window 
size; 

 to identify the optimal combination of mother 
wavelet and decomposition level; 

 to analyze the performance outcomes of our 
framework and make comparisons with results 
obtained from other existing state-of-the-art 
methods. 

 To comprehensively assess the performance of our method, 

we conducted the first experiment, varying the number of 

HMM states (�࢙�࢚�࢚ࡿ), the number of Gaussians for GMM 

modeling ( �Gaussian ), and different levels of wavelet 

decomposition ( ୡ୭m୮ୣୢࡸ ). We selected the 'db2' mother 

wavelet with a 20ms window size, as suggested in [33] for 

PCG pattern recognition. In the second experiment, we 

employed the best descriptors with their optimal parameters 

from the first experiment to study the effect of window 

duration. Subsequently, we examined the optimal wavelet 

configuration. Finally, we conducted a comparative analysis 

with state-of-the-art methods. 

 Optimal configuration of the system 

This section is dedicated to outlining the experimental setup 

used to determine the most effective configuration for our 

system. It involves assessing the performance of the 

proposed HMM method on two signal types: PCG signals 

from healthy subjects and PCG signals from abnormal 

subjects.  

For each descriptor, we systematically varied the number of 

states in each experiment, using �8 ,7 ,6 ,5 ,4 ,3 ,2) =࢙�࢚�࢚ࡿ, 

9, 10,11,12), as well as the number of components in GMM 

modeling with �Gaussian= (1, 2, 3, 6, 12, 24, 48). The window 

size is set to a fixed 20 ms, and the mother wavelet selected 

is 'db2'  with a decomposition level of ୣୢࡸୡ୭m୮ =7 [34]. The 

results obtained are provided in Table II, which illustrates 

the optimal configurations regarding the number of 

Gaussians (�Gaussian) and the number of states (�ௌ௧�௧�௦) for 

each wavelet descriptor, including DWE, LWE, and WCC. 

The results presented in Table II asserts better performance 

of wavelet descriptors, which achieve a best accuracy for the 

number of the Gaussians equal to 2 and number of the stat 

equal to 4. However, the top-performing descriptor is LWE, 

with an accuracy of 90.23%. The next best candidate, with a 

lower accuracy, is DWE, which still outperforms WCC. 

Consequently, in the subsequent sections, we select the LWE 

descriptor with a configuration of 4 states and 2 Gaussians. 
 

TABLE II. PERFORMANCE COMPARISON OF ���ு்� FOR DWE, LWE, AND 

WCC FEATURES USING 'DB2' AND ࡸୈେM= 7, WITH AN WINDOW SIZE OF 

20MS, CONSIDERING THE OPTIMAL HMM PARAMETERS, �GAUSSIAN, AND �࢙�࢚�࢚ࡿ. 

 The impact of window size 

After selecting the LWE descriptor, this section explores the 

appropriate analysis frame duration. The goal of this study is 

to investigate performance improvements while taking into 

account the advantages of suitable wavelet analysis for PCG 

signals. To achieve this, we vary window size using the 'db2' 

wavelet. The other parameters are set as follows: the number 

of Gaussian Mixture Models (�Gaussian) is 2, the number of 

 DWE LWE WCC �8 4 8 ࢙�࢚�࢚ࡿ �Gaussian 3 2 3 ����ࡷࢀ ሺ%ሻ  88.51 90.23 89.66 

760 FT/Boumerdes/NCASEE-24-Conference



 

states (�࢙�࢚�࢚ࡿ) is 4, and the decomposition level (ୣୢࡸୡ୭m୮) 

is set to 7 for the LWE descriptor. 

Table III displays the accuracy values (���ு்�) for various 

window size. The best performance is achieved with a 

window size of 30ms, resulting in ���ு்�values of 93.68%. 

TABLE III.  COMPARISON OF PERFORMANCE IN ���ு்�  FOR THE LWE 

DESCRIPTOR USING 'DB2' FOR DIFFERENT ANALYSIS FRAME DURATIONS. 

 50ms 40ms 30ms 20ms ����ࡷࢀ ሺ%ሻ 87.93 85.80 93.68 90.23 

 Optimal Mother Wavelet and decomposition Level 

This part of the study aims to select the optimal order of 

mother wavelets within its family for an analysis frame 

duration of 30ms, a number of GMM (�Gaussian) equal to 2, 

a number of states (�࢙�࢚�࢚ࡿ) equal to 4, with a decomposition 

level ranging from 1 to maximum level.  

In this study, we consider the following wavelet families: 

Daubechies (Db1, Db2, ..., Db8); Coiflets family (Coif1, 

Coif2..., Coif5); and the Symlets (Sym1, Sym2, ..., Sym8). 

The ���ு்�values and �ୢୣୡ୭m୮are reported in Tables IV,V, 

and VI for each of the three wavelet families, respectively. 

The obtained results highlight the robustness of the proposed 

approach in terms of Acc value. In particular, we also 

observe that the 'db2' wavelet with a decomposition level of ୣୢࡸୡ୭m୮= 7 leads to the maximum ���ு்� = 93.68%.This 

latter result demonstrates an improvement in performance in 

terms of accuracy compared to the performance of LWE, as 

indicated in table II. 

TABLE VI.  THE PERFORMANCE IN TERMS OF ���ு்� (%) AND OPTIMAL ࡸୈେMFOR FEATURES FOR LWE USING THE DAUBECHIES WAVELET 

FAMILY 

Daubechies db

1 

db

2 

db

3 

db

4 

db

5 

db

6 

db

7 

db8 

30

ms 

ܘܕܗ܋܍܌� ࡷࢀ���� 3 5 6 3 4 7 7 2 86.

21 

93.

68 

92.

53 

89.

66 

91.

43 

90.

23 

89.

08 

91.

38 

TABLE V.  THE PERFORMANCE IN TERMS OF ���ு்� (%) AND OPTIMAL ࡸୈେMFOR FEATURES FOR LWE USING THE SYMLETS WAVELET FAMILY 

Symlets Sy

m1 

Sy

m2 

Sy

m3 

Sy

m4 

Sy

m5 

Sy

m6 

Sy

m7 

Sy

m7 

30

ms 

ܘܕܗ܋܍܌� ࡷࢀ���� 3 4 3 4 5 6 2 1 87.

36 

93.

10 

89.

66 

88.

51 

89.

66 

89.

08 

89.

66 

89.

66 

TABLE VI: THE PERFORMANCE IN TERMS OF  ���ு்� (%) AND OPTIMAL ࡸୈେMFOR FEATURES FOR LWE USING THE 

COIFLETS WAVELET FAMILY 

Coiflets Coif 1 Coif 2 Coif 3 Coif 4 Coif 5 

30ms �85.06 90.23 91.38 90.80 88.51 ࡷࢀ���� 1 3 5 4 4 ܘܕܗ܋܍܌ 

From these results, Daubechies wavelet of decomposition 

level of 7 and order 2 give the preferable ���ு்�(93.68%) 

(see table II). Also, this latter experiment was implemented 

using the Symlets and the Coiflets wavelet families (table 3, 

4 respectively). The Symlets wavelet with level 2 and order 

2 gives the highest ���ு்� of 93.10% inside her families. 

Also, the Coiflets with level 5 and order 3 gives the best 

value of ���ு்�equal to 91.38%.  

We can conclude from these experiments that LWE features 

gives the best performance results in the low order and high 

level (order 2 with level 7), whatever the type of the wavelet 

family (Daubechies, Symlets or Coiflets). 

V.  Conclusions 

The classification and diagnosis of diseases play a crucial role 

in clinical practice. This paper presents a new system 

designed to address the classification problem of 

cardiovascular diseases. The proposed system based on 

wavelet analysis utilizes the HMM modeling for segmenting 

the PCG signal on S1, Systole, S2, and Diastole and 

classifying the signal on classes of Normal (Healthy) and 

abnormal. The results demonstrate that the HMM-based 

system achieved high classification accuracy for segmenting 

the PCG signal on S1, Sys, S2, and Dias regions, as well as 

for overall signal classification, making it well-suited for 

clinical applications. The proposed system yields improved 

results, achieving an accuracy of 93.68% using the LWE 

with Db2 and level 7. Our proposed method exhibits strong 

detection capabilities suitable for clinical applications, 

making it a valuable tool for the analysis of recorded PCG 

signals. 

In future research, we plan to assess the reference system 

using a larger dataset. Additionally, the LWEs will be tested 

in various noise environments to evaluate their robustness 

against noisy PCG signals. 
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Abstract— Medical imaging has become an indispensable tool 

in diagnosing various diseases. Traditionally, medical image 

analysis heavily relies on manual interpretation. However, with 

the advent of deep learning techniques, automated image 

classification has emerged as a powerful tool. In this work, we 

utilized the VGG16 architecture to develop a medical image 

classification model capable of detecting brain tumors and 

pneumonia. To enhance accessibility and portability, the models 

was implemented on a Raspberry Pi4. A user-friendly graphical 

interface was developed to facilitate the visualization and 

interpretation of results. The model was trained on a 

comprehensive dataset and evaluated using standard performance 

metrics like accuracy, precision, and F1-score. The results 

demonstrated the model's ability to accurately classify medical 

images. This project highlights the potential of deep learning and 

embedded systems to revolutionize medical image analysis. By 

enabling rapid and accurate diagnosis, this technology can 

significantly improve patient care and healthcare outcomes. 

Keywords— Medical image, Deep learning, VGG16, Brain 

tumor, Pneumonia, Classification. 

I. INTRODUCTION 

Diagnosis and treatment of diseases have become 
essential thanks to medical imaging, which provides detailed, 
non-invasive visualizations of the human body's interior. 
However, the increasing volume of medical image data has 
created an urgent need for efficient methods for their analysis 
and evaluation. 

The field of medical imaging has undergone significant 
changes in recent years due to major advancements in deep 
learning and computer vision. Medical imaging and artificial 
intelligence now play a key role in the treatment of various 
diseases [1]. 

Recent advancements in machine learning, particularly in 
deep learning, present significant opportunities to improve 
medical image segmentation and classification through the 
provision of more precise and reproducible automated analysis 

tools. Deep learning is currently receiving considerable attention 
for its application with extensive healthcare data. 

Deep learning is a powerful machine learning technique that 
involves training artificial neural networks with multiple layers 
to learn complex patterns from data. This approach has 
revolutionized various fields, including speech recognition, 
object detection, and many others. Training can be supervised, 
where the model is trained on labeled data, or unsupervised, 
where the model learns patterns without explicit labels [2]. 

In today's world, medical specialists are inundated with vast 
amounts of data. The human capacity to analyze and process this 
data is limited, leading to potential fatigue and reduced 
efficiency in patient care. A significant portion of this data, 
approximately 90%, consists of medical images that require 
careful analysis for accurate diagnosis and treatment planning. 
The increasing demand for medical image analysis has opened 
up significant opportunities for the development of innovative 
healthcare solutions [3]. 

To achieve these objectives, we bridge two fields: medicine 
and artificial intelligence. We propose the VGG16 architecture, 
based on deep learning, to classify images in our dataset into two 
classes for each database: "Pneumonia" and "Normal" for the 
pneumonia dataset, "Yes" and "No" for the brain dataset. 

The primary goal of medical image classification is to 
automatically categorize images into different classes or groups 
based on their visual characteristics and the information they 
contain. This enables healthcare professionals to diagnose 
diseases more quickly and accurately, identify anomalies, and 
monitor treatment progress [4]. 

Enhanced Diagnosis: By classifying images, specific 
elements like tumors or fractures can be detected, accelerating 
the diagnostic process. 

Treatment Monitoring It allows for the comparison of 
images over time to evaluate the efficacy of a treatment. 
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Research and Development: Classification can be used for 
research, helping to identify patterns or common characteristics 
in groups of images. 

Machine Learning and AI: Machine learning techniques, 
especially convolutional neural networks (CNNs), are at the 
heart of modern medical image classification, enabling deeper 
and more accurate analysis [4]. 

II. RELATED WORKS 

In this section, we will present some research works on 
medical image classification: 

Amelia Ritahani Ismail et al. [5] proposed the VGG16 
architecture, renowned for its ability to extract important 
features. The model has demonstrated effectiveness in 
identifying anomalies in medical images, particularly in the 
context of brain tumor datasets. Evaluation metrics such as 
sensitivity, specificity, and F1-score highlight the model's ability 
to accurately distinguish between various medical image 
diseases. Notably, the VGG-16 model has shown promising 
results in predicting brain tumors. The Brain Tumor MRI dataset 
yielded significantly superior accuracy compared to the 
imbalanced Alzheimer's dataset. This underscores the 
significant impact of dataset characteristics and complexity on 
model performance. 

Yogesh Kumaran et al [6] suggested an integrated deep 
learning approach was proposed, leveraging pre-trained 
models—VGG16, ResNet50, and InceptionV3—within a 
unified framework to enhance diagnostic accuracy in medical 
imaging. The method specifically targets lung cancer detection, 
utilizing images resized and standardized for optimal 
performance and consistency across datasets. The proposed 
model achieved an impressive accuracy of 98.18%, with notably 
high precision and recall rates across all classes. This significant 
improvement underscores the potential of integrated deep 
learning systems in medical diagnostics, offering a more 
accurate, reliable, and efficient means of disease detection. The 
model demonstrated exceptional performance in terms of 
precision, recall, and F1-scores across three categories: Benign, 
Malignant, and Normal cases, solidifying its potential as a 
reliable diagnostic tool. 

Chiranjibi Sitaula et al [7], explored a novel attention- 
based deep learning model, incorporating VGG-16, to diagnose 
COVID-19 using chest X-ray (CXR) images. By employing an 
attention module, the model captures spatial relationships 
between regions of interest (ROIs) within CXR images. 
Additionally, the integration of a specific convolutional layer 
(the 4th pooling layer) from the VGG-16 model further enhances 
the model's ability to perform fine-tuned classification. The 
promising classification performance achieved by this proposed 
method suggests its suitability for COVID-19 diagnosis using 
CXR images. 

Haoyan Yang1 et al [8], designed a novel method for crop 
variety identification, using peanuts as a case study. Traditional 
image processing techniques for peanut variety identification 
often rely on extracting numerous features, which can be 
subjective and lack generalization ability. To address these 
limitations, the study improves the VGG16 deep convolutional 
neural network and applies it to the identification and 

classification of 12 peanut varieties. Experimental results 
demonstrate the effectiveness of the improved VGG16 model in 
accurately identifying and classifying peanut pods of different 
varieties, confirming the feasibility of convolutional neural 
networks for crop variety identification and classification tasks. 
This research holds significant promise for exploring similar 
applications in other crop varieties. The successful improvement 
of the VGG16 model highlights the potential of convolutional 
neural networks in the field of crop variety identification and 
classification. 

III. VGG16 

 
VGG16 is a widely used deep learning architecture 

introduced by Oxford University [9]. Figure 1 illustrates its 
prominent architecture, composed of 16 weight layers, 13 
convolutional layers (Conv.), and 3 fully connected (FC) layers. 
VGG16 utilizes small 3x3 convolutional kernels with a stride of 
one on all convolutional layers. Max pooling layers follow each 
convolutional layer. The network is designed to process fixed- 
size 224x224 images with three colors channels. 

The first two fully connected layers have 4096 channels, 
while the final FC layer has 1000 channels, corresponding to the 
number of classes in the ImageNet dataset. The output layer is a 
softmax layer, which assigns a probability to each class for the 
input image. 

VGG16 [9], like other pre-trained models, demands 
significant training time if initialized with random weights. To 
mitigate this, Convolutional Neural Networks (CNNs) often 
leverage transfer learning (TL). TL involves adapting a model 
trained on one task to a related task. In this context, a CNN 
model is trained on a similar problem with the same input type 
but potentially different output classes. For instance, VGG16 is 
trained on the ImageNet dataset, which comprises numerous 
real-world object images. 

 

Fig. 1. VGG16 architecture 

 

 

 

IV. MATERIALS AND METHOD 

A. Evaluation metrics 

 

This section outlines various metrics used to assess the model 

developed for classifying tumor brain and pneumonia, these 

metrics provide a comprehensive understanding of the model’s 
accuracy, reliability, and diagnostic ability. Which includes the 

number of true positive (TP), false positive (FP), true negative 

(TN), and false negative (FN) predictions [6]. 
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TABLE I. DISCRIPTION EVALUATION METRICS 
Indicator Description Equation 

Accuracy Measures the overall correctness 

of the model and is defined as the 

ratio  of  correctly  predicted 

observations to the total 

observations 

Accuracy �� + �� 
= �� + �� + �� + �� 

Precision Measures the accuracy of positive 

predictions. It is defined as the 

ratio of true positive predictions 

to the total predicted positives 

 

 �� + �� = ݊�ݏ���ݎ� �� 

Recall Indicates the ability of the model 

to find all relevant cases within a 

dataset. It is defined as the ratio of 

true  positives  to  the  actual 
number of positives 

 

 �� ������ = �� + �� 

F1 score Is the harmonic mean of precision 

and recall it is particularly useful 

when the class distribution is 

uneven. The score takes both false 

positives and false negatives into 

account and is a better measure of 

the incorrectly classified cases 

than the Accuracy Metric 

2 ∗ �� �1 = 
2 ∗ �� + �� + �� 

B. Materials 

For this project, we used a set of equipment that has the 

following characteristics: 

TABLE II. MATERIALS USED IN THE PROJECT 

 

TABLE III. DATABASE DISCRIPTION AND RESULTS 
 

 X-ray MRI 

Pneumonia Normal Yes No 

Presecion 0.94 0.95 1 0.99 

Recall 0.98 0.88 0.99 1 

F1 score 0.96 0.92 1 1 

Accuracy 0.9964 1 

Number of Images 2846 2065 

 

 

 

V. IMPLEMENTATION AND RESULTS 

A. RESULTS 

After following the previous steps, we tested the pre-trained 
model using images to perform classification. The figure.2 
presents the obtained results. 

 

X-ray images MRI images 
 

 

Device Model 

Implementation model Raspberry Pi 4 B, 2GB Ram 

Screen 7-inch LCD touch screen HDMI for 
Raspberry ultra-clear resolution of 
1024x600 

Battery For alimentation of raspberry and LCD 
screen 12V 11A 

 

C. DATABASE 

For this study, we used two datasets: one for brain tumors and 

the other for pneumonia. The first dataset contains 1085 'YES' 

images (with tumors) and 980 'NO' images (without tumors), 

while the second dataset contains 992 'Normal' images and 

1924 'Pneumonia' images. Both datasets were obtained from the 

open-source platform Kaggle/dataset [10] [11]. 

The classification model demonstrates very strong overall 

performance with high precision (0.94) and recall (0.94). It 

appears to be particularly effective at detecting cases of 

pneumonia (F1-score of 0.96) but shows a slight decrease in 

recall for normal cases (0.88), indicating that some normal 

cases are incorrectly classified as pneumonia. Nevertheless, the 

high scores demonstrate that the model is well-balanced and 

reliable for this classification task. About MRI data The model 

exhibits very good performance on the classification task, as 

evidenced by the classification report. All major performance 

metrics, such as precision, recall, and F1-score, are very close 

to 1.00 for both the "no" and "yes" classes. Furthermore, the 

overall accuracy of the model is 100%, meaning that all 

predictions made by the model are correct. 

 

 

 

 

 

 

Fig. 2. Classification results 
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B. IMPLEMENTATION 

This section is dedicated to the implementation of an image 
classification solution using the VGG16 model, along with its 
deployment on the Raspberry Pi 4 microcomputer using the 
obtained model. Subsequently, we will define the selected 
criteria to evaluate the performance of this model. Finally, we 
will analyze the results obtained by implementing the VGG16 
model on a Raspberry Pi and The graphical user interface (GUI) 
will be used to display the results. 

In this work, we used the VGG16 architecture to train 
different datasets and selected the best model to perform our 
tests. We upload the selected image via a USB device to the 
Raspberry Pi and perform image classification with the 
materials used as shown in the figure3. 

 

Fig. 3. IMPLEMENTATION on Raspberry PI4. 

 

The developed interface is shown in the figure (4). The 
button“Select image” allows us to select the image that will be 
classified. While the click on the button” classification” will do 
the classification task according to the VGG16 architecture. 

 

 

Fig. 4. Graphical Interface. 

 

VI. DISCUSSION 

The objective of this study was to develop a medical image 

classification model using the VGG16 architecture to detect 

brain tumors and cases of pneumonia. The accuracy of these 

classifications is crucial for providing reliable diagnostic tools 

that can assist healthcare professionals in making informed 

decisions. 

Tumor brain detection : 

 Avec une précision de 99.68%, le modèle montre une 

très haute fiabilité dans la détection des tumeurs 

cérébrales. 

 The model's low False Positive and False Negative 

rates indicate excellent performance, as evidenced by 

the minimal number of incorrect predictions. This 

suggests that the model is well suited for 

generalization to new data. 

Pneumonia Detection : 

 Une précision de 94.29% est indicative d'une capacité 

solide du modèle à différencier les images de 

poumons atteints de pneumonie des poumons sains. 

Even with a slightly lower accuracy, this model can be 

extremely useful for screening pneumonia, helping to reduce 

diagnostic errors and accelerate the diagnostic process. 

The results highlight the VGG16 architecture's strong 

performance on MRI images, particularly those depicting brain 

lesions. The somewhat lower accuracy on chest X-rays may be 

attributed to greater variability within this dataset or to subtle 

distinctions between healthy and diseased lungs, increasing the 

complexity of classification tasks. 

 

VII. CONCLUSION 

In technology, deep learning plays a very important role in 

image segmentation. The various studies confirm that 

applications of deep neural networks in the task of medical 

image classification. 

The Raspberry Pi implementation has proven that 

embedded systems can be effectively used for medical image 

classification. This portable solution holds immense promise 

for rapid diagnostics, especially in resource-constrained clinical 

settings and it can be easily transported like an instrument. 

In conclusion, this project will serve as application in using 

deep learning for classification of tumor brain and pneumonia 

detection in fast way by implementation, this application can be 

used to create reports and automate processes. 
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