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Welcome to the 1st National Conference on Electronics, Electrical Engineering, 

Telecommunications, and Computer Vision (C3ETCV’23), held at the Faculty of Technology, 

University M’Hamed Bougara of Boumerdes, Algeria, on November 06th, 2023.

This conference serves as a dynamic platform for researchers, engineers, and scientists to 

converge and share their latest advancements and research findings in the expansive realms of 

Electronics, Electrical Engineering, Telecommunications, and Computer Vision. The aim is to 

foster a collaborative environment that stimulates the exchange of ideas and innovations, 

ultimately contributing to the growth and evolution of these rapidly evolving fields.

The conference encompasses three distinct tracks, each delving into specialized domains:

Track 1: Electronics and Electrical Engineering This track encompasses a diverse range of 

topics, from Embedded & IoT systems to Power Electronics, providing a comprehensive 

exploration of contemporary challenges and breakthroughs in the field. 

Track 2: Telecommunications With the pervasive influence of Telecommunications in our 

interconnected world, this track dives into Wireless Communications, Smart Grids, 5G 

Communication Networks, and more. 

Track 3: Computer Vision In the era of Artificial Intelligence, Computer Vision plays a pivotal 

role. This track delves into Artificial Intelligence, Signal and Image Processing, Bioinformatics, 

and Machine Learning. The conference provides a stage for experts to showcase their work in 

creating intelligent systems that can perceive and interpret the visual world, with applications 

ranging from healthcare to multimedia.

topics covered in this conference. The papers presented here reflect a wealth of knowledge, 

spanning from theoretical foundations to practical applications, and we are confident that they 

will inspire further exploration and innovation.

We also express our sincere appreciation to the organizing committee, reviewers, and the 

Faculty of Technology at the University M’Hamed Bougara of Boumerdes for their unwavering 

support in making this conference a reality.

Thank you for being part of C3ETCV’23.
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Dr. Hadjira BELAIDI 
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Algeria 

A multi-agent system (MAS or "self-organized system") is a 
computerized system composed of multiple interacting intelligent 
agents. It can be divided to many different sub-systems as shown in 
Fig.1.  An agent is a computer system that is embedded in a given 
environment and has the ability to function autonomously within that 
environment in order to accomplish its intended goals.  

One agent can play one or more roles. All agents coordinate with 
subsystems. Interactions among agents can be ensured via 
communication network or internet. Whereas, the role of the smart 
agent determines the part of the system in which can receive and 
send the data.  Therefore, all agents coordinate with each other 
inside the same sub-system and with the other agents out of the sub-
system via the management agents. 

The concept ‘agent’ has been integrated in a number of technologies 

and has been largely used in several fields; for the reason that MAS 
converts a centralized control system into a distributed control 
model at a component level 

This presentation focuses on the applications of MAS in different 
fields in general and especially in Robotics and smart grids. Most 
descriptions approve that an agent is fundamentally a special 
software/hardware component that has some intelligence and 
autonomy that provides an interoperable interface to an arbitrary 
system and/or cooperates with some clients and other agents in 
pursuit of its own agenda. Hence, the communication between the 
agents and MAS is among the possible challenges for implementing MAS 
in the industry. 

MAS!diagram
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Abstract— In this paper, a dual-band monopole antenna for 

sub-6GHz 5G applications is presented. Based on a double T-

shaped ring patch, the proposed antenna is made up of two rings 

that are T-shaped, generating two separated bands: the lower at 

the resonant frequency of 3.55 GHz with fractional bandwidth of 

38.5 % (i.e., 3.05 GHz-4.40 GHz), and the higher at the resonant 

frequency of 6.55 GHz with fractional bandwidth 22.17 % (i.e., 

6.05 GHz-7.50 GHz). Note that the additional ring can control the 

second operating band without impacting the first band. This 

compact antenna, of size 22.5 x 23 mm2 (�.���� × �.���� ), 

exhibits a good performance in terms of impedance matching and 

high fractional bandwidth, providing omnidirectional pattern 
radiation properties over the desired operational frequency bands. 

Keywords—dual-band, T-shaped, antenna, 5G, Sub-6GHz. 

I. INTRODUCTION  

With the development of wireless communication 
technologies, the fifth generation (5G) communication 
technology has emerged as the leading development trend in 
recent years [1], mainly because of its high data rate, high speed, 
low latency, increased capacity, and connectivity [2]. From the 
allocated 5G frequency bands, the telecommunications industry 
places a high priority on the sub-6GHz band [3], because it 
meets the current data rate requirements in Gbps and wider 
coverage area, making it compatible with the requirement of 
Internet-of-things (IoT) devices that demand reliable coverage 
in smart applications [4]. Designing 5G systems presents new 
challenges and, as critical parts, the need for enhanced antennas 
with excellent performance such as low-profile properties, high 
fractional bandwidth, and ease of integration, are in high 
demand [1] [5] [6]. 

In this paper, the design of a new compact dual-band 
monopole antenna is presented. It starts with a single T-shaped 
ring patch to cover the N77 (i.e., 3.30 GHz-4.20 GHz) and N78 
(i.e., 3.30 GHz-3.80 GHz) bands (called “Antenna I”). Then, a 
second T-shaped ring was introduced in order to create another 
band that covers the 6GHz 5G candidate (6.425-7.125 GHz) 
without interfering with the first band (“Antenna II”). With a 
size of 22.5 x 23 mm2 (0.47 ! × 0.49 !) and a thickness of 1.62 

mm, the antenna provides omnidirectional pattern radiation 
properties over the desired operational frequency bands. 

II. DESIGN AND ANALYSIS OF THE PROPOSED ANTENNA 

Fig. 1 shows the design evolution of the proposed monopole 
antenna while Fig. 2 shows the geometry of the proposed dual-
band double T-shaped ring patch antenna along with its 
dimensions. This antenna is connected to 50Ω microstrip line 
and printed on a 1.62 mm thick FR-4 substrate with relative 
dielectric permittivity "# of 4.3 and a loss tangent (tan δ) of 
0.017. The geometric dimensions are reported in table I.  

To demonstrate the performance of the proposed structure, 
the input reflection coefficient of Antenna II is compared to 
Antenna I. As shown in Fig. 3, Antenna I resonates at 3.49 GHz 
with a minimum reflection coefficient of −24 dB and a −10 dB 
impedance bandwidth from 3.03 GHz to 4.52 GHz, then after 
introducing the second T shaped ring, Antenna II achieved dual-
band operation noticing that the lower band is not affected by 
the additional T shaped ring. Antenna II resonates at 3.50 GHz 
and 6.48 GHz with good impedance matching and –10 dB 
fractional bandwidth of 38.5 % (3.05 GHz-4.40 GHz) and 22.17 
% (6.05 GHz-7.50 GHz), respectively. 

 
Fig. 1. The design evolution of the proposed antenna. 
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Fig. 2. Geometric structure of the proposed double T shaped patch ring 

monopole antenna (Antenna II) 

TABLE I.  DETAILED DIMENSIONS OF THE PROPOSED ANTENNA 

ws w1 w2 w3 w4 

22.5 15.2 8.6 7.5 3.25 

ls l1 l2 l3 l4 

23 6.5 5 2.7 2 

wf lg g n1 n2 

3.17 8.5 0.3 1.3 0.8 

 
Fig. 3. Simulated input reflection coefficient of the proposed dual-band 

double ring T shaped monopole antenna. 

Next, the effect of the strip widths n1 and n2 are discussed. 
Fig. 4-a shows the effect of increasing n1 from 0.8 mm to 1.8 
mm on the input reflection coefficient: both the lower and higher 
resonant frequencies are moved toward the higher frequency, 
while the input reflection coefficient at lower resonant 

frequency is improved whereas at the higher resonant frequency 
is reduced. Fig. 4-b depicts the effect of increasing the parameter 
n2 from 0.4 mm to 1.2 mm on the input reflection coefficient: 
the higher resonant frequency moves toward the higher 
frequency with reduced impedance matching, while the lower 
resonant frequency remains almost constant. 

 
(a) 

 
(b) 

Fig. 4. Input reflection coefficient of the proposed antenna 
(a) n1 is varied, (b) n2 is varied. 

 

To better comprehend how the antenna functions, the surface 
current of antenna II at 3.50 GHz and 6.45 GHz are shown in 
Fig. 5. Many nulls can be detected in the upper band compared 
to the lower band since the antenna operates at the fundamental 
mode at the first frequency and higher order modes at the higher 
frequency with the lower wavelength. Also, this figure shows 
the antenna parts that fixe the resonant frequency. It can be seen 
that the current concentrates at the outer ring and is almost zero 
at the inner ring on the lower band, whereas at the higher band, 
the current concentrates on both the inner and outer rings. 
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Hence, the outer T shaped ring's dimensions have an impact on 
the two bands. But mainly control the lower band, whereas the 
inner T-shaped ring has only control over the higher band. 

The simulated two dimensional (2D) representation of the 
far field radiation patterns at 3.50 GHz and 6.55 GHz in both E-
plane (φ = 90°) and H-plane (φ = 0°) are shown in Fig. 6. From 
this figure, we can see that the antenna exhibits almost broadside 
omnidirectional radiation pattern at 3.50 GHz, with maximum 
realized gain of 1.62 dBi and directivity of 3.24 dBi. Whereas, at 
6.55 GHz, the radiation pattern is nearly omnidirectional. The 
achieved gain at this operating frequency is around 0.63 dBi and 
the directivity is of 2.39 dBi . Note that the difference between 
the gain and directivity is due to the high radiation loss. The 
simulated 3D radiation patterns are illustrated in Fig. 7. 

 

 
(a) 

 
(b) 

Fig. 5. The current distribution of the proposed antenna at 
(a) 3.50 GHz, (b) 6.55 GHz. 

 

 
(a) 

 
(b) 

Fig. 6. Simulated radiation patterns of the proposed Antenna at, 
(a) 3.50 GHz (b) 6.55 GHz  
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(b) 

Fig. 7. Simulated 3D radiation patterns of the proposed Antenna. 
(a) Pattern at 3.50 GHz (b) pattern at 6.55 GHz. 

 
TABLE II.  PERFORMANCE COMPARISON OF THE PROPOSED 

ANTENNA WITH EXISTING WORKS (*: SIMULATED, **: MEASURED) 

Works fr 

(GHz) 

10 dB 

FBW 

(%) 

RL 

(dB) 

Gain 

(dBi) 

Size (mm2) 

[7] (**) 
0.912 22.7 27 NM 66 x 80 

(0.37 ! × 0.45  !) 2.45 28.6 19.2 NM 

[8] (**) 
3.74 13.4 46 1.23 30× 30 

(0.68 ! ×  0.68 !) 5.1 16.9 28 1.57 

[9] (**) 
3.5 5.7 22 1.76 14 × 14 

(0.27 ! × 0.27  !) 5.8 6.9 32 3.32 

[10] (**) 
0.938 11.7 21 NM 61 × 41 

(0.36 ! × 0.24  !) 1.75 4.3 26 NM 
This work 

(*) 
 

3.50 38.5 25.3 1.62 22.5 x 23 
(0.47 ! ×  0.49 !) 6.48 22.2 30.9 0.63 

fr: Resonant Frequency, FBW: Fractional Bandwidth, RL: Return Loss And NM: Not 

Mentioned. 

In Table II, the performance of the proposed antenna is 
compared to similar works, showing that the suggested antenna 
outperforms most of such works in terms of high fractional 
bandwidth. Despite the fact that [9] and [10] have a smaller 
footprint, their FBW does not exceed 12%. Even though the 
antenna described in [7] has a high FBW, its radiation pattern 
in the high band is not omnidirectional since the main lobes are 
pinched. Furthermore, the antenna in [8] exhibits an 
omnidirectional pattern in both bands, but its size is still much 
larger than that of the proposed work. 

III. CONCLUSION 

In this paper, a novel dual-band monopole antenna is 
presented. This antenna consists of double T shaped rings, 
interfering each other and providing dual-band response namely, 
3.05 GHz-4.40 GHz and 6.05 GHz-7.50 GHz. This later can be 
controlled independently by the parameters of the inner T-
shaped ring without influencing the lower band. The simulated 
results of the compact antenna (22.5 23 mm2) are promising 
with wide bandwidth and good impedance matching. Further, its 
omnidirectional patterns make the proposed antenna attractive 
for sub-6GHz 5G applications. 
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Abstract— Recent years have witnessed a significant 

increase in the use of telecommunication technologies in the 

medical field especially through medical telemetry. This 

practice, which may be conducted by implementing a medical 

device in the human or animal body, allows to monitor its vital 

signs and collect data which can be used to diagnose its health 

state. This work proposes the design of a narrow-band antenna 

operating in the MICS band (Medical Implant Communication 

Service) for wireless telemedicine. The proposed antenna 

resonates at 404.5 MHz with a reflection coefficient of -52dB 

and a bandwidth of 2.25MHz. Simulation showed promising 

results with regard to the use of gallium arsenide in the 

antenna substrate as well as the utility of hexagonal and 

circular slots in obtaining smaller resonating frequencies.  

Keywords— Miniaturization, pifa, Implantable medical 

telemetry devices, Microstrip Antenna, Implantable healthcare 

technology  

I. INTRODUCTION  

An antenna is a basic component of any electronic 
system that depends on free space as a propagation medium. 
It may be defined as an electromagnetic transducer, used to 
convert, in the transmitting mode, guided waves within 
transmission lines to radiated free-space waves, and in the 
receiving mode, free-space waves to guided waves [1]. There 
are several types of antennas such as: wire, aperture, 
microstrip, array, reflector, and lens antennas [2]. Among all 
of these types, microstrip antenna may have been the one 
with the most design variations in terms of feeding method, 
shape and architecture. 

The microstrip patch antenna first came into existence 
around the 1970s, approximately two decades after the first 
microstrip antenna was proposed by Deschamps in 1953 [3]. 
It has a simple design which consists of a radiated patch 
component, a dielectric substrate and a ground plane. The 
radiated patch and ground plane are usually a thin layer of 
copper or gold which are good conductors. In recent years, 
microstrip patch antennas have been widely used due to their 
favorable characteristics. These include being lightweight, 
conformable, electrically thin, and cost-effective [1]. A large 
number of commercial needs are met by the use of microstrip 
and printed antennas. These include the ubiquitous Global 
Positioning System (GPS), Zigbee, Bluetooth, WiMAX, Wi-
Fi applications, 802.11a,b,g, medical telemetry and others 
[4]. 

The mains limitations of microstrip antenna are its 
narrow Bandwidth, lower Gain and weak radiating pattern. 
Improving these limitations have been a challenging task for 

researchers as achieving a good design would relax system 
requirements and improve the overall system performance 
[1]. 

Implantable antennas are vital components in the field of 
biomedical technology, enabling wireless communication 
and telemetry monitoring. These antennas must be compact, 
biocompatible, and designed to function effectively in the 
challenging environment of the human body. Ongoing 
research in implantable antennas is focused on optimizing 
their performance, size, and safety to advance the capabilities 
of implantable medical devices. 

This paper proposes the design of a microstrip inverted-F 
antenna with a very narrow band that does not interfere with 
other RF applications. Its bandwidth is still limited to the 
MICS band (Medical Implant Communication Service). 

The paper is structured into several sections. The second 
section offers a concise overview on the design of proposed 
antenna. Following that, Section III presents the simulations 
and results of the proposed antenna and comparative study of 
existing relative antennas. Finally, the paper concludes with 
a summary of the findings. 

II. ANTENNA DESIGN 

Figure 1 illustrates the structure of the proposed antenna. 
The antenna is rectangular in shape and comprises a ground 
plane, a dielectric made of high permittivity gallium arsenide 
(εr=12.9, h=14.5 mm), and a patch. It is comprised of three 
hexagonal slots and eight circular slots, each with a radius of 
1.2 mm. The antenna is fed by a coaxial cable with a 
dielectric constant of εr= 2.1. 

 

Fig. 1.  The proposed antenna  a) side view 
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The design approach is based on reducing the number of 
slots with different shapes on the rectangular patch, including 
hexagons and circles. This helped us minimize the antenna 
size and achieve resonance at lower frequencies, with the 
addition of a shorting pin. Subsequently, we selected the 
best-performing design. The antenna dimensions can be 
found in Table 1. 

 

 

 

Fig. 1.  The proposed antenna  b) top view 

TABLE I.  OPTIMIZED PARAMETERS OF THE PROPOSED ANTENNA. 

Parameter Value(mm) Parameter Value(mm) 

L1 28.00 L19 1.00 

L2 21.5 L20 9.62 

L3 26.86 L21 4.12 

L4 18.10 L22 9.60 

L5 13.43 L23 3.00 

L6 17.05 L24 12.83 

L7 6.45 L25 5.97 

L8 5.43 L26 3.62 

L9 3.95 L27 2.00 

L10 5.50 Lf 4.53 

L11 9.32 Ls 2.00 

L12 9.60 D1 2.4 

L13 3.00 D2 1.4 

 

The patch height is 1.6 mm. A higher-permittivity substrate 
is employed to maintain antenna biocompatibility and to 
create a separation between the metal radiator and human 
tissue, as illustrated in Figure 2. The high-permittivity 

dielectric is used to reduce the effective wavelength and, 
consequently, lower the resonance frequencies. 

 

Fig. 2.  3D model of the proposed antenna 

III. SIMULATION RESULTS AND DISCUSSIONS 

After completing the design phase of the proposed 
antenna, we analysed the simulated results, including the 
return loss (S11 parameter), 2D radiation patterns, and 3D 
radiation patterns. The following waveforms illustrate the 
simulated results of the antenna. 

A. Return Loss 

Figure 3 displays the simulated return loss versus frequency 
plot of the proposed microstrip patch antenna obtained using 
HFSS software. It is evident that the designed antenna 
exhibits a return loss value of -52 dB at its resonant 
frequency of 404 MHz. 

 

Fig. 3.  Return loss vs Frequency 

At -10 dB, the designed antenna exhibits a bandwidth of 2.25 
MHz, ranging from 403.31 MHz to 405.56 MHz (BW: 
0.56%), which covers the MedRadio frequency range, as 
illustrated in Figure 3. 

B. Radiation Pattern 

 A radiation pattern defines the variation of the power 
radiated by an antenna as a function of the direction away 
from the antenna. Figure 4 and Figure 5 show the 2D and 3D 
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radiation patterns, respectively. In these figures, red 
corresponds to φ = 90 degrees, and blue corresponds to φ = 0 
degrees 

 

Fig. 4.  2D radiation pattern of the proposed antenna 

C. Feed Point Position Performence 

The impact of varying the feed positions on the performance 
of the designed antenna is illustrated in Figure 6. As 
depicted, it influences the return loss (S11) values and causes 
a slight shift in the resonant frequency. 

 

Fig. 5.  3D polar plot of the proposed antenna 

 

 

Fig. 6.  Effect of feed position variations on return loss 

D. Effect of Shorting Pin Placement Variations 

Figure 7 clearly demonstrates that the shorting pin's position 
plays a crucial role, impacting both the return loss values and 
the resonance frequency shift. 

 

Fig. 7.  Effect of shorting pin position variations on return loss 

E. Effect of Substrate Thickness 

Figure 8 reveals that varying substrate thicknesses have a 
significant impact on the bandwidth results and lead to slight 
changes in the resonant frequency. In the proposed antenna, 
the selected substrate thickness yields the highest 
performance compared to all other thickness values. 

 

Fig. 8.  Effect of substrate thickness variations 

The concentrated electric field distribution, as depicted in 
Figure 9 at 404 MHz, offers valuable insights into the 
intricate nature of our antenna's performance. This 
concentrated field emphasizes the essential role played by 
the specific geometric shapes of hexagons and circles in our 
antenna design, particularly in achieving optimal 
performance within the Medical Implant Communication 
Service (MICS) band. The focused energy around these slots 
signifies their significance in shaping the antenna's radiation 
characteristics, underscoring the importance of these design 
elements for successful wireless communication in the 
context of implantable medical devices.  
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Fig. 9.  The electric field distribution at 404  .5  MHz with logarithmic 
scale 

TABLE II.  COMPARISON OF THE PROPOSED ANTENNA WITH 

RELEVANT EXISTING ANTENNAS. 

Ref Resonant 
Frequency 

(MHz) 

Return 
Loss(dB) 

Gain(dB) 

[5] 405 -33.16 -41.03 

[6] 404 -12.01 -45.04 

[7] 403 -21.77 ------ 

This 
work 

404.5 -52 -22.28 

 

IV. CONCLUSION 

This research contributes to the design of a novel 
Microstrip Planar Inverted-F Antenna intended for use in 
Implantable Medical Telemetry Devices. Simulation was 

conducted using HFSS software. The primary objective of 
this study was to design a narrow-band antenna operating 
within the MICS band (Medical Implant Communication 
Service) at the 404.5 MHz frequency, catering to medical 
applications. A comprehensive parametric study was 
performed to assess its performance, including substrate 
thickness, dielectric material, feed position, and shorting pin 
placement, all analysed with HFSS software. 

The proposed antenna exhibits a notable return loss of -
52 dB and a narrow bandwidth of 2.25 MHz, aligning 
precisely with the MICS frequency band. Furthermore, the 
utilization of gallium arsenide as the dielectric material in the 
antenna design demonstrated significant improvements in 
antenna performance when compared to other dielectric 
materials. These findings highlight the potential of gallium 
arsenide for enhancing antenna efficiency and suitability for 
implantable medical telemetry applications. 
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Abstract—: This study explores the application of the VGG16
convolutional neural network for accurate fire detection, par-
ticularly in forest fire scenarios, using images and videos. The
urgency of timely fire detection, given the significant threats to life
and property, underscores the importance of this research. Lever-
aging transfer learning, VGG16 is fine-tuned with a comprehen-
sive dataset, including forest fire data. The model demonstrates
outstanding performance, with high accuracy in recognizing fire-
related patterns, especially within forest landscapes. Key aspects
of this research involve pre-trained weights, deep architecture,
and data augmentation to enhance generalization. The proposed
methodology not only provides an effective fire detection solution
but also holds promise for applications in forest fire monitoring,
where drones can offer critical imagery and data for improved
situational awareness and response coordination.

Index Terms—: Fire Detection, Forests, VGG16, convolutional
neural network,computer vision,deep learning.

I. INTRODUCTION

A. Background:

Fire, a formidable force of nature, knows no boundaries

and can wreak havoc on lives and properties with astonishing

speed,In Algeria, a nation known for its diverse terrain, en-

compassing arid deserts, lush forests, and vibrant cities, the

specter of fire looms as a perpetual challenge. The ability to

detect fires swiftly and effectively becomes a pivotal tool in

safeguarding both the environment and human lives. From the

Casbah of Algiers, a UNESCO World Heritage site [1], to the

dense cedar forests of the Kabylie Mountains, the need for

robust fire detection transcends geographical distinctions.

B. Motivation and Objective:

Recent research has shown that computer vision and deep-

learning-based techniques have achieved great success and

play a vital role in the field of fire detection. Recently,

image fire detection has become a hot topic of research. The

technique has many advantages such as early fire detection,

high accu- racy, flexible system installation, and the capability

to effectively detect fires in large spaces [2]

In the domain of vision-based fire detection, researchers

have delved into the utilization of Convolutional Neural Net-

works (CNNs) and transformers. Their investigations have

paved the way for the creation of models that are adept

at recognizing and isolating distinctive features within fire

images. These efforts have significantly propelled the evolution

of fire detection technology. [3]–[6]

This study aims to address this critical issue by harnessing

the power of deep learning, specifically the VGG16 convo-

lutional neural network architecture. The scientific problem

at the heart of this research is clear: How can we develop

an accurate and efficient fire detection system, particularly in

scenarios like forest fires

The relevance of this research lies in its potential to save

lives and mitigate property damage. Moreover, the utilization

of VGG16, known for its prowess in image analysis, offers a

robust foundation for our methodology. This article will delve

into the methods, experiments, and results that contribute to

a comprehensive solution for fire detection, with a special

emphasis on forest fire scenarios.

II. LITERATURE REVIEW:

A. Introduction to CNN for Fire Detection:

This chapter lays the groundwork for understanding the

fundamental principles of Convolutional Neural Networks

(CNN) and their application in fire detection.

Convolutional Neural Networks (CNNs) operate on the

principles of neural networks and are designed to extract

meaningful features from data, particularly well-suited for

tasks like fire detection. CNNs are composed of layers of

interconnected neurons. These layers include the input layer,

which receives the raw data, and hidden layers [7] that

progressively learn hierarchical representations of the input

data. These hidden layers transform the feature space in a way

that aligns with the desired output, making CNNs powerful

tools for complex pattern recognition tasks.

This brief explanation provides an overview of CNN archi-

tecture is explain in fig(1) [8]

1) VGG16 Architecture: VGG16 is the most commonly

used version of CNN. It has a total of 16 layers with 13

convolutional and 3 fully connected layers [8] [10]VGG16

has introduced the deeper way of designing the CNN. It uses
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Fig. 1. Simple CNN architecture

ReLU as an activation function to improve the nonlinearity in

the model, whereas the softmax function is used at the final

layers for classification [5]. The basic architecture of VGG16

is presented in Fig.2

Fig. 2. Basic VGG16 architecture

III. RELATED WORK

Yang, Li, and Zhang (2021) explored fire detection in

satellite remote sensing images, a critical application for timely

identification of fire spots. Their method, based on Landsat-8

images, incorporated a two-step process involving threshold

judgment and model-based detection. The integration of VGG

networks, transfer learning, and weighted voting resulted in

improved accuracy and robustness. Notably, their approach

achieved an 83% correct detection rate with a low missing rate

of 5%, indicating substantial progress over traditional methods.

[9]

Dua et al. (2020) presented an enhanced approach to fire

detection through deep learning models. Their study addressed

the challenges of fire detection. When compared with other

methods (Table III), their approach demonstrated a remarkable

reduction in missed detection rates and false alarm rates.

The use of CNN models, including AlexNet and GoogleNet,

yielded superior accuracy. [11]

IV. METHODOLOGY

A. Dataset Description

Our dataset was crafted during the NASA Space Apps

Challenge in 2018, with the primary aim of training a model

for image recognition, specifically to identify images depicting

fire. This dataset is valuable for those involved in fire detection

and image classification tasks. [12]

The dataset is a binary classification challenge, consisting

of ”fire images” and ”non-fire images.” ”Fire images” include

755 outdoor fire images, some with heavy smoke. ”Non-fire

images” comprise 244 nature scenes like forests, trees, rivers,

and more, This dataset, developed during a NASA challenge,

holds great potential for advancing fire detection technology

and image classification, offering opportunities for innovation

in safety and environmental monitoring applications.

B. Architectural Blueprint: Crafting a Robust Fire Detection

Model with VGG16

model architecture plays a pivotal role. The design and

configuration of the model significantly influence its capability

to identify fire occurrences accurately. In this context, we

delve into the architectural blueprint of a fire detection model,

meticulously constructed on the foundation of the VGG16

network.

1) The Core Components:

• Base Model Selection: The journey begins with the

selection of a pre-trained model. In this case, the VGG16

architecture is chosen. VGG16 is celebrated for its ex-

cellence in image classification tasks, having been pre-

trained on the vast ImageNet database. It brings a wealth

of knowledge about image features to the fire detection

model.

• Fine-Tuning Control: To adapt the VGG16 model to the

specific nuances of fire detection, a critical decision is

made. The layers of the VGG16 model are set to be

non-trainable. This choice ensures that the foundational

features learned during ImageNet pre-training remain

intact, and the model focuses on learning the nuances

of fire and non-fire images.

2) Model Composition: The fire detection model takes

shape through the sequential assembly of key components:

• Base Model Integration: The VGG16 architecture serves

as the core of the model. It processes input images with

dimensions of 224x224 pixels and 3 color channels. The

’include-top’ parameter is set to ’False,’ indicating that

the final classification layers of VGG16 are not included.

This allows for custom classification layers to be added

for fire detection.

• Flattening Layer: Following the VGG16 backbone, a

flattening layer is introduced. It transforms the multi-

dimensional output of VGG16 into a one-dimensional

feature vector. This transformation is essential for sub-

sequent classification.

• Dropout for Regularization: To prevent overfitting and en-

hance model generalization, a dropout layer is included. It

randomly deactivates a portion of neurons during training,

promoting robustness.

• Classification Layer: The final layer is a dense layer

with a single neuron. The activation function used is

sigmoid, ideal for binary classification. This neuron’s

output provides the probability of an image containing

fire.

3) Parametric Insights::

• Total Parameters: The model is informed by an im-

pressive wealth of knowledge, amounting to 14,739,777

2
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parameters. These parameters represent the weights and

biases that steer the model’s learning process.

• Trainable Parameters: While the model itself is pre-

trained and non-trainable, it is augmented with 25,089

trainable parameters. These parameters belong to the

custom layers added for fire detection.

• Non-Trainable Parameters: The bulk of the parameters, a

staggering 14,714,688, remains non-trainable, represent-

ing the pre-existing knowledge encoded within VGG16.

V. EXPERIMENTAL RESULTS

A. CNN model result

we generated a code to show a graphical representation of

our neural network model, including the connections between

layers, shapes of tensors, layer names, and data types. This

visualization can be helpful for understanding and sharing the

architecture of your model.

Fig. 3. neural network model

B. training results

In the model training process, a combination of optimization

techniques and early stopping mechanisms was employed to

achieve an accurate and efficient fire detection model. The

Adam optimizer was utilized, and the binary cross-entropy

loss function was chosen to evaluate the model’s performance.

The training was carried out over 20 epochs, during which

the model learned to distinguish fire and non-fire images with

remarkable accuracy.

The results of this training were highly promising. By the

end of the training process, the model exhibited a substantial

improvement in accuracy. It commenced with an initial loss

of 1.44 and an accuracy of 88.25% in the first epoch, and

swiftly converged to achieve a final validation accuracy of

98.99%. The validation loss, a crucial metric for assessing the

model’s generalization, also exhibited a significant reduction,

reaching a final value of 0.24. These results underscore the

model’s exceptional capability in accurately identifying fire

images, thus demonstrating its potential as a robust tool for

fire detection applications.

C. testing results

After the model was trained, a final evaluation was con-

ducted to assess its performance on the validation dataset. The

results were highly promising, with a test loss of 0.2140 and

an impressive test accuracy of 98.99%. This indicates that the

model is highly effective in correctly classifying fire and non-

fire images. The high accuracy and low loss values provide

strong evidence of the model’s ability to generalize well and

accurately detect fire in various image scenarios. These results

reaffirm the model’s potential as a robust and reliable tool for

fire detection applications, demonstrating its effectiveness and

efficiency in this critical domain.

Fig. 4. curves of the training and validation loss and accuracy

D. classification reports

Class Precision Recall F1-Score Support

0 (Non-Fire) 1.00 0.99 0.99 153
1 (Fire) 0.96 1.00 0.98 46

Accuracy 0.99 199
Macro Avg 0.98 0.99 0.99 199

Weighted Avg 0.99 0.99 0.99 199
TABLE I

CLASSIFICATION REPORT FOR FIRE DETECTION MODEL

The classification report provides a detailed breakdown of

the model’s performance in terms of precision, recall, and F1-

score for both classes (0 for non-fire and 1 for fire) based on

the validation dataset.

For class 0 (non-fire images), the model achieves a precision

of 1.00, indicating that when it predicts an image as non-fire,

it is correct 100

3
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For class 1 (fire images), the precision is 0.96, meaning that

when the model predicts an image as fire, it is correct 96

The accuracy of the model across both classes is reported

as 0.99, demonstrating its excellent overall performance. The

macro average and weighted average F1-scores are both 0.99,

reaffirming the model’s ability to effectively classify fire and

non-fire images with high accuracy and consistency. These

results highlight the model’s strong performance and its suit-

ability for fire detection applications.

E. Comparative Analysis of Image Classification Models

Model
Name

Topology Epochs Train
Acc.

Validation
Acc.

Test
Acc.

Model 1 Basic CNN 20 98.58% 100% 99.9%

Model 2 Complex
CNN

25 94.68% N/A 98%

Our
Model

VGG16 20 99.62% 98.99% 98.99%

TABLE II
COMPARATIVE ANALYSIS OF IMAGE CLASSIFICATION MODELS

In summary, Model 1 [14] appears to have very high

accuracy on both the training and testing datasets, although the

100% validation accuracy suggests potential overfitting. Model

2 [15] has lower training accuracy and lacks information

about validation accuracy. ”Our Model” achieves high training,

validation, and testing accuracies with the VGG16 architec-

ture, indicating strong performance and good generalization

to unseen data. However, it’s essential to consider factors like

the dataset size, class balance, and potential data preprocessing

when assessing the overall quality of these models.

VI. DISCUSSION

A. Analysis of Results and Implications

The table 2 presents the performance of three image clas-

sification models. Model 1 achieves remarkably high training

and testing accuracies, but a perfect validation accuracy raises

concerns of overfitting. Model 2, employing a more complex

CNN, shows a respectable testing accuracy, but the absence

of validation data suggests a need for better generalization. In

contrast, ”Our Model” using the VGG16 architecture demon-

strates robust performance, indicating that deeper architectures

can be beneficial for image classification. Implications include

the importance of model complexity, regularization techniques,

and the need for larger and more diverse datasets.

B. Strengths of the Approach

The study’s strength lies in its robust model selection,

encompassing a simple CNN and a well-established VGG16

architecture, enabling the comparison of different complex-

ities. ”Our Model” achieves high validation and testing ac-

curacies, affirming its effectiveness. Furthermore, the study’s

transparency, specifying the number of training epochs and

network architectures used, enhances reproducibility.

C. Weaknesses and Limitations

However, overfitting is a concern, notably in Model 1, ne-

cessitating better regularization methods. Additionally, Model

2 could benefit from a larger dataset to improve its perfor-

mance and assess its generalization.

CONCLUSION AND FUTURE WORKS

Overall, convolutional neural networks (CNNs) offer sig-

nificant advantages in the forests. CNNs allow advanced

analysis and processing of large amounts of data from various

sources, this offering improved object recognition, real-time

video analysis and intelligent decision-making systems. This

translates into better traffic management, more efficient pedes-

trian detection, more accurate environmental monitoring and

optimized resource allocation, this improving the quality of

life of residents.

In conclusion, CNNs offer major advantages in large spaces

like forests. Their use makes it possible to improve the quality

of life and protect the Forest wealth, by contributing to the

detection of fires, the preservation of species and a more

efficient management of natural resources.

we are planing to do in the future a AI project o test the

accuracy between machine learning and deep learning and

summarizing the result in another article with all the steps

needed
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Abstract— The coordination of directed overcurrent 

relays is a crucial part of the protective system in 

electrical power systems (DOCRs). The coordination 

between these relays must be preserved at a correct scale 

to decrease the total operating period of all primary-

relay failure scenarios in order to reduce and finally 

eliminate power losses. The coordinating of DOCR is a 

hard and fascinating issue in nonlinear optimization. 

The overall working duration of all necessary relays 

must be kept to a minimum in order to avoid too much 

breakdown and interference. In order to tackle the 

coordination problem of the DOCR, coordination is 

carried out utilizing the Evaporation rate water cycle 

algorithm (EWCA), IEEE 3-bus, 9-bus test systems are 

among the test systems to which the suggested method  

has been implemented. The Results collected 

demonstrate the suggested (EWCA) efficiency in 

reducing the relay operation time for the DOCRs' 

optimum cooperation. 

Key words. : Evaporation rate water cycle algorithm 

(EWCA); time dial setting (TDS); plug setting (PS); DOCRs; 

optimal coordination. 

I. INTRODUCTION 

Due to the world's increasing renewable sources, fast 
depletion of fossil fuel sources, and rising costs, alternative 
energy sources are gaining popularity [1]. Hope abounds for 
meeting the growing electricity consumption through the 
utilization of renewable energy sources. Because of this, the 
quantity of distributed generation (DG) integration into the 
existing power grid is growing substantially, giving birth to 
the revolutionary idea of microgrids. Traditional power 
plants are fuelled by fossil fuels, which are non-renewable 

and one of the major drivers of environmental harm. Energy 
generated by microgrids has the potential to be clean, 
sustainable, and socially beneficial [2]. In rural regions that 
face high transmission and delivery costs, such as hilly    
regions, tiny islands, and other distant locales, microgrids 
can also be an economical way to fulfill the requirements for 
energy [3]. Significant protection issues are prompted by the 
complexity and variations in control and operation between 
microgrids and conventional grids. It is advised that the 
reader look at publications [4] and [5] that describe the 
protection concerns discussed by DG integration. The 
overcurrent relay has long been a long-time, dependable 
protection method employed in distribution systems (OCR). 
The paradigm change from traditional grids to microgrids, 
however, also affects how the OCR protection system is 
coordinated. Additionally, there are impacts on how the 
primary and backup protection system functions together 
[7]. Several scientists have created several protection 
measures to meet the problems brought by the running and 
monitoring strategy of microgrids. 
As a corollary, using optimization strategies to coordinate 
DOCR has recently gained attention. The DOCR settings 
are adjusted using two design features, the Time Multiplier 
Settings (TMS) and the Plug Setting (PS). Deterministic 
techniques are unable to find the most suitable solutions 
because of the greater sophistication of the existing 
electrical networks and the associated large number of 
restrictions and design factors. In contrast, cos of their 
stochastic nature, metaheuristic algorithms have a high 
chance of obtaining optimal or highly optimal solutions [8]. 
A number of applications, like PID tuning [9], estimation of 
pv solar variables [10], segmentation techniques [11], 
tracking the maximum power point [12], etc., have recently 
been addressed using metaheuristic algorithms. Numerous 
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works used metaheuristic algorithms to resolve the DOCR 
problem as a result of their success: A few metaheuristic 
algorithms that have been used also include Enhanced 
Firefly Algorithm[13],Biodiversity Based Optimization[14], 
Harris hawk Optimization[15], Continuous Particle Swarm 
Optimizer[16], Hybrid Whale Optimization[17], New-
rooted Tree Algorithm[18], and Modified Electro-magnetic 
Field Optimization Algorithm[19].  
In this work, a recent population based optimizer named the 
Evaporation rate water cycle algorithm (EWCA) [20] is 
employed for the DOCR optimization problem. The 
proposed EWCA was tested in a 3- bus system and a 9-bus 
test system which have been widely considered in many 
works. The obtained results prove the efficiency  and  
competitivness of the Honey badger algorithm compared to 
other existing techniques in the literature. 

. 

II. PROBLEM FORMULATION 

 

The formulation of the directional overcurrent relay problem 
is provided as an optimization problem in the present 
research work. This entails reducing the total of the working 
times of the primary relays for various fault positions on the 
system under consideration. This may be stated numerically 
as [8]: 

                         (1)   
 

Tpri  is the operational time of relay Ri , W represents the 
weight corresponding to the operating time of relay Ri and 
as the line is considered to be short and of decent length, 
weight (W=1) is utilized for all relays. The above objective 
function is subject to the following inequality and quality 
constraints: 
 

                    (2) 
 

Where Ti is the relay's operating time, and TDS and PS 
denote the time dial and plug settings, with values of 0.14 
and 0.02 respectively.  

The objective function expressed in equation (1) will be  
optimized if the following inequality conditions are met: 
 
The first limitation is linked to the primary and backup 
relays meeting coordination time interval (CTI) norms. If 
Rpr and Rbc are the primary and backup relays for the 
occurrence of a failure, and Tpr and Tbc are the operating 
time of the primary and buckup relay respectively,   then the 
restriction may be expressed as follows : 
 

                              (3) 
 
Where CTI stands for time interval coordination between 
primary and buckep relays. It is set to a value of  0.2s for 
digital relays and 0.3s for electromechanical relays. 

Moreover,  the time dial  setting (TDS) and plug setting(PS) 
limitations of relays are given as an inequality restriction as 
illustrated below: 
 

                           (4)  
 

                    (5) 
 

Where TDSmin , TDSmax ,PSmin and PSmax are the minimum 
and maximum values of the time dial settings and the plug 
settings of relay Ri. The values of TDSmin  and TDSmax has 
been set as 0.025 and 1.2, respectively. 

The suggested method was implemented using 
MATLAB R2018a running on a Windows 10, 64-bit 
platform with an 8 GB RAM Core i5 computer and applied 
to the optimal coordination issue of DOCRs in two 
reference systems : 3-bus and 9-bus systems to demonstrate 
its better performance to previous similar algorithms. The 
obtained results are compared with other optimization 
algorithms. 

 

III. EVAPORATION RATE WATER CYCLE 
ALGORITHM 

 

EWCA is a population-based metaheuristic algorithm 
motivated by the hydrologic cycle. Evaporated water falls 
back to earth and is taken into the sky as rain. Individuals 
(raindrops) are formed at random between the upper and 
lower borders. The objective function is then used to 
evaluate all people. The best one is chosen as the sea, while 
the other outstanding people are chosen as rivers. The rate of 
flow volume for each stream may be calculated using the 
following equation based on the objective function value 
[20]. 

                (6) 

The other individuals can be evaluated from the below 
equation. 

                                (7) 

                                       (8) 

 
The following equations can be used to calculate the 
intensity of flow streams that directly flow to rivers or the 
sea. 

      (9) 

                                      (10) 

Where Msr refers to stream numbers 
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The location of the new streams and rivers can be given 
bellow. 

              (11) 

              (12) 

            (13) 

where rand is an amount ranging from 0 to 1, K is a value 
ranging from (1,2), and their total equals 2. If there is a gap 
separating the sea and the river dmax, the evaporation and 
rainfall phases have begun. The new flow location may be 
calculated using the following equation. 

             (14) 

where UpB and LoB are the upper and lower borders, 
respectively. The evaporation condition is also applied to the 
flow of water to the sea. The new stream location may be 
calculated using the equation below. 

             (15) 

where q is a constant that is 0.1 and the dmax value falls 
based on the equation 

                                      (16) 

Numerous rivers are incapable of shortening the distance to 
the sea. As a result, the following evaporation rate idea is 
added: 

           (17) 

 (3) 

IV. SIMULATION AND RESULTS 

 
A. 3-Bus  test system 

The IEEE 3-bus test system, as shown in Fig. 1, consists 
of one generator, three lines, six DOCRs, and six 
primary/backup relay pairs. The ideal settings for the six 
relays have to be found. The 12 control variables (TDS1-
TDS6 and PCS1-PCS6) should be set to their optimal levels 
here. The upper and lower limits for TDS were 0.05 and 1.1, 
respectively. PS sizes range from 0.1 to 2.5. A 0.2 second 
CTI min was determined, as well as CT rating and fault 
current values for the system's primary/backup relays[24]. 
Table 1 contains Relay time deal parameters, plug settings, 
and Table 2 contains the 3-bus test system operating 
timings. 

 

Fig. 1. 3 bus system. 

 
 
TABLE I.  Relay settings for the 3 bus  system. 

 
 

 

 
 
 
 
 
 
 
 
 
 

 
 

TABLE II.  Relay operation times for the 3 bus  system. 
 

 

 

B. 9-bus test system 

The nine-bus test network is used in this instance to 
validate the suggested approach [25]. The single-line 
diagram for this system is shown in Figure 2. There are 24 
relays (R1, R2,..., R24), 32 main and backup relay pairs, 12 
lines (L1, L2,..., L12), and 24 relays in total in this system 
[26]. There are 48 decision variables, or TDS1 to TDS24 
and Ip1 to Ip24, that need to be coordinated in order to set 
the 24 relays' settings. According to [25], all network buses 
and DOCRs are numbered in Fig. 2. TDS min and TDS max 
have beginning ranges of 0.025 and 1.2,  and  the maximum 
and minimum PS values are 0.05 and 2.5 respectively. 
Tables  3  include Relay  time deal settings, plug settings 
and Table 4 contains the operation times of both the primary 
and backup relays for the 9-bus test system 

Relays TDS PS 

1 0.1000 1.89140 

2 0.1000 0.7604 

3 0.1 1.5813 

4 0.1616 0.4733 

5 0.1000 0.9071 

6 0.1000   1.3058 

OF 1.39906  

Primary 
relays 

Top primary Backup relays Top backup 

1 0.2379 5 0.4378 

2 0.1718 4 0.3718 

3 0.2063 1 0.4063 

4 0.2610 6 0.4610 

5 0.3811 3 0.3811 

6 0.2406 2 0.4406 
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Fig. 2. 9 bus system.

TABLE III. Relay settings for the 9 bus system.

Relays TDS PS

1 0.0395 1.2203

2 0.0134 1.1511

3 0.0342 0.9992

4 0.0325 0.9638

5 0.0168 0.9974

6 0.0414 1.0503

7 0.0377  1.1892

8 0.0203 0.96861

9 0.0350 1.0450

10 0.0364 1.2118

11 0.0204 0.91930

12 0.0340 0.8233

13 0.0267   1.1582

14 0.0429 0.9257

15 0.0337 1.1517

16 0.0345 1.0057

17 0.0505 1.1414

18 0.0100 0.1000

19 0.0423 1.2784    

20 0.01     0.5258

21 0.0394 1.2314

22 0.0100 0.5717

23 0.0393 1.1961

24 0.0100 0.7657

OF 3.3118

TABLE IV. Relay operation times for the 9 bus system.

Primary
relays Top.pr

Backup 
relays Top.bc

0.1306 0.3317
0.1306 0.4289
0.0894 0.29207
0.1365 0.34223
0.1324 0.3390
0.0916 0.2936
0.1338 0.3690
0.1338 0.3368
0.1298 0.3334
0.1298 0.3368
0.1081 0.4096
0.1500 0.3629
0.1635 0.3656
0.1114 0.3519
0.1217 0.3221
0.1217 0.3690
0.0991 0.4052
0.0991 0.3690
0.1338 0.3336
0.1338 0.4315
0.1169 0.321
0.1169 0.4315
0.1189 0.7407
0.0176 0.3407
0.0176 0.7312
0.0297 0.3334
0.0330 0.4052
0.1038 0.4052
0.0469 0.3221
0.1306 0.3334
0.1306 0.3690

C. Results and discussion 

Tables 5 and 6 lists the outcomes of suggested EWCA and 
other algorithms. The minimal relay operation times 
achieved with the suggested approach were 1.3990 s, 3.3118
for 3-bus and 9-bus system respectively, based on 
comparison with data in the literature. It is clear from the 
comparative findings in Tables 5 and 6 that the suggested 
EWCA approach produced superior outcomes than the other 
algorithms described in the literature. Fig 3 display clearly 
the coordination times intervals between the primary and 
backup relays in the case of the 9 bus test system where the 
majority of the intervals are around 0.2s  and 0.3 s.

TABLE V. Compared results for the 3 bus test system.

Method sum(Tpr ) Method sum(Tpr )

PSO[24] 1.9258 SSA[22] 4.815

SOA[25] 1.599 MRFO[22] 4.780

AFDBA[26] 2.5287 DE[26] 2.6292

BA[26] 2.7040 EWCA 1.39906
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TABLE VI.  Compared results for  the 8  bus  test system. 
 

Method sum(Tpr ) Method sum(Tpr ) 

EWCA 3.3118 FFA [24] 6.340 

NLP 10.87 CSA [24] 5.180 

MEFO [23] 6.088 GA [24] 7.4947 

BBO [23] 4.9 HAS [24] 4.9046 

 

 

Fig. 3. Coordination time intervals between primary and backup relays (9 
bus test system). 

 

V. CONCLUSION 
 

In this study, the DOCR coordination problem is addressed 
utilizing the EWCA optimization approach , The goal is to 
reduce the total working time of all primary relays by 
selecting the TDS and PS decision variables. The proposed 
scheme can be expanded to an adaptive protection scheme 
using the advanced communication infrastructure, where the 
centralized controller first detects changes in the microgrid 
topology or DG penetration and then employs the best relay 
settings appropriate for the current system configuration. It 
has been found that the proposed EWCA technique 
performs better than other existing algorithms, Thus, it can 
provide a possible solution to the relay coordination 
problems. 
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Abstract—In order to meet one of the blind's needs, we 

thought of designing a smart bracelet that would allow this 

category of people to navigate their way through the obstacles 

of the everyday environment, so we used an ultrasound sensor, 

a vibrator, an acoustic indicator device (buzzer), an Arduino 

Nano board, and connection cables. The electrical assembly has 

been performed in parallel with the development of an operating 

algorithm, the programming of which was implemented in the 

Arduino environment. Functional verification of this smart 

bracelet prototype has been conducted under stringent and 

complex conditions to ensure trial reliability and provide an 

objective evaluation. The system gives satisfactory results with 

an average success rate of 76.8%, taking into account the first 

use of this device by the tried people and the unknown path that 

was traversed, in addition to the phobia caused by blindfolding 

the eyes. We think its use will be easier for the blind.

                Keywords— smart bracelet, Arduino Nano, 

ultrasonic sensor, Bazzer, vibrator, operating algorithm, blind.

I. INTRODUCTION 

Sensory receptors allow organisms to know and interpret 
various environmental information (acoustics, visuals, flavor, 
touch, smell, etc.). When they occur, they pick them up and 
transmit them to the brain to process, analyze, and identify 
changes in the world around them.

Unfortunately, these senses can be damaged by accidents, 
illness or birth defects, creating a barrier for the affected 
person. Visual blindness is one of the most common stresses 
encountered in our society.

The World Health Organization announced that there were 
36 million people with visual blindness in the world in 2015, 
and 173,000 people in Algeria in 2013. Over the years, this 
number has grown increasingly and represent a significant 
group in society [1].

Visual impairment and blindness pose a problem with 
daily mobility in different environments; this does not always 
meet patients’ needs. Blind people regularly encounter 
obstacles and architectural barriers that threaten their safety 
and independence, forcing them to orient themselves and 
sometimes find their destinations in complex and dangerous 
places.

Even today, despite all the advances in obstacle detection 
and 3D mapping, blind people often rely on a white cane [2]
or guide dog to help them navigate [3]. There are also modern 
technologies that use several technologies and sensors (laser, 
ultrasound, global positioning system, infrared (IR), camera, 
etc.) in order to provide blind people with the information 
necessary to locate things. 

In this paper, we focus our contribution on the design and 
implementation of an ultrasound-based smart bracelet, 
allowing blind people to enjoy life to the fullest, carry out their 
daily activities and not feel inferior and marginalized.

II. METHOD AND MATERIALS

Helping the blind was the main motivation for us to inspire 
the idea of this project, which depends mainly on the simple 
tools used and the algorithms developed in this regard, so that 
the blind can wear and use this device smoothly in daily life 
to avoid obstacles and maintain personal safety.

For this, we used an ultrasonic sensor, which detects and 
measures the distance between it and stable or moving objects, 
in order to trigger an audible and vibratory alarm of intensity 
linked to the distance detected in an interval of 80 cm. This 
system helps the blind to protect themselves and guide them 
according to the block diagram described in the following (fig. 
1):

Figure. 1. Functional diagram of smart bracelet system

The ultrasonic sensor emits mechanical waves [5], at 
frequencies higher than audible frequency [6], for sensing 
objects with mechanical wave’s echoes principle through 
which they bounce. According an algorithm, the Arduino 
NANO board microcontroller regulates the measurement of 
the distance of objects and adjusts the alertness auditory 
degree and sensory alarm signals to warn the blind person.

A. Object detection

Based on frequency, sound waves are divided into four 
groups: infrasound, audible sounds (AS), ultrasound (US), and 
hyper-sounds (HS). These groups are shown in the following 
table [5–6]:

TABLE 1. CLASSIFICATION OF ACOUSTIC WAVES.

Type Frequency

infrasound Frequency less than 20 HZ

audible sounds Frequency between 20 HZ and 20 KHz

ultrasound Frequency between 20 KHZ and 500 MHz

hyper-sounds Frequency greater than 500MHz

Object 
detection

Control and 
measurement

Signaling and 
alarm

Power source
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The process of determining an object's distance that might 
limit a blind person's movement begins by applying the 
following relationship to the speed of the ultrasound wave's 
return [6]. 

D =  !"#$
%    (1) 

The ultrasound travels through the air at a speed of 340 
m/s when traveling round-trip between the ultrasonic sensor 
and the obstruction that is duration ∆t of twice the desired 
distance. 

With molecules vibrating in the direction of energy 
propagation, sound waves are longitudinal pressure waves. 
Zones of compression and relaxation are created when the 
wave moves through. Subsequently, the ultrasound will 
experience several changes based on the characteristics of the 
material and its propagation environment, which includes the 
following. 

· Celerity « c » [5] : The celerity of an ultrasonic wave 
is the speed of propagation of this wave in the medium 
expressed in m / s: it depends only on the medium, it 
is described by the following equation 

 

c = &'
(   (2) 

With E and P are respectively the elasticity and the density 
of the studied tissue. 

 

· Acoustic impedance « Z »[5] : During propagation, 
the ultrasonic wave is subjected to more or less stress 
considerable, depending on the medium traversed 
(water, fat, muscle, bone, etc.) because each medium 
exhibits a characteristic resistance to propagation 
called the acoustic impedance Z. It is defined as 
follows 

 

Z = )* = +),-. %/    (3) 

With ρ the density and * = +,0)-. %/  the speed of the 
acoustic wave, C, is the elasticity constant appropriate to the 
type of wave. 

· Wave length « λ » [5]: The wavelength, which 
indicates the resolving power and measures the spatial 
extent of a cycle of variation, is the distance traveled 
by the ultrasonic pressure wave during a given 
amount of time. The resolutions in ultrasonography 
are millimeter-scale. Described by the relation 

λ = 1
2                 (4) 

With, c, the celerity and f the frequency. 

 

· Pressure « P » and intensity « I »[6]: At each point, 
the acoustic pressure P varies according to the 
frequency ultrasound wave. The energy delivered to 
the tissue depends on these pressure variations, which 
subject the particles of the medium to vibratory 

movements. ultrasonic energy which crosses the unit 
area perpendicularly during the unit time, It is related 
to the sound pressure by the formula: 

3 = (4
%56   (5) 

With, ) the density, c the celerity. 

· Elasticity « E »[6]: The elasticity depends mainly on 
temperature and pressure.  

 

B. Control and measurement 

The core of this system is the microcontroller of the 
Arduino Nano board, which allows us to manage and control 
the functions of the system. 

In our system, we used the HC-SR04 ultrasonic sensor 
(Fig. 2) to measure the distance of an object's presence from 
the sensor (or the blind person wearing this bracelet). The 
detection range is 2 cm to 4 m, with an accuracy of 3 mm and 
a detection angle of approximately 30 ° [7]. 

Sunlight and dark materials, like clothing, have no effect 
on this sensor, though they can be challenging to detect. [8] 

 

Figure. 2. Ultrasonic Sensor HC-SR04 [7] 

The operating principle consists of presenting a high-level 
digital pulse on the Trig input of the sensor for 10 μs, this 
sends a series of 8 ultrasonic pulses, of 40 kHz to the sensor 
transmitter, and prepares the receiver to detect the echo signal 
[9]. 

The receiver translates this signal to a high-level signal on 
the Echo sensor output (fig. 3), its duration corresponds to the 
time between the ultrasound emission and reception [10], 
which allows us to calculate the distance between the sensor 
and the object [11]: 

7 = 89 :    (6) 

Where « t » is the high signal duration received state, S 
sound speed in air: 340 m / s. 

We have: 

· S= 340 m/s = 34 000cm/1000 000 μs. 

· The signal goes back and forth, so the distance is 
worth half. 

So the relation becomes: 

7+*;- = <>?@A9B
% = C> EFG9 : H : IJ/   (7) 
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Figure. 3. The temporal diagram [7].

The following table 2 lists the specific features of the 
Ultrasonic Sensor HC-SR04 [12–13]:

TABLE 2. SPECIFICATIONS OF ULTRASONIC SENSORS HC-SR04.

Nature Characteristics 

Capture distance 2cm a 4m
Resolution (precision) 3mm
Operating voltage (input voltage) 5V
Current (input amperage) 15mA
Frequency of operation 40Hz
Measuring angle 30degrees
Effective angle 15 degrees
Trigger input signal 10μs. TTL impulsion

Dimension L x W x H 45mm x 20mm x 1mm
Weight 8.5g

C. Signaling and alarm

To alert the blind individual, we used a vibrator motor and 
an audio alarm (buzzer) whose vibration and sound 
frequencies and intensities matched the distance of the 
obstacles. We outline the implementation of electronic 
signaling and alarm circuits in this section.

a) Arduino buzzer connection:

Positive and negative pins from the buzzer component are 
connected to pins A1 on the Arduino and (-) on the battery, 
respectively (fig. 4).

· The positive (+) of the buzzer           pin A1 of the arduino.

· The negative (-) of the buzzer           pin (-) of the battery.

Figure. 4. Electric circuit of the buzzer.

b) The Arduino vibrator connection

Positive and negative pins from the vibrator component 
are connected to digital pins 3 on the Arduino and (-) on the 
battery, respectively (Fig. 5).

· The positive (+) of the vibrator    pin 3 the arduino digital.

· The negative (-) of the vibrator    the pin (-) of the battery.

Figure. 5. Electric circuit of the vibrator.

c) The overall electrical circuit

The entire electrical circuit of the hardware component of our 
research, which was performed on a test plate and simulated 
using the ISIS Proteus environment, is shown in Figs. 6 and 
7, respectively.

Figure. 6. the global electrical circuit

Figure. 7. Real global circuit.

D. System algorithm

The Arduino board's embedded microcontroller 
management program must be implemented in order for the 
hardware to function. The program flowchart we created in an 
Arduino environment is displayed in Fig. 8 and depicts the 
many phases of information and signaling management and 
control in this system.

Buzzer

HC-SR04 sensor

arduino

Vibrator
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Figure. 8. The detection and measurement flowchart.

The program is divided into three sections: the first
declares the various input and output ports, the second 
contains instructions for loops, and the final section deals with 
frequency and time delay declarations (sensor, buzzer, and 
vibrator).

III. TESTS AND RESULTS

A. The initial test

After finishing our program, we upload it to the Arduino 
board using the USB cable and compile to see if there is a 
debug error.

The first test was run using the Arduino IDE software over 
the virtual COM port's serial link. The results are shown on 
the serial monitor following implementation in the following 
figures 9, 10, 11, and 12:

Figure. 9. Outcomes for distances greater than 80cm

Figure. 10. Results for distance range from 60 em to 80 cm

Figure. 11. Results for distance range from 40 em to 60 cm

Figure. 12. Results for distances less than 40 cm

We observed that the system measures the distance as 
indicated in figure 9 after loading the program onto the 
Arduino board's microcontroller and receiving the results 
displayed above.

We thus displayed the messages at each step, changing the 
obstacle detection distance, as illustrated in figures 10, 11, and 
12, after conducting tests to verify the proper functioning of 
the various steps.

Activation of ultrasound

40 <D <60

Buzzer       ON (low)r       ON (low)

Vibrator      ON (25%)

Buzzer      ON (average)ON (average)

Vibrator      ON (50%)
Buzzer       ON (strong)ON ( ng)

Vibrator      ON (100%)

End

Start

Variable declaration

Read the echo

Calculate distance D in cm

D >80

60 <D <80
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B. Autonomous System Tests and Results   

The ultimate smart bracelet is a battery-operated, 
standalone gadget worn in the hand like a watch that makes it 
easier for blind people to get over daily barriers and 
impediments. Fig. 13 and 14 display the finished prototype. 

 

 

Figure. 13. the gadget's external view. 

 

Figure. 14. internal view of the device 

We carried out real experiments to make sure the device 
was valid for exploration and that it worked well.  

For this one, we set up a path that is full of everyday 
objects and obstacles, as seen in fig. 15, and then we test the 
device on a group of individuals who are blindfolded and vary 
in age and gender to provide credibility to the experience and 
an unbiased evaluation for this gadget. 

 

Figure. 15. The obstacle course description for the device's testing. 

We have completed the pass table 3, in order to calculate 
the pass rate of passing through objects according to the 
following formula: 

 

 !"# =
 !"#$!%&$'()*+&,'-.'-+/%!0"&/'×1223

%-%!"'()*+&,'-.'+!,,#&,/
  (8)  

TABLE 3. RESULTS OF EXPERIMENTAL TESTS. 

The following formula is used to determine the average 
amount of time Ta needed for each test: 

45' = '
46 7 87 49

9
= :;<>'? 

The following formula is used to determine the average 
success rate Sr: 

@A' = '
B6 7 87 B9

9
= ;:<C'3 

The table above shows the different people who have 
passed this validation test of our device. Observe that they are 
of various ages and genders, and that the 10-meter path is 
paved with a variety of large and small obstacles. 

We found that a person in his twenties takes 50 seconds to 
pass through, whereas a person over fifty takes two minutes 
and thirty seconds. 

The mean duration is 67.4 seconds. With an average 
success rate of 76.8%, the rate ranges from 67% for three 
individuals who are ten, thirty, and older to 100% for an 
individual who is in their twenties. 

Based on the results that were obtained, which were 
satisfactory considering that this was people's first time using 
the device, the path that was taken, and the fear associated 
with wearing blindfolds, it is anticipated that the blind will 
find this device easier to use. 

IV. CONCLUSION 

In this paper, we centered on individuals with visual 
impairments and suggested a smart bracelet prototype to 
enable them to go about their daily lives without assistance 
and without risk. 

We have adopted this system through less complicated and 
expensive means, and it consistently ensures the timely arrival 
of the right information by empowering the user to make an 
informed decision and live independently and safely. 

Through our work, we were able to gain an understanding 
of the Arduino IDE programming environment's electronic 
aspects as well as the various physical mechanisms of 
ultrasound and intelligent control systems.  

The results of the tests indicate that this prototype is 
effective, and we anticipate that it will be marketed and worn 
by the blind to give them the best and most efficient form of 
intelligent guidance. 
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This prototype has limitations even if the test results show 
that it is successful. We specifically point out the drawbacks 
of employing ultrasonic waves as they can only return to the 
sensor when they encounter large, high densely surfaces. The 
ultrasonic echo is directed by slanted surfaces to locations far 
from the sensor, where the sensor is unable to detect the echo. 
When it comes to thin and sharp things, the echo signal is 
completely lost. Low-density surfaces allow ultrasonic waves 
to travel through them, and in all of these situations, a potential 
hazard that may cause injury to a blind person is undetectable.  

We can include certain lately used technology, such GPS, 
laser sensors, digital cameras, artificial intelligence, and other 
recently used technologies, as a forward-looking view of such 
devices and to prevent such flaws in our first model. But it's 
important to consider the device's size and usability for blind 
individuals since these issues tend to discourage blind people 
from utilizing these kinds of gadgets and instead encourage 
them to rely on simpler items for everyday guidance. 
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Abstract—In this paper, we present a computational approach
based on the finite difference approximation and the Variational
Iteration Method (VIM) for solving optimal control problem gov-
erned by 1D-Heat equation with two-point Boundary conditions,
in the presence of a Scale-Invariant parameter. We first construct
the scale-invariant solutions for the one dimensional, linear heat
equation, and we prove the Dirichlet Boundary controllability
of 1D-Heat equation, and then we present our general problem
formulation. Next, we solve the problem by applying Minimum
Principe of Pontryagin, which leads to the necessary conditions
of optimality. To achieve the solution of the necessary conditions
optimality with a scale-invariant parameter using the Variational
Iteration Method (VIM), an approach is proposed. Finally we
illustrate our approach with numerical example.

Index Terms—Boundary optimal control, 1D-Heat equation,
Scale-invariant solutions, Minimum principle of Pontryagin

I. INTRODUCTION

Optimal control problem governed by partial differential

equations (PDES), particularly for heat equation have broad

applications in almost every area of modern science and

engineering, such as control of selective laser melting (SLM),

control of thermoelastic plate, and reaction diffusion optimi-

sation, etc...( see for instance [1], [2]). For optimal control

problem with boundary conditions on their importance, we

refer the reader to [3], [4].

The optimal control problem consists of finding a control

variable that minimizes a cost functional subject to a PDE.

For systems described by PDES obtaining the solution, either

numerically or analytically is a difficult task due to the

complexity of the calculations to handle.

Recently, various methods have been applied to solve opti-

mal control problem of systems governed by PDES (see for

example [5]–[7]). These methods are still not applied for heat

equation, in the presence of scale-invariant parameter, which

motivates this work. We have already worked on the time

Identify applicable funding agency here. If none, delete this.

optimal control problem in the presence of a scale-invariant

parameter, using a direct type method with total discretization

for the one-dimensional, linear heat equation (see [8]).

In this paper, we propose a numerical approach based on the

finite difference approximation and the Variational Iteration

Method (VIM) [7], [9] for solving optimal control problem

governed by 1D-Heat equation with two-point boundary con-

ditions, in the presence of scale-invariant parameter. This

method is applied to achieve optimality conditions of the

Hamilton-Pontryagin equations, which constitute the necessary

optimality conditions derived using the Minimum Principe of

Pontryagin [10].

The rest of the paper is organized as follows. In section II we

construct the scale-invariant solutions for the one-dimensional

heat equation and we prove the Dirichlet Boundary control-

lability of 1D-Heat equation, then we present our general

problem formulation. In section ?? we present our numerical

approach for solving our optimal control problem, in the

presence of a scale-invariant parameter. A numerical example

is illustrated in section IV. Section V consists of a conclusion.

II. SCALE-INVARIANT SOLUTIONS AND PROBLEM

STATEMENT

A. Construction of a scale-Invariant Solutions for the 1D-Heat

Equation

It is well-known that the one dimensional, linear heat equa-

tion has a natural scaling invariance ( see [11]). Let us denote

by y(t, x) a analytical solution, for any (x, t) ∈ R × [0, t].
Then, for any strictly positive real number Λ, the mapping:

(t, x) 7→ y(t, x,Λ) = Λy(Λ2 t,Λx)

is also a solution.

The exact analytical solution ŷ, which depends on the space

variable x, the time variable t, and the scaling parameter Λ,
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is given by ( see see the article of K. Benalia, C.l. David and

B. Oukacha [8]):

y(x, t,Λ) = y(x, t) + ε

N0
∑

j=1

1

Λ
y

(

x

Λj
,

t

Λ2j

)

,

with ε ∈ {−1,+1}, N0 ∈ N
⋆ Hence, we have:

∂y

∂t
(x, t,Λ) =

∂y

∂t
(x, t) +

ε

Λ

N0
∑

j=1

∂

∂t

[

y

(

x

Λj
,

t

Λ2j

)]

.

One builds thus an exact solution of the one-dimensional heat

equation. The dependence of this solution towards the scaling

parameter Λ, naturally leads to control problem governed by

1D-Heat equation with Dirichlet boundary condition, in the

presence of a scale parameter.

Let Ω = (0, l) be the segment of the real axis. For a time

T > 0, and for a scale-invariant parameter Λ > 0, we set

Q = Ω × (0, T ) × R
⋆
+, and K = (0, T ) × R

⋆
+. We consider

the following Dirichlet boundary control problem

∂y

∂t
(x, t,Λ) =

∂2y

∂x2
(x, t,Λ) in Q, (1)

y(x, 0,Λ) = y0(x,Λ) in Ω× R
⋆
+, (2)

y(0, t,Λ) = 0 on K, (3)

y(l, t,Λ) = u(t,Λ) on K, (4)

where y0(x,Λ) is the initial temperature at the time t = 0,

u(t,Λ) is the control variable on the the boundary condition,

in the presence of a scale-invariant parameter.

B. Controllability of (1)-(4)

The one dimensional controllability of (1)-(4) we deal with

reads as follows : Let yT (x, .) be a given function that

represents a desired state we hope to reach at a time T . The

objective of (1)-(4) is to find a Dirichlet control u enforced at

x = l satisfying :

y(x, T,Λ) = yT , in Ω× R
⋆
+ (5)

Let then f be arbitrarily given in L2(Q). Consider ϕ as the

solution of the backward heat equation














−ϕ̇−∆ϕ = f inQ ,

ϕ(0, t,Λ) = 0 onK ,

ϕ(l, t,Λ) = 0 onK ,

ϕ(x, T,Λ) = 0 inΩ× R
⋆
+

(6)

As recalled in [12], It is well known that, for every f ∈
L2(Q), there exists a unique solution ϕ to (6), with

ϕ ∈ L2
(

0, T ;H1
0 (Ω× R

⋆
+)

)

∩ C
(

0, T ;L2(Ω× R
⋆
+)

)

.

Provided that the boundary is regular enough which is assumed

from now on, the normal derivative
∂ϕ

∂x
(l, .) belongs to L2(K)

and is subjected to the stability

‖
∂ϕ

∂x
(l, .)‖L2(K) ≤ C0‖f‖L2(Q) (7)

where C0 denotes a positive constant.

Applying the transposition method [13] to problem (1)-(4), we

come up with the following variational equation:

∫

Q

y(x, t,Λ)f dx dt = −

∫

K

u
∂ϕ

∂x
(l, .) dt. (8)

The equivalence between (8) and problem (1)-(4) has been

checked for instance in [14].

The existence and uniqueness for , y ∈ L2 (Q) are direct

consequences of (7) and Riesz’ Theorem (see [15]).

As a consequence, we have: For any strictly positive real

time T , for any scale invariant parameter Λ > 0, and

for any continuous function u of L2(K), the system (1)-

(4) has a unique solution y ∈ L2 (Q) which belongs to

C
(

0, T ;H−1(Ω× R
⋆
+)

)

.

As indicated and discussed in [14] for the optimal control

problem, the point is to consider a subspace of admissible

Dirichlet controls that brings facilities in the computations.

That should be a subspace of L2 (K) that allows to define the

final observation y(T ) ∈ L2
(

Ω× R
⋆
+

)

.

Making use of a Green formula ( see [14]), we have this

other result :

For each y0 ∈ L2
(

Ω× R
⋆
+

)

, and for any scale invariant

parameter Λ > 0, there exists a control u, belonging to L2(K),
such that the corresponding solution of (1)-(4) satisfies (5).

C. Problem Statement

The optimal control problem governed by (1)-(4) consists

of finding a control variable optimal that minimize a cost

functional J(u).
In the following, we focus on optimal control problem gov-

erned by 1D-Heat equation with two-point boundary condi-

tions, in the presence of a scale-invariant parameter, which

can be formulated as follows

min
u0,ul

J =

∫ Λ2T

0

∫ Λl

0

y2(x, t,Λ) dx dt

+

∫ Λ2T

0

[

q0 u
2
0(t,Λ) + ql u

2
l (t,Λ)

]

dt,

(9)

subject to the 1D-heat equation with two-points boundary

conditions u0 and ul:

∂y

∂t
(x, t,Λ) =

∂2y

∂x2
(x, t,Λ) in Q, (10)

y(x, 0,Λ) = y0 in Ω× R
⋆
+, (11)

y(x, T,Λ) = yT in Ω× R
⋆
+, (12)

y(0, t,Λ) = u0 on K, (13)

y(l, t,Λ) = ul on K, (14)

where y0 and yT are the initial and final temperature at the

time t = 0 and t = T , respectively with a scale parameter.

The function u0 and ul are the control variables on the two-

point boundary conditions. The objective is to determine the

optimal value of control u0 and ul used at the boundaries to
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reach the final temperature yT , while minimizing the square

of temperature over the rod, in the presence of a scaling

parameter.

In this paper, To solve the optimal control problem (9)-

(14), first we transform the problem into a control problem

governed by ordinary differential equations (ODES) [16], [17],

using the finite difference approximation to discretize the

PDE (10) in space direction x to obtain a set of ordinary

differential equations, and we employ the trapezoidal rule for

the objective function (9) to obtain a weighting quadratic

objective function constituted by state and control variables

with a scaling parameter Λ. Second, to obtain the solution

of the resulting control problem, we utilize the minimum

principle of Pontryagin [10] to deduce the necessary conditions

of optimality which can be solved easily by the Variational

Iteration Method [7], [9] to get the optimal control law u0

and ul.

III. ALGORITHM FOR THE PROPOSED APPROACH (9)-(14)

The proposed algorithm for solving problem (9)-(14) can

be summarized as followings:

Step (1): Transform the 1D-heat equation with a scale-

invariant parameter (10) into a ordinary differential equation

by using the finite difference approximation.

Step (2): Transform the double integral (9) into a one

integral, by introducing the trapezoil approximation.

Step (3): Determine the necessary optimality conditions

for the an approximation of J(u0(τ), ul(τ)), by using the

minimum principe of pontryagin [10].

Step (4): Solve the Hamilton-Pontryagin equations, by us-

ing the variational iteration method to determine the successive

approximations :

yn+1
k (τ), pn+1

k (τ), k = 1, ..., N − 1

Step (5): set n = 0, y0(τ) = 0, pτ = A is a vector which

can be determined by using the boundary conditions.

Step (6): Determine the optimal control law un+1
0 (τ) and

un+1
l .

Step (7): Determine the value of J(un+1
0 (τ), un+1

l (τ)),
if |J(un+1

0 (τ), un+1
l (τ))−J(un

0 (τ), u
n
l (τ))| ≤ ǫ,

where ǫ is the desired threshold, Stop,

if not, set n=n+1 and goto step (4).

To given a clear overview of the analysis introduced above,

an illustrative numerical example of optimal control problem

have been treated and to show the efficiency of the presented

approach, a comparison of the obtained result is made with

the shooting method.

IV. NUMERICAL EXAMPLE

We take l = π, T = 3
2 , q0 = ql = 1, y0 = 0 and yT = 3

2 .

Then the optimal control problem (9)-(14), can be written as:

min
u0,ul

J =

∫ 3

2
Λ2

0

∫ Λπ

0

y2(x, t,Λ) dx dt

+

∫ 3

2
Λ2

0

[

u2
0(t,Λ) + u2

l (t,Λ)
]

dt,

(15)

subject to the 1D-Heat with scale-invariant and with two-

points boundary conditions u0 and ul:

∂y

∂t
(x, t,Λ) =

∂2y

∂x2
(x, t,Λ) in Q, (16)

y(x, 0,Λ) = y0(x,Λ) = 0 in Ω× R
⋆
+, (17)

y(x, 3
2 ,Λ) = yT= 3

2

(x,Λ) =
3

2
in Ω× R

⋆
+, (18)

y(0, t,Λ) = u0 on K, (19)

y(π, t,Λ) = ul=π on K. (20)

In practice, we choose the number of discretizations (N =5

for instance). Then we obtain the following optimal control

governed by ordinary differential equations :

min
u0,ul

J(u0, ul) =

(

Λπ

10
+ 1

)
∫ 3

2
Λ2

0

u2
0(τ) dτ

+
Λπ

5

N−1
∑

k=1

∫ 3

2
Λ2

0

y2k(τ) dτ

+

(

Λπ

10
+ 1

)
∫ 3

2
Λ2

0

u2
l (τ) dτ,

(21)

subject to






















ẏ1(τ) = ( 5
Λπ

)2
(

y2(τ)− 2y1(τ) + y0(τ)
)

,

ẏk(τ) = ( 5
Λπ

)2
(

yk+1(τ)− 2yk(τ) + yk−1(τ)
)

, k = 2..., N − 2,

ẏN−1(τ) = ( 5
Λπ

)2
(

yN (τ)− 2yN−1(τ) + yN−2(τ)
)

,
(22)

with boundary conditions

yk(0) = 0, yk(
3Λ2

2 ) = 3
2 , k = 1, ..., N − 1. (23)

Using the proposed algorithm, the obtained results can be

summarized as followings The optimal control is determined

TABLE I
DIFFERENCE BETWEEN TWO SUCCESSIVE ITERATIONS FOR DIFFERENT

VALUES OF Λ.

n (Jn
− J

n−1)
for Λ = 1

(Jn
− J

n−1)
for Λ = 2

(Jn
− J

n−1)
for Λ = 10

0 − − −

1 0.549981301 0.89289566 1,67698260
2 0.530959761 0.52335187 1,04756755
3 0.095084831 0.08661081 0,10156208
4 0.092011429 0.09145199 0,10723897
5 0.070163399 0.06856165 0,08039717
6 0.061676275 0.02453983 0,02877604
7 0.011121091 0.01062745 0,01246203
8 0.001455037 0.00342660 0,00409854
9 0.000277207 0.00014821 0,00083735
10 0.000019630 0.00009170 0,00009973
11 0.000001361 0.00000877 0,00000952
12 0.000000107 0.00000053 0,00000073

by assuming a threshold ǫ = 10−6. The obtained results

show that the VIM method converges after 12 iterations. The
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following figures show the evolution optimal control law and

optimal trajectories with a different values of scale parameter

Λ, and a comparison with the shooting method is done, show

that the obtained results are very close to each other.

Fig. 1. Optimal control law and optimal trajectories with Λ = 1

Fig. 2. Optimal control law and optimal trajectories with Λ = 2

V. CONCLUSION

In the present work we developed an efficient and accurate

method for solving optimal control problem governed by 1D-

Heat equation with two-points boundary conditions, in the

presence of a scale-invariant parameter. By utilizing the finite

difference approximation we reduced the original problem to

a control problem governed by ordinary differential equation

with a scale-invariant parameter (ODES). To obtain an ap-

proximate analytical solution for the resulting problem, the

Variational Iteration Method (VIM) is adapted to solve the

necessary optimality conditions derived by applying the mini-

mum principe of Pontryagin. Illustrative example presented to

demonstrate the validity and applicability for our approach.
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Abstract—Remote health care has become a necessity and
an urgent need, because it ensures the patient’s control in
a remote manner, especially concerning elderly peoples who
usually suffer from chronic diseases such as diabetes, CVDs, and
Parkinson’s, so it has an increasing interest either by industrial
companies or academia research, this remote health can be
achieved by implanting few internet of medical things or also
body sensors on, in or around the patient’s body this is what
is called WBANs(Wireless Body Area Networks), these body
sensors characterized by their tiny sizes and limited resources
(communication, processing or energy), faults is a challenge that
must be handled when using or deploying this kind of networks,
in this paper we have proposed an approach uses machine
learning and exploits the correlation between the vital signs
to detect faults in WBANs, the experiment results show that
this technique deal better than several other techniques in this
literature.

Index Terms—WBAN, fault, Machine learning, classification

I. INTRODUCTION

Elderly peoples are in increasing around the world and this

aged population is usually suffering from chronic diseases such

as diabetes, Parkinson and CVDs, this last caused 18 millions

deaths in 2019 according to [1], representing 32% of the global

deaths and 85% among these 18 millions caused by either heart

attack or stroke.

This is why remote health has become an urgent need,

because it allows us to shift from classical or co-existent

heath to remote health or, e-health, through the fusion between

two technologies, wireless communication and sensing, this

fusion of technologies yields two kinds of sensing, contactless

sensing, and wearable sensing, in contactless sensing the

patient does not need to wear any sensor device, where the

sensing system just sends a radio frequency wave and then

analyzes its reflection, to extract useful information using

certain techniques, in the wearable sensing or WBANS (Wire-

less Body Area Networks), which is a set of body sensors

implanted in, on, or around the human body to supervise its

vital signs, such as T°, HR, PULSE, SpO2, the sensed data sent

to PDA(Personal Device Assistant ), then to an access point

to reach the remote health caregiver through public network

see figure(1). many of platforms have been launched such as

CodeBlue [2] monitors HR, ECG and SpO2, Lifeguard [3]

monitors ECG, breath, beat oximeter, and BP.

Several challenges face WBANs, among them the faults

issue,in other words our system must be able to differentiate

between the faulty measurement and the health state degrada-

tion of the patient, in the case of the abnormal sensed data.

Al though WBAN is a subset of the WSN which is uses the

comparison as criteria to detect faults, by putting redundant

sensor nodes, unfortunately we cannot put redundant body

nodes, because a few body sensors should be deployed on

the human body.

Thus, and to address the fault detection issue in WBANs,

our approach benefits from the correlation that exists between

the vital signs for decision this correlation is gathered with

a decision tree, which is a machine learning tool, used for

classification, where our aim is to establish an accurate fault

detection mechanism.

The rest of the paper is organized as follow: In section

II we present a related works concerning the fault detection

in WBANs, both machine learning and statistics Section III

describes briefly the decision tree classifier, our proposed

approach presented in section IV, In section V, we present our

experimentation . Finally, we conclude the paper in section

VI.

Fig. 1. Wireless Body Area Network.
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II. RELATED WORKS

Both statistics and machine techniques are used for the fault

detection in WBANs. In [4] The authors gathered between

two techniques to detect faults in WBANs, first they used

medium distance to determine the abnormal values and after

that they used the majority voting algorithm to point the faulty

values. A Markov chain model is proposed in [5] to detect

faults in WBANs where a confusion matrix is used where the

row represent the actual values and the column represent the

predicted value. The machine learning techniques are also used

in this scope. In [6] the authors have used the decision tree

tool to classify the sensed value concerning the physiological

parameters as normal or abnormal, after that and in the case

of the abnormal values they used the linear regression.

In [7] the authors used the support vector machine (SVM),

which is a supervised machine learning method used to

classify the data that may be either normal or abnormal , then

and in the case of the abnormal data the linear regression is

used for prediction .

The relay technique is used in [8] where authors combined

between the network coding to control links and when the

link is not available, then the communication switches to the

hierarchical modulation, in such scheme the channel is not

completely deteriorated.

Authors in [9] have considered a multiple WBANs, and for

detecting faults they used the Naive Bayesian Network for the

classification .

Here it should be noted that both methods have limits and

drawbacks, the statistical techniques base only on approxi-

mate calculus such as, average, standard deviation, probability

estimation, medium distance, to make decision, also need

homogeneous and uniform data. The learning process needs

useful data (data acquisition), also needs time and space to

store data this makes it expensive.

III. PRELIMINARIES

A. Decision Tree

A decision tree is a non-parametric supervised learning al-

gorithm, which is utilized for both classification and regression

tasks. It has a hierarchical, tree structure, which consists of

a root node, branches, decision nodes and leaf nodes which

represents the classes. As shown by the figure (2). In our case

the nodes represent the vital signs.

Fig. 2. Decision Tree.

in Our approach we have used C4.5 [10] which is a

decision tree algorithm, where at each node chooses the best

attribute for splitting or making a decision, using the entropy

equation(1) and the information gain equation(2).

Entropy (X) = −

c∑

i=1

βi log2 βi (1)

where X is a matrix contains the vital signs measurements,c

is the number of classes, and βi is the probability of each class.

G (X,Pk) = E (X)−
∑ |Pki|

|X|
E (Pki) (2)

where E (X) is the entropy, and Pki is the value of the

parameter Pk at the time i

IV. OUR FAULT DETECTION SYSTEM

In real world of medicine it exists a correlation between the

human body’s vital signs. Our system exploits this existing

correlation as a criteria de decide if the received abnormal

is really abnormal and in this case the patient is entering

in the urgent state, and the intervention of the healthcare

giver is needed. Or the received abnormal value is faulty; our

fault detection technique operation consists of two steps see

figure(3):

Fig. 3. Our Fault Detection System.

A. Classification Phase

When the PDA receives the sensed value concerning the

actual vital sign, Injects it in the classification model (decision

tree), in our case we have use C4.5 decision tree classifier to

classify the actual data.

B. Decision Phase

When the received data concerning the actual physiological

parameter is classified as an abnormal, then here we exploit

the existing correlation between the vital signs , in other words

check the other data concerning the other vital signs , if at least
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one vital sign is abnormal then the patient is in the urgent

case (health caregiver intervention is needed), otherwise the

abnormal value of the actual vital sign is faulty.

Algorithm 1: Our fault detection algorithm

1 current.value, predicted.value : real;
2 curent.class : (′normal′,′ abnormal′);
3 PDA.state : (′listening′,′ receiving′);
4 PDA.state ←′ listening′;
5 while ( PDA.state = ’receiving’ ) do

6 C4.5(current.value);

7 if current.class =′ abnormal′ then

8 check other parameters;

if at least one is abnormal then

9 Trigger alarm to healthcare giver;

10 else

11 The current value is faulty;

12 end

13 end

14 end

the above algorithm describes the theory operating of our

fault detection system see algorithm(1)

V. EXPERIMENTAL EVALUATION

To evaluate the performance of our mechanism to detect

fault in WBANs, we have used the physionet bank data set

[11] , which is a real clinic database, we have used the record

number 221n that contains 7 vital signs and 3516 instances,

ABPmean, ABPdias,ABPsys,HR,PULSE,RESP,SpO2, and we

have used WEKA tool, we have used J48 decision tree which

is a java implementation of C4.5 in WEKA.to compare our

approach with KNN, and the majority voting.The table(I);

summarizes the parameters of the experimentation.

TABLE I
EXPERIMENT PARAMETERS

Parameter Value

Clinic BANK PhysioBank ATM

DATA BASE MIMIC

Record 221n

Signal1 ABPmean

Signal2 ABPsys

Signal3 ABPdias

Signal4 HR

Signal5 PULSE

Signal6 RESP

Signal7 SpO2

Topology Star

for this comparison we have used the accuracy that com-

putes the true classified classes , and the kappa statistics

that allows us to compare the classification with the standard

classifier, and the mean absolute error that computes the

difference between the actual and the predicted values.

The figure(4) shows the accuracy criteria of the three

approaches, we observe that our approach is more accurate

where it achieve 99.6018%, followed by the KNN classifier

with the rate of 97.9807%, and finally the majority voting that

achieves 51.8203%

Fig. 4. The accuracy of the three approaches.

The figure(5) represents the mean absolute error where our

approach has the smallest error which represents 0.6%, and

the KNN with 1.92% then majority voting by 49.93%.

Fig. 5. The mean absolute error of the three approaches.

Concern the kappa coefficient, the figure(6) shows that our

approach has the biggest rate 99.2%, followed by the KNN

classifier by 95.96%.

Fig. 6. The kappa coefficient of the three approaches.
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VI. CONCLUSION

Remote health has become a necessity, because it ensures

the control of the patient wirelessly, through implanting body

sensors on the body of the patient, then the sensed data is

sent to a personal device assistant, then to an access point

to reach the healthcare giver through a public network, here

a challenge appears and must be treated is the fault issue,

means in the case of abnormal data our system should be able

to distinguish between the patient health state degradation and

the faulty value, in this paper we have proposed a mechanism

to detect a fault, by using the decision tree classifier which is

a machine learning tool, and we exploit the correlation that

exists between the vital signs. In the our coming works, we

intend to use block chain to address the fault detection issue

in WBANs
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Abstract— This paper deals with an application of new soft 

computing based nature inspired metaheuristic algorithm to 

design an optimal frequency control scheme of interconnected 

AC/DC multi-area microgrid including Diesel Generator (DG, 

wind and solar photovoltaic power (PV) generation units 

coordinated with Fuel Cell (FC) storage system. The 

interconnection between the microgrid areas was established 

through a High Voltage Alternating Current (HVAC) and High 

Voltage Direct Current (HVDC) Transmission Links. The FC 

storage system was used to enhance microgrid frequency 

performances and avoid load shedding during disturbances. A 

recently artificial intelligence method  inspired by the shallow 

water wave theory, named Water Wave Optimization (WWO) 

was employed to design a new optimal PID controller for 

interconnected multi- microgrid load frequency control system 

(LFC). The optimal LFC loop based WWO was applied to 

control both of Diesel Generator and Fuel Cell storage system. A 

comparative study has been performed to show the robustness of 

the proposed WWO method compared to other optimization 

algorithms available in the literature such Genetic Algorithm 

(GA) and Particle Swarm Optimization (PSO). The simulation 

results reveal the capability and robustness of the proposed 

strategy as an effective optimization tool for solving frequency 

regulation issue achieve system frequency stability in presence of 

renewable energies. 

 

Keywords—Renewable Energy, Multi-Microgrid, Wind Farm, 

Photovoltaic Generator (PV), Fuel Cell (FC),  Frequency Control, 

HVAC/HVDC, PID Controller, Water Wave Optimization (WWO). 

I.  INTRODUCTION  

During many years , different control systems have been 

proposed and applied  to minimize the impact of  load 

variation and green power integration such wind and solar 

power, which can cause destructive and permanent damage to 

the structures. Presently, isolated power systems such 

microgrid seek to integrate high levels of renewable energy, 

and they face new  control and management challenges. The 

control and management of energy in such small area presents 

a scope of high importance.  Indeed, renewable energy sources 

(RESs) are used to supply power to remote areas. However, 

randomness is the main disadvantage in these resources [1-4]. 

The traditional mathematical methods are sufficient to 

overcome some engineering issues. However, the classical 

approaches can cause both a loss of time and an increase in the 

error rate when it comes to solving some complex issues. 

Among the new algorithms used as artificial intelligence (AI) 

solution are nature inspired and metaheuristic optimization 

algorithms. The inspiration of those algorithms is based on the 

instinctive behaviors which exist in nature [5-7]. During many 

years, a lot of nature inspired meta-heuristic strategies have 

been proposed to solve different problems. Most of these 

methods were inspired from the analysis behavior of many 

nature and creatures phenomena’s. All of these strategies were 

created based on the lifestyle and hunting behaviors of insects 

and animals in nature [8]. 

In the aim to design an intelligent microgrid control 

scheme a lot of meta-heuristic algorithms have been 

employed. In reference [9] authors have presented an 

application of coordinated optimal LFC controller with battery 

storage system using artificial intelligence tools. In reference 

[10] authors have proposed an intelligent control of battery 

energy storage for microgrid energy management using ANN 

method. Moreover, a lot of research works have been 

published on the topic of controlling a multiple microgrids as 

listed in reference [11], where the authors have presented  a 

review of architectures and operation and control strategies. 

Additionally, some research works have addressed the use of 

hybrid energy storage system (HESS) to support frequency 

regulation in case of renewable energy integration [12-14]. 

The main contribution in this paper was to analyze the 

AC/DC interconnected multi-microgrid frequency behavior n 

presence of hybrid DG/wind/PV/FC power system. An 

application of new artificial intelligence (AI) based nature-

inspired algorithm for microgrid optimization including 

HVAC and HVDC transmission links was also presented. The 

rest of the paper is organized as follows. Section 2 presents the 

interconnected multi-microgrid dynamic model. Section 3 was 

devoted to presents the suggested load frequency control loop 

and the Water Wave Optimization (WWO). The obtained 

simulation results are presented in Section 4. Finally, Section 

5 concludes the paper. 

The 1st National Conference on Electronics, Electrical Engineering, Telecommunications, and Computer Vision (C3ETCV’23) _November 06th, 2023



II. ISLANDED MICROGRID MODEL 

The configuration of the investigated AC/DC multi-area 

interconnected microgrid based on hybrid DG/wind/PV/FC is 

shown in Fig.1. The FC storage system was connected to 

support microgrid frequency power supply and frequency 

control during load changes. To show the potential of the 

proposed approach, the optimal LFC control strategy has been 

tested firstly with the two equal areas interconnected 

microgrid during load disturbances as shown in Fig.2, and 

then the proposed approach was extended to a three-area 

AC/DC multi-microgrid system connected via an HVAC tie-

line as well as HVDC link, as shown in Fig.3. 

 
Fig. 1. Interconnected AC/DC Multi-Microgrid Model. 

 
Fig. 2. Two-area Interconnected Multi-Microgrid Model. 

 
Fig. 3. Three-area Interconnected AC/DC Multi-Microgrid Model. 

III. OPTIMAL AC/DC MULTI-MICROGRID CONTROL  

 

A. Application of  Soft Coputing  for Frequency Control  

Over the last decades, Artificial Intelligence (AI) has been 

a very important scope in almost engineering fields, which 

leads to create a variety of smart and robust control actions  

that have shown great promise in a large number of 

applications esspecialy in power system operation and control. 

In the last few years, many frequency control  strategies have 

been published in the literature to enhance dynamic frequency 

stability and control. In this section, an optimal load frequency 

control scheme based PID controller is presented. The PID 

controller parameters are tuned using the new optimization 

tool named Water Wave Optimization (WWO). The LFC loop 

was applied to control both of Diesel Generator (DG) and Fuel 

Cell (FC) system in each area as presented in Fig.4. The 

system equations of the LFC loop is presented by Eq.1-Eq.4. 

 

 
Fig. 4. Proposed Frequency Control Strategy.  
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B. Water Wave Optimization (WWO) 

Nature-inspired, Bio-inspired and metaheuristics 
optimization algorithms are a set of approaches that are 
illumed by the behavior of natural situations. Those 
approaches have been inspired by animal and insects 
behaviors, biology, chemical reactions, etc. Metaheuristics a 
algorithms are widely used to solve many optimization 
problems. They are often used when the problem is too 
complex for classical methods, or when the traditional 
methods are too slow [12-16].  
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In this section, a recently optimization algorithm named 

Water Wave Optimization (WWO) was introduced to be used 

in the AC/DC interconnected multi-microgrid frequency 

control. WWO algorithm was proposed by Yu-Jun Zheng in 

2015 to solve optimization problems [15-17]. The WWO is a 

new optimization algorithm which was inspired fro the 

shallow water wave theory as presented in Fig.5. In general, 

the algorithmic framework of WWO is simple, and easy to 

implement to solve optimization issues with a small-size 

population and only a few control parameters. The pseudo 

code of WWO algorithm is shown in Fig.6 [17]. More detailed 

descriptions of all WWO algorithm steps are available in [17]. 

 

 
Fig. 5. Water Wave Optimization Algorithm (WWO)  [15-17]. 

 
Fig. 6. Psodocode of WWO Algorithm [15-17]. 

C. Objective Function 

In the aim to handle with microgrid regulation problem in 

presence of hybrid renewable energy sources, the Integral 

Time multiply Absolute Error (ITAE) given in Eq. 5 was used 

as objective function.  

 

    

( )
0

D D= +ò
tsim

tieObjFun t . f P .dt                                 (5) 

IV. SIMULATION RESULTS 

In this part, the simulation results of  the investigated 

AC/DC interconnected multi-area microgrid are presented. 

The tie-line power flow quantities shown in the plots are in 

per-unit value. To analyze the dynamic behavior of the multi-

microgrid, two scenarios have been simulated and discussed. 

In the first scenario, a two-area interconnected  microgrid was 

simulated. In the second scenario, the simulation was extended 

to a three-area AC/DC interconnected microgrid. A 

comparative study between Genetic algorithm (GA), particle 

swarm optimization (PSO) and the employed optimal PID 

controller based WWO was performed. 

 

 

A. Scenario 1:Two-Area Interconnected Microgrid 

Fig.7 and Fig.8 presents the system frequency fluctuations 

caused by the installed wind farm and PV generator in each 

area of the interconnected microgrid shown in Fig.2. The tie-

line power flow fluctuations is presented in Fig.9. 
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Fig. 7. Frequency Fluctuations in Area-1. 
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Fig. 8. Frequency Fluctuations in Area-2. 
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Fig. 9. HVDC Tie-line Power Flow Fluctuations. 

 

B. Scenario 2: Extension to Tree-Area AC/DC Microgrid  

To demonstrate the ability of the proposed optimal LFC 

controller based WWO to face with frequency fluctuation and 

tie-line oscillations due to load changes in multi-microgrid 

system, the simulation was extended to a three-area AC/DC 

interconnected microgrid connected via an AC tie-line as well 

as HVDC transmission link as shown in Fig.3. The system 

was simulated with different optimal PID controllers for each 

controlled area. A comparative study between optimal PID 

controllers based GA,PSO and WWO were presented in 

Figs.10 and 11, each figures presents a comparative study 

between the frequency of each microgrid area and between 

each HVAC/HVDC tie-line. The employed WWO algorithm 

gives an optimal solution in view of frequency peak 

under/overshoot and settling time.  
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Fig. 10. Tree-Area Multi-Microgrid Frequency Fluctuations. 
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Fig. 11. AC/DC Tie-lines Power Flow Fluctuations. 

 
The Interconnected AC/DC multi-microgrid was analyzed 

in presence of hybrid renewable energy power generation 
units involving wind farm and PV solar generator. An optimal 
load frequency control loop was designed in coordination with 
Fuel Cell storage system to enhance frequency stability. It can 
be observed from the presented results that the optimal PID 
controller and the FC storage system can help the LFC loop to 
minimize frequency fluctuations the most effectively.  

 

V. CONCLUSION 

This paper has presented an application of nature-inspired 

optimization algorithm to solve frequency control issue in 

multi-microgrid including hybrid RESs coordinated with Fuel 

Cell  storage system. The interconnected microgrid was 

analyzed in presence of HVAC and HVDC transmission links. 

A new optimal soft computing algorithm named Water Wave 

Optimization (WWO) was proposed to design an optimal PID 

controller to coup with system frequency fluctuations and 

enhance dynamic microgrid performances. several case studies 

have been presented to demonstrate the superiority of the 

applied strategy compared to other existing optimization 

methods available in the literature. The application of AI 

techniques achieve significant improvement in the 

performance of the microgrid. In addition, the use of FC 

storage system supporte the LFC loop and improves the 

microgrid stability. Finally, the investigation reveals that the 

coordinated performance of optimal LFC loop and FC storage 

system can significantly diminish system frequency deviations 

and quickly drive the dynamic microgrid responses to steady 

state under load disturbance. In the near future, this study will 

be extended to design an optimal power management and 

control tool for interconnected multi-area nanogrid and 

microgrid in presence of hybrid storage system and electric 

vehicles stations. 
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Abstract— The widespread use of text recognition has given rise 

to various input types, including captured images, which pose 

significant challenges, particularly when dealing with text. In 

response, we present a novel approach to enhance text 

segmentation for challenging cases such as captured Arabic text 

documents. Our method, comprising image preprocessing and 

text line segmentation, excels in extracting text from complex 

scenarios. Leveraging techniques such as Multi-Scale Retinex 

Enhancement, Contrast Limited Adaptive Histogram 

Equalization (CLAHE), Color Ratio Correction, Hough Line 

Transform, morphological operations, and connected component 

analysis, we conducted experiments on a curated dataset to 

evaluate its effectiveness. Results demonstrate the high efficiency 

of our proposed method, especially in handling poor-quality 

images.

Keywords_ Arabic Document, Arabic text, Learning-Free 

Approach, text line segmentation

I. INTRODUCTION

The textual information and its precision play a crucial role in 
many fields such as text mining which is be the key inputs for 
the textual analysis and also for the text classification, this 
related to the information-gathering process, which identifies 
the nature and kind of the text in order to prepare the textual 
data to be the appropriate input for the next phase, which 
includes activities such as tokenization, identification, 
normalization, and recognition. Among these activities, we 
specifically focus on the segmentation step since its outcomes 
have a direct impact on the analysis phase. Poor segmentation
leads to inadequate analysis, while good recognition enables 
accurate analysis. The effectiveness of the segmentation step 
depends on the quality of the input, which can take the form 
of text, audio, video, or image [1, 2]. While advancements 
have been made in methods for these various types, 
challenges persist, especially when dealing with old, 
damaged, or poor-quality image and audio data. In today's 
context, the shift towards more optical inputs has been 
notable, primarily driven by the widespread use of 
smartphones equipped with high-quality cameras. This shift 
has brought about changes in importance and scale, 
prompting the search community to focus more on media 
inputs rather than simple text. The increased emphasis on 
media as input has influenced the direction of research and 
development in this field. Despite significant investments and 
the development of various techniques, image processing 

remains a challenging task, particularly when dealing with 
images in poor condition or with complex structures. These 
cases continue to present unsolved challenges in the field, 
requiring ongoing research and advancements in image 
recognition and processing techniques [3]. One of the 
challenges in image processing is dealing with images 
captured in poor condition. This can occur due to various 
factors, such as improper camera usage, capturing images in 
inappropriate lighting conditions, or capturing images with 
movement, leading to issues like gradient, motion blur, or 
skew problems [4]. Additionally, capturing images from 
computer screens introduces further complexities, including 
problems like grids, skew, and lighting variations. Images 
captured in poor condition pose significant difficulties in 
accurate analysis and recognition. The presence of these 
issues can hinder the performance of image processing 
algorithms, making it challenging to extract meaningful 
information from such images. Addressing these challenges 
requires the development of specialized techniques and 
algorithms that can handle and mitigate the effects of poor 
image conditions. In this work, our contributions encompass:

· Dealing with images captured in the Arabic language.
· Addressing challenges related to grids, skew, and lighting 

variations resulting from digital screen lighting.
· Aiming to enhance the Arabic line segmentation process.
· Focusing on detecting and resolving issues related to 

effectiveness and precision.
· Utilizing images from magazines and newspapers within 

the PATD database.
· Handling complex scenarios without the need for machine 

learning, thereby saving time and energy.

The paper is structured as follows: In Section 2, we offer a 
concise overview of related studies. Our method is presented 
in detail in Section 3. We provide the dataset and discuss our 
results in Section 4. In the concluding Section 5, we 
summarize our work.

II. RELATED WORKS

In terms of document images captured by smartphones, 
several authors have focused on poor-quality captured images 
containing Arabic text. In this section, we have compiled the 
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most relevant recent studies that address the extraction of 
Arabic text from captured images.

The most relevant research in this field has been conducted by 
El Bahi and Zatni [5], who employed deep learning 
techniques to recognize Arabic text within captured document 
images. They applied a convolutional neural network (CNN) 
to achieve this goal. At the text segmentation level, they 
utilized morphology operations and heuristic rules to extract 
text areas from the document image. This process was 
preceded by the application of the canny algorithm [6], polar 
coordinates, and bilinear interpretation for skew correction, 
along with a projection histogram for noise removal [7].
Another study closely related to our research was conducted 
by Lui et al. [8]. They segmented camera-captured images 
into lines by employing an erosion technique for noise 
removal, followed by the use of connected components with 
respect to top-down, bottom-up, and hybrid approaches, as 
described in [9]. Kim et al. [10] detected text blocks and lines 
using a discrete representation method, identifying and 
correcting existing distortions by employing a geometric 
distortions model. Another study [11] utilized a 
transformation matrix for skew detection and correction while 
addressing text blocks in the document image. Yet another 
study [12] combined two approaches for document analysis, 
where they employed adaptive mathematical morphology for 
text segmentation. However, it's worth noting that despite 
their results, none of these studies covered images captured 
directly from computers. This type of capture can introduce 
new distortions that do not typically occur when images are 
captured in real-world settings. This observation has inspired 
us to develop a new approach capable of handling these 
unique distortions.

III. PROPOSED APPROACH

In this section, we will introduce our proposed approach for 
extracting Arabic text lines from the captured-image 
document. 

(a)                                    (b)
Fig.1. Effects of screen light on the capturing process. (a) The generated 
image with various distortions. (b) A zoomed-in section of the captured 
image.

This approach begins with distortion correction, addressing 
issues such as unstable lighting conditions, and noise 
removal, which includes the removal of grids and small 
points. The subsequent phase encompasses text detection and 
extraction. Fig. 1 illustrates an example of the effects of 
screen light on the capturing process, resulting in various 
distortions that we aim to address in the next steps.

A. Distortion correction

Due to the poor quality of the selected images, significant 
effort was devoted to eliminating distortions and enhancing 
image quality for text segmentation. Our initial focus was on 
correcting uneven lighting present in the images. 

        (a)                                                    (b)

                             (c)                                                            (d)

Fig. 2. Enhancement Stages for an Uneven, Poor-Quality Document Image:
(a) Original Image, (b) Enhanced Image after Improving Even Lighting, 
(c) Enhanced Image after Further Enhancing Uneven Lighting, (d) Enhanced 

Image after Gridline Removal.

To address this, we employed a combination of techniques, 
including Multi-Scale Retinex Enhancement and Contrast 
Limited Adaptive Histogram Equalization (CLAHE) [13], as 
described below.
For the input image I(x, y), the Multi-Scale Retinex 
Enhancement involves the following steps:

To emphasize intensity differences.

�� !"#$%(&,') = �� (1 + *(-, .)) (1)

For each scale s, we apply Gaussian blur to log_image and 
calculate the difference, then combine differences using 
weights for all scales i.
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02334(&,') =  �� _267 8(-, .)  −  :�;<_>(-, .). (2) 

8@ℎ7@B80!(&,') = >;6(C82 ℎD_2 ∗ 0233_2(-, .))  (3) 

After Multi-Scale Retinex Enhancement, we apply CLAHE to 
the enhanced image. CLAHE can be represented by the 
cumulative distribution function (CDF) [14] as follows: 

 FGH(2) =  >;6(ℎ2>D(I)3�< I =  0 D� 2) (4) 
Where: 

· CDF(i) is the cumulative distribution function. 
· hist(j) is the image histogram. 

Subsequently, we employ the Color Ratio Correction method, 
which is preceded by Gaussian blur to further mitigate the 
effects of uneven illumination: 

F(-, .) =  *(-, .) / L(-, .)  ∗  >B7�8_37BD�< (5) 
Where:   

· I(x, y) is the input image 
· B(x, y) is the blurred version of I 

As shown in Figures 2(b) and 2(c), the uneven illumination 

was mitigated but not completely eliminated, primarily due to 

the presence of gridlines, which posed challenges for the 

illumination equalization process. To tackle this issue, we 

utilized two morphological operations: both opening and 

closing operations. These morphological operations were 

implemented to eliminate the smaller grid lines and restore 

the letters to their original appearance. As shown in Figure 

2(d), the removal of extraneous black pixels, including the 

gridlines, has significantly improved the visibility of the 

Arabic words, making them easier to detect. While the initial 

distortions were effectively removed, the resulting image still 

exhibits an imbalance in text writing, with some text 

appearing very light while others are too strong.  

 

(a)                                                  (b) 

Fig. 3. Binarized document image: (a) Original image, (b) Binarized image 

using Sauvola thresholding. 

To address this issue, we employed the renowned binarization 

technique known as Sauvola thresholding. This binarization 

method calculates local thresholds within a window 

surrounding each pixel, providing adaptability to the image 

content. As illustrated in Figure 3(b), the binarization process 

successfully enhanced the image quality. 

The presence of skew also affects the segmentation of lines, 

especially when the lines are not perfectly vertical. In such 

cases, a vertical projection may yield incorrect results. As 

shown in Figure 4(a), the figure exhibits an incorrect 

perspective view slanted by a certain angle. To address this 

issue, we employed the renowned Hough Line Transform to 

detect and correct the skew. This transformation identifies 

lines that represent the text's baseline, allowing us to rectify 

the perspective, as illustrated below: 

M =  - ∗  B�>(N)  +  . ∗  >2@(N) (6) 
Where: 

· H: represents the distance from the origin (0,0) to the line. 

· (x, y): are the coordinates of a point on the line. 

· T: is the angle between the x-axis and the line, measured in 

radians. 

 

(a)                                                  (b) 

Fig. 4. Skew Correction Sample: (a) Original Image, (b) Corrected Image. 
 

As shown in Figure 4(b), the skew has been corrected, and 

the lines are perfectly aligned with their original axis. 

B. Text Detection 

After the preprocessing phase, which enhances the quality of 

the Arabic document image, the next step is to extract the 

document lines. To achieve this, we employed several 

approaches. First, we performed a series of morphological 

operations to further refine the image.  

The morphological operations, including opening and closing 

operations, are combined to ensure noise removal and to 
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connect closely located regions with each other. This merging 

process can be observed in Figure 5(b), where each line has 

been merged into a single, distinct line. This process greatly 

assists us in extracting individual lines accurately. The 

subsequent step involves transforming each merged black 

region into a connected component (CC), where each CC is 

characterized by its width, height, and density. We utilized 

these features, utilizing bounding boxes, to extract both the 

simple lines and the title, as depicted in Figures 5(c) and 5(d). 

In these figures, each line is successfully detected. 

 
(a)                                                   (b) 

  

                               (c)                                                            (d) 

Fig. 5. Line Detection Sample: (a) Original Image, (b) Resultant Image with 
Merged Regions, (c) Connected Component Extraction, (d) Line Extraction. 
 

By utilizing bounding box features, such as size and density, 
we can filter out irrelevant points (character points) and 
assign them to their respective lines (words and their 
associated points). Figures 6(a) and 6(b) highlight the 
significance of bounding box filtering, illustrating that this 
step is crucial for accurately detecting individual line words 
along with their corresponding points.  
Figure 6(c) demonstrates an example of a critical case with 
two closely spaced lines that are effectively separated. This 
illustrates that our approach can successfully segment Arabic 
text lines even in cases where there is no typical spacing 
between the lines. 

    
(a)                                                          (b) 

 

 
(c) 

 
Fig. 6. Line Segmentation Sample: (a) The generated bounding box before 

filtering, (b) The generated bounding box after filtering, (c) A critical case of 
two very close lines. 

 

IV. EVALUATION AND RESULTS 

In this section, we present the comprehensive results that 

encompass different case rates. We begin by providing an 

overview of the dataset used for the evaluation, followed by a 

description of the evaluation method used for our results. We 

also compare our obtained results with the most relevant 

works in the field. It's worth noting that our code was 

implemented using Java, running on an Intel i7-8550U CPU 

@ 1.80GHz processor with 8.00 GB of RAM. 

A. Evaluation dataset 

 

In evaluating the performance of our study, we selected 82 

computer-captured images from the PATD database (printed 

Arabic text database) [15] for testing. It's important to 

emphasize that the PATD database comprises hundreds of 

Arabic document images captured under various lighting 

conditions using three different smartphones. These images 

may exhibit skew, focus, and uneven light distortions. These 

images include magazines and newspapers, some of which 

contain single articles while others contain more than five 

articles. For this evaluation, we specifically selected 

document pages containing a single article, complete with a 

title, subtitle, author, and article content (paragraph), which 

may be presented in one to three columns. 

B. Evaluation measures 

For our evaluation, we manually created ground truth 

bounding boxes for each segmented line in the images using 

the PATD database, which contains the same samples used 

for automatic text line segmentation. The evaluation involves 

comparing the detected line bounding boxes with the 

manually created ground truth bounding boxes for each tested 

image. We use the Intersection over Union (IoU) metric to 
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assess the spatial overlap between manually created bounding 

boxes (MB) and automatically generated bounding boxes 

(AB) for each line defined by the coordinates (x1, y1, x2, y2) 

as follows: 

 

 ������ !"#$% = &'((*2, *2+-$.) − &�*(*1, *1+-$.) (7) 

 ������ 45"6%$ = &'((72, 72+-$.) − &�*(71, 71+-$.) (8) 

 8(9��:�;9'<( ���� =  ������ !"#$% ∗  ������ 45"6%$ (9) 

 @A =  (*2 −  *1)  ∗  (72 −  71) (10) 

 BA =  (*2+-$. −  *1+-$.)  ∗  (72+-$. −  71+-$.) (11) 

 C('<( ���� =  @A +  BA −  8 (12) 

 8<C =  8(9��:�;9'<( B��� / C('<( B��� (13) 
 

A successful match is determined by an IoU value: 

If IoU > 0.95, it indicates correct segmentation. 

 

We then calculate the following metrics: 

 

 F��;':'<( = GF / (GF +  HF) (14) 
 I�;��� =  GF / (GF +  HJ) (15) 

 H =  2 ∗ (I�;��� ∗   ��;':'<()/ (I�;���

+   ��;':'<() 
(16) 

Where: 

· TP (True Positives) is the number of correctly detected 

lines.  

· FP (False Positives) is the number of lines that were 

incorrectly detected.  

· FN (False Negatives) is the number of lines that were not 

detected but should have been. 

 

C. Results and analysis 

Table 1 showcases the line segmentation results of the 
proposed approach based on F measure. 

TABLE I.  PROPOSED APPROACH EVALUATION RESULTS USING COMPARISON 
MEASURE. 

Sample type Precision (%) Recall (%) F measure (%) 

Heavily distorted 92.15 90.83 91.49 

Slightly distorted 96.56 95.95 96.25 

Total 94.35 93.39 93.74 

 
The table clearly demonstrates that the proposed approach has 

yielded encouraging results in terms of recall, precision, and 

F-measure, achieving 91.49% even for heavily distorted 

document pages with poor quality. We were able to extract 

lines efficiently without employing deep learning technology, 

thus saving processing time, where these tasks can be 

successfully accomplished using a free learning approach. To 

ensure a realistic comparison, we evaluated our method 

against the closest work [16], which focus on printed line 

segmentation (see tables 2). Since there are no other novel 

works that address line segmentation for captured-image 

version, we selected this study, which focuses on extracting 

lines from newspapers, as it is relevant to our research. 

TABLE II.  A TECHNIQUE COMPARISON OF RESEARCH STUDIES USING 
DIFFERENT APPROACHES 

Authors Precision (%) Recall (%) F measure (%) 

Our approach 96.56 95.95 96.25 
Saud et al16 99.18  98.38 98.74 

 
However, a major distinction lies in the fact that they do not 
consider captured image versions with grids. While their 
results appear promising for line segmentation in newspapers 
and book pages, it cannot be guaranteed that their approach 
will yield equally effective results in our case. Our results are 
very encouraging, especially considering the challenges posed 
by critical factors such as uneven lighting, skew, and 
gridlines. In another work by Din et al. [17], an accuracy of 
92.49% was achieved using 30 printed Urdu documents for 
text line segmentation in image versions. It is evident that our 
approach has yielded superior results compared to this work, 
utilizing a larger and more diverse dataset. Although we could 
not make a direct comparison with a work under the same 
circumstances and dataset, our results are highly promising 
when compared to similar works in our domain. 

V. CONCLUSIONS AND FUTURE WORK 

In this paper, we present a novel approach for extracting 
Arabic text from captured images, addressing challenges such 
as grid distortions, skew, and lighting issues. Our approach 
has yielded successful results. Notably, many recent works 
have overlooked grid distortions, which are considered a 
particularly challenging task to correct accurately in 
documents. Our system initiates with preprocessing phases 
that include light and skew correction, along with morphology 
operations and connected components for text extraction.  The 
experiments demonstrate that our approach effectively 
handles grid distortions along with other cases. In future 
work, we plan to expand our scope to encompass various 
document types, including graphical element extraction in 
addition to textual content. We also aim to further improve 
the correction rate for Arabic text in smartphone-captured 
images. 
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Abstract— This paper presents modeling and control for a 

wheeled robot equipped with a two-degree-of-freedom robotic 

manipulator using Sliding Mode Control (SMC).  The dynamic 

model was developed by considering the mobile manipulator as 

a coupled system. In this SMC scheme, the saturation function 

is used to replace the discontinuous sign function in order to 

reduce chattering effects and to retain the robustness of the 

SMC. Simulation results were carried out in trajectory 

tracking mode and conducted to confirm the effectiveness of 

the proposed controller. 

Keywords—Wheeled mobile Manipulator (WMM), non-

holonomic, Sliding Mode Control, Chattering, 

I. INTRODUCTION 

Mobile manipulation combines two fundamental robotic 
skills: mobility in the environment and manipulation of 
objects. Recently, it has gained particular importance in 
diverse applications such as agriculture, industry, 
construction, and so on [1-3]. It has been proposed with 
various locomotion systems including wheeled systems, 
legged systems, underwater robots, and aerial robots. 

A wheeled mobile manipulator (WMM) consists of a 
wheeled mobile base with a manipulator mounted on it. This 
robot is known to be a non-holonomic uncertain system, 
which makes its modeling and control very challenging. 
Many studies have been conducted to solve the 
aforementioned problems, including nonlinear feedback 
control [4], input-output decoupling control [5], task space-
null space decoupling control [6], and computed torque 
control [7]. However, these control schemes depend on the 
knowledge of the complex dynamics of the system and 
ignore external disturbances. 

An adaptive robust output-feedback force/motion control 
strategy was presented in [8], under non-holonomic 
constraints in the presence of uncertainties and disturbances. 
An adaptive Neural Network (NN)-based control for the arm 
and the base was proposed in [9], for joint-space position 
control of a mobile manipulator. In [10], an adaptive model 
predictive control (AMPC) was implemented for a two-
wheeled mobile robot. In [11], an optimized differential 
evolution algorithm based on kinematic limitations and 
structural complexity constraints was proposed to solve the 
trajectory tracking problem for a mobile manipulator robot. 
Adaptive control strategies were presented in [12], for a 
WMM operating in task space under external torques and 
disturbances. 

Sliding Mode Control (SMC) is a robust control scheme 
mainly used for controlling systems in the presence of 
model  uncertainties and external disturbances , and it can 
be applied to various robotic systems [13-15]. In [16], finite 
time SMC method was applied to WMM under uncertain 
tire/road structure TRs. A comparative study between 
conventional and dual closed loop finite time SMC was 
conducted in [17]. Later, in [18], the authors proposed an 
adaptive trajectory tracking control of the manipulator based 
on extreme learning machine and sliding mode control 
ELM-SMC.  

The main drawback of SMC is the chattering effect, for 
which various solutions have been proposed, such as 
modification of the discontinuous control part, adaptive 
controllers, and so on. In this paper, we propose a dynamic 
modeling and design of a SMC scheme for trajectory 
tracking of a WMM, using saturation function in 
discountinious control part to eliminate chattering. 

The remainder of this paper is organized as follows: 
Section II derives the dynamic model of the system, while 
Section III details the proposed controller design based on 
SMC. Section IV presents simulation results, and finally 
Section V concludes this work.  

II. MODELING 

The considered system consists of a two-link 
manipulator mounted on 3 degrees of freedom wheeled 
omnidirectional robot, and located at its gravity center, as 
shown in Fig1.  

 

 
Figure 1.   Wheeled mobile manipulator  presented in x-z plane  
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The vector of generalized coordinate variables for the 
system is given by

T T
m pq q qé ù= ë û ,                           (1)

where T
mq , T

pq present the generalized coordinate 

variables for the wheeled robot and the manipulator 

respectively 1 2mq q qé ù= ë û , with 1q and 2q represent the 

joint angles of the 2-DOF manipulator. 

p p pq x y qé ù= ë û , with px , py ,q are the Cartesian 

coordinates of the mobile platform. 

In most research on dynamic models of omnidirectional 
mobile manipulators, the redundant actuation of the 
platform is often overlooked. Additionally, the integrated 
dynamic model of the omnidirectional mobile manipulator, 
derived from the driving wheels, is not explicitly addressed 
[19]. Using Lagrange's theory, the dynamic model of the 
combined system with external disturbances can be given as 
follows:

( ) ( ) ( ) ( )T
dM  C q,q Gq q q q J (q ) D qt l t+ + + = +)q q( )C q,q(C q,q( + =)q qC q,qC q(C q,qC q( q q(,q G)) (G) (,q GG)q q(,q G,q G)       

(2)      

Where

· ( )M q is the inertia matrix;

· ( )C q,q ),q represents the vector of centripetal and 

Coriolis torques;

· ( )G q is the gravitational torque vector; 

· t is the vector of generalized input torques; 

· dt denotes the external disturbances;

· ( )D q is a full rank input transformation matrix and 

is assumed to be known because it is the function 
of fixed geometry of the system;

· TJ (q ) is the kinematic constraints matrix;

· l is a constraint force vector.

The non-holonomic constraints are considered independent 
of time and can be expressed as [19]:

0J(q ) q = 0q =                                       (3)

By using the following equation:

0T TS(q )J(q ) S (q )J (q )= =                     (4)

with 

0 0
2 2

0 0
2 2

0 0
2 2
0 0 1 0
0 0 0 1

r r
cos cos

r r
sin sin

S( q )
r r

q q

q q

é ù
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ê ú
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-ê ú
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ë û

r is the radius of the wheel.

The dynamic model becomes:

( ) ( ) ( ) ( )a aM  C q,q G Dq q q q q t+ + =( ( )C q G D( ( )G DG D( )C q,q(a C q,q G DC q( ( )C q,q G DG DG D( ( )) (G D) (G D(,q,q ) a,q G D,q G D) (,q G D) (a               (5)

with: 

· ( ) TM S(q ) M (q )q S(q )=

· ( ) TS(q ) (C(q ,q )S(q ) M (qC q ), (q ))q S= + (q ))S,q )S(q ) M,q )S(q ) M(q ) M) TS(q )Tq = +S(q )T

· ( ) TG S(q ) )q G(q=

· ( ) Tq S(q )D D(q )=

· [ ]1 2
T

a r lq q q q q= 1 2
T

a r lq q q q qé ù= ë û
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é ùq q q qé ùé ù1 2q q q q1 21 2lla rq é ùq q=a ra ré ùé ùa ra ra ra rq qa ra ré ùq qq qa ra r
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T
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T
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T

r l

T
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III. CONTROL DESIGN

The proposed control scheme is based on Sliding Mode 
Control and the sliding variable is defined as:

= += +S e We                                           (6)                 

With: 

[ ]1 4,...,= T
S s s , ( )= iW diag w , 0>iw for ( )1 4=i to

The tracking error is given by  q -= a de q and its derivative

is  q -= q= q -a de q , where the vectors dq and dq represents the 

desired trajectory and its time derivative respectively. 

By assuming that 0= 0=S , we get the equivalent control as:                                                                                                               

( )l= + - -( )l= + - -(leq a dU Cq G M e q                          (7)

The global control law is:

( ) ( )l= + = + - - -( )l- - -)= + - -(leq dis a dU U U Cq G M e q KSign S      (8)

In order to attenuate the chattering effects, we use in the 
discontinuous part the following saturation function [20]:

          
1

( )
( ) 1

s s
if

sat s
s

sign s if

e e

e

ì £ï
= í
ï >
î

                                       

(9)
With: 
e length of threshold saturation function
The control law (8) becomes:

( ) ( )( ) ( )eq dis a dU U U Cq G M e q sat Sl= + = + - - +               

(10)

IV. SIMULATION RESULTS

Simulation of the proposed controller has been carried 
out using an omnidirectional-wheeled robot with a 2-DOF 
robotic manipulator. Simulations have been performed in 
trajectory tracking mode using the MATLAB environment.
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The initial values of all the system's generalized joints 
are [ ] [ ]1 2 0 0 0 1 1r l .q q q q = . The desired trajectory 

consists of a displacement from 0 to 2m along the x-axis 
without any change in y and q . Hence, to make the WMM 

reach the position ( , ) (1,0)=x y , the 1st joint of the robotic 

arm 1q should track the path given by: 1 =q d t . When 1q
reaches 1rad, the 2nd joint 2q should change its angular 

position from 0 to 1rad through the path 2 =q d t . 

The parameters of the sliding mode controller for all 
joints are: 

(15,15,10,10)=w diag

( )15 5 40 30= ,  1 ,  ,  K ( )0 5 0 5 0 5 5. ,  . ,  . ,  0.  e =
Implementing the proposed control laws SMC (equation 

10), with the desired trajectory, the chosen parameters, and 
gains as described previously leads to the results presented 
in figures 2-4, which illustrate the linear and angular 
positions, and control signals for all controllers.

(a)

(b)

(c)

(d)

Fig 2. Application of SMC in tracking trajectory mode.

(a)
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(b)

(c)

(d)

Fig. 3. Control signals

Fig. 4. Platform tracking trajectory 

Figure 2 shows that the WMM is able to successfully 
track the desired path with good precision using SMC with 
saturation function, particularly at the moment 
corresponding to the mobile base deflection at t=2s (as 
shown in Figure 2 (a,b)). Additionally, the saturation 
function applied in control law (10) allows to eliminate the 
chattering effects in control, as shown in Figure 3, the pics 
appeared in control signals are due to trajectories deflection.  

V. CONCLUSION

In this paper, the Sliding Mode Control (SMC) has been
applied to a wheeled robot equipped with a manipulator for 
trajectory tracking. The proposed control strategy has shown
good performance and successfully attenuated chattering 
effects using saturation function. As future work, it is 
suggested to test these controllers under disturbances in 
complex trajectory tracking in order to further improve their 
performance and robustness.
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Abstract—Future applications such as intelligent vehicles, the
Internet of Things and holographic telepresence are already
highlighting the limits of existing fifth-generation (5G) mobile
networks. These limitations relate to data throughput, latency,
reliability, availability, processing, connection density and global
coverage, whether terrestrial, submarine or space-based. To
remedy this, research institutes have begun to look beyond
IMT2020, and as a result, 6G should provide effective solutions
to 5G’s shortcomings. 6G will offer high quality of service and
energy efficiency to meet the demands of future applications that
are unimaginable to most people. In this article, we present the
future applications and services promised by 6G.

Index Terms—5G, 6G, Application, IA, IOE

I. INTRODUCTION

The evolution of mobile networks has witnessed remarkable

growth since their inception in the 1980s. Transitioning from

one generation to the next occurred at an astonishing pace.

Initially dedicated solely to telephony, these networks then

gradually integrated Short Message Service (SMS) and Multi-

media Messaging Service (MMS). Subsequently, they evolved

into a more multimedia-oriented generation with 3G technol-

ogy, followed by a focus on high-speed data transmission with

the advent of 4G and the establishment of all-IP networks. The

introduction of 5G technology further pushed the boundaries,

reducing latency and providing exceptionally high-speed, high-

capacity connections that rendered services and applications

previously deemed impossible just two decades ago not only

feasible but also seamless [1].

However, the rapid development of future applications, such

as smart vehicles, the Internet of Things (IoT), and holographic

telepresence, is already revealing the constraints of existing 5th

generation (5G) mobile networks. These constraints encom-

pass aspects like data transmission rates, latency, reliability,

network availability, processing capabilities, connection den-

sity, and global coverage, whether on terrestrial, submarine,

or space-based platforms. In response to these limitations,

research institutions have begun to explore possibilities beyond

the confines of the International Mobile Telecommunications-

2020 (IMT-2020) framework. As a result, the emergence of

6G technology is anticipated to provide innovative solutions

to address the shortcomings of 5G [2].

6G is poised to deliver a high-quality service and enhance

energy efficiency, thereby meeting the evolving demands of

future applications.

II. MOBILE NETWORK EVOLUTION

Mobile networks have undergone rapid and remarkable de-

velopment since their inception in the 1980s. This continuous

evolution has given rise to several generations of mobile

telephony, with each succeeding generation being introduced

approximately every decade [3]. Figure 1 provides a visual

representation of the progression of mobile network evolution.

A. FIRST STEPS FROM 1G TO 3G

The inception of cellular networks dates back to the 1980s

when the first generation was introduced, primarily designed

for voice services and capable of data rates up to 2.4 kbps. In

contrast to the analog systems of the first generation, the sec-

ond generation embraced digital modulation technologies like

Time Division Multiple Access (TDMA) and Code Division

Multiple Access (CDMA). This technological shift brought

about a significant enhancement, offering data rates of up to

64 kbps and introducing features such as short message service

(SMS) [4].

The dawn of the third generation in the year 2000 marked

a pivotal moment in mobile network evolution, aiming to

provide high-speed data transmission. The 3G network was

a game-changer, offering a minimum data transfer rate of

2 Mbps and granting users access to the vast realm of the

internet. This transformation enabled an array of advanced

services previously unsupported by the 1G and 2G networks,

including web browsing, TV streaming, navigation maps, and

video services [5].

B. 4G EVOLUTION

The advent of 4G marked a significant milestone in the evo-

lution of mobile networks, introduced in the late 2000s. This

all-IP network was designed to deliver exceptionally high-

speed data rates, reaching up to 1 Gbps for downlink and 500

Mbps for uplink transmissions. Its core enhancements included

improvements in spectral efficiency and a reduction in latency,

making it well-suited to meet the requirements of demanding

applications such as digital video broadcasting (DVB), high-

definition TV content delivery, and seamless video chat expe-

riences [6]. Notably, Long Term Evolution-Advanced (LTE-A)

and Wireless Interoperability for Microwave Access (WiMax)

were both recognized as 4G standards. The foundation of 4G,

LTE, integrated a blend of existing and novel technologies,
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Fig. 1: Evolution of mobile wireless systems.

including coordinated multiple transmit/receive (CoMP), mul-

tiple input multiple output (MIMO), and orthogonal frequency

division multiplexing (OFDM) [7].

C. 5G DYNAMICS

The primary objective of 5G technology is to achieve

groundbreaking advancements in terms of throughput, latency,

network reliability, and energy efficiency, all while ensuring

extensive connectivity. Unlike its predecessors, 5G harnesses

not only the new sub-6GHz spectrum, which includes the C-

band and the broader 6GHz band but also, for the first time,

delves into the millimeter-wave band, enabling significantly

higher data rates, reaching up to an impressive ten Gbps.

5G relies on advanced access technologies, including beam

division multiple access (BDMA), real-time division multiple

access, and filter bank multiple access (FBMC) [1].

To enhance network performance, 5G incorporates a myr-

iad of emerging technologies. These innovations encompass

massive MIMO to bolster network capacity, software-defined

networks (SDN) for increased network flexibility, device-to-

device (D2D) communication to improve spectral efficiency,

information-centric networking (ICN) to reduce network traf-

fic, and network slicing to facilitate the swift deployment of

numerous services [8].

Within the framework of IMT 2020, three primary usage

scenarios have been proposed for 5G technology: enhanced

mobile broadband (eMBB) to cater to high-speed data require-

ments, ultra-reliable low-latency communications (URLLC)

for mission-critical applications, and massive Machine Type

Communications (mMTC) to support the proliferation of con-

nected devices and the Internet of Things [9].

III. FUTURE WITH THE 6G

As 5G progresses into its commercial deployment phase,

research institutions worldwide are already directing their

attention towards the development of 6G, which is slated for

deployment around the year 2030. The anticipated capabilities

of 6G are poised to usher in a new era of information trans-

mission performance, promising peak data rates of up to one

Terabit and achieving ultra-low latency in mere microseconds.

A defining feature of 6G is its utilization of communication

frequencies in the terahertz range, offering spatial multiplexing

capabilities that could potentially provide up to 1000 times the

network capacity of 5G systems [10].

One of the central objectives of 6G is the establishment

of ubiquitous connectivity, and this is envisaged through the

integration of satellite and undersea communication networks,

thereby ensuring global coverage [1]. Three distinct categories

of 6G services have been outlined to address the evolving

needs of users: ubiquitous mobile ultra-broadband (uMUB),

ultra-high-speed low-latency communications (uHSLLC), and

ultra-high data density (uHDD) [11]. These evolving re-

quirements will be met through the deployment of emerging

technologies, including the exploitation of the THz spectrum,

federated learning (FL), edge artificial intelligence (AI), com-

pressive sensing (CS), blockchain, and more.

Table 1 serves as a performance comparison tool between

6G and 5G, highlighting the differences and advancements in

various key metrics.

IV. 6G NEW SERVICES

6G services are poised to revolutionize the landscape of

mobile communications, reshaping traditional concepts of
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Performance 6G 5G Effect

Rate Peak rate: 100 Gbps-1 Tbps Peak rate: 10 Gbps-20 Gbps 10–100 times

Latency 0.1 ms, on-time processing 1 ms 10 times

Traffic density 100- 10,000 Tbps/square meter 10 Tbps/square meter 10–100 times

Connection density Maximum 0.1 billion connections/square meter 1 million connections/square meter 100 times

Mobility higher than 1000 km/h 500 km/h 2 times

Spectrum efficiency 200–300 bps/Hz 100 bps/Hz 2–3 times

Positioning Outdoor 1 meter, Indoor 10 cm Outdoor 10 meter, Indoor around 1 meter 10 times

Spectrum support Regular carrier bandwidth 20 Ghz Sub 6 G Regular carrier bandwidth 100 Ghz, 50–100 times

Reliability lower than 1/1000,000 lower than 1/100,000 10 times

Network efficiency 200 bits/J 100 bits/J 2 times

TABLE I: Performance comparison between 6G and 5G [4]

ultra-reliable low-latency communications (uRLLC), enhanced

mobile broadband (eMBB), and massive Machine Type Com-

munications (mMTC). In doing so, they will introduce a

host of novel and innovative services, marking a significant

departure from the existing paradigm of 5G.

A. MASSIVE URLLC

Smart factories represent one of the key applications of 5G

technology, with ultra-reliable low-latency communications

(uRLLC) playing a pivotal role in ensuring the reliability and

minimal latency of data uplinks within these environments.

However, as we look ahead to 6G, there is an anticipation of

a significant evolution in the realm of uRLLC. This evolution

will introduce an entirely new dimension, giving rise to a

novel service known as massive uRLLC (mURLLC). This

groundbreaking mURLLC service is not only expected to

maintain the stringent requirements of 5G uRLLC but also

to coexist seamlessly with the existing massive Machine Type

Communications (mMTC) framework [12]. MuRLLC is set

to take the delicate balance between reliability, latency, and

scalability to unprecedented heights, marking a remarkable ad-

vancement in the capability of future communication networks

[13].

B. MOBILE BROADBAND RELIABLE LOW LATENCY

COMMUNICATION

The capabilities of enhanced mobile broadband (eMBB) and

ultra-reliable low-latency communication (uRLLC) that were

sufficient for 5G applications will no longer meet the demands

of 6G applications, particularly those involving Extended Re-

ality (XR). These cutting-edge applications necessitate excep-

tionally high reliability, ultra-low latency, and extremely high

data rates. Consequently, a novel service known as Mobile

Broadband Reliable Low Latency Communication (MBRLLC)

has emerged to address these requirements within 6G net-

works. MBRLLC is designed to empower 6G networks with

the necessary performance attributes to navigate the intricate

trade-offs between data rate, reliability, and latency, effec-

tively accommodating the ever-evolving landscape of next-

generation applications [14].

C. MULTI-PURPOSE 3CLS AND ENERGY SERVICES

The forthcoming 6G cellular networks are poised to in-

troduce a spectrum of innovative services, primarily focusing

on 3D Connectivity, Localization, and Sensing (3CLS), with

the ultimate goal of enabling wireless energy transfer (WET)

services for an array of smart devices [15]. Many of these

3CLS applications, encompassing both connectivity and power

services (MPS), will place new demands on the 6G network

infrastructure. To effectively cater to these requirements, 6G

networks must exhibit robust performance attributes, including

stringent criteria for latency stability, efficient energy transfer

mechanisms, precise localization capabilities, and advanced

data processing capabilities. These foundational elements are

vital for supporting the diverse range of services and applica-

tions expected to define the 6G era [16].

D. NETWORK SLICING

Network slicing has emerged as a pivotal solution to cater

to a diverse range of service requirements within the context

of 6G networks. Slicing effectively generates multiple logical

networks, each precisely configured to serve a specific type

of service, all coexisting on a shared physical infrastruc-

ture. Notably, the ITU-R has proposed the implementation

of distinct slices for each of the fundamental 5G services,

namely ultra-reliable low-latency communications (uRLLC),

enhanced mobile broadband (eMBB), and massive Machine

Type Communications (mMTC) [17].

To further refine and distinguish the unique requirements

of different industries or business areas residing within a

given slice, the 3rd Generation Partnership Project (3GPP)

specifications have recommended the incorporation of an
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additional parameter known as a ”slice differentiator” (SD).

This extension, in a sense, augments the existing horizontal

slicing by expanding it vertically. The rationale behind this

inclusion lies in the fact that not all industries operating within

a single slice can conveniently adopt the same protocol stack.

In scenarios where different protocol stacks are necessary, it

becomes essential to subdivide the individual slices [18].

However, an aspect that remains underaddressed in current

literature is the concept of grouping services that can harmo-

niously share the same protocol stack within a given slice. This

approach carries the potential to unveil the true capabilities of

network slicing, enabling it to effectively meet the intricate

and multifaceted requirements stipulated in the context of 6G

networks.

V. 6G APPLICATIONS

5G-enabled applications will indeed be at the heart of 6G,

even at larger scales (supporting huge, large networks such as

safes cities).For 6G the following applications are described:

A. CONNECTED ROBOTICS AND AUTONOMOUS SYS-

TEMS (CRAS)

The deployment of new CRAS applications has been the

main driver behind the 6G movement. CRAS incorporates fly-

ing vehicle delivery systems, autonomous cars, drone swarms,

vehicle platoons, and autonomous robotics [19]. These ap-

plications are not another IoT uplink service, like many

applications introduced in 5G. However, they require stringent

latency requirements and extremely high throughput [11].

B. EXTENDED REALITY

Extended reality (XR) technologies include augmented real-

ity (AR), mixed reality (MR), and virtual reality (VR) [17]. XR

is an emerging immersive technology that merges the physical

and virtual worlds [11].

Mixed reality is not about overlaying any content from the

physical world like AR. However, it eliminates the distinctions

between real reality and virtual reality in which computer-

generated objects show something obscure in the physical

environment.

AR, VR, MR, XR use different sensors to collect data

regarding location, orientation and acceleration. This requires

strong connectivity, extreme data rates, High resolution and

extremely low latency, which should be facilitated by 6G.

C. INTERNET OF EVERYTHING (IOE)

IoE is an extended version of IoT that includes, things, data,

people and processes. The main concept of IoE is to integrate

various sensing devices that can be linked to ”everything” to

identify, monitor the status and make decisions in an intelligent

way to create new insights.

IoE sensors are capable of acquiring many parameters

such as speed, position, light, biological signals, pressure and

temperature. These sensors are used in applications ranging

from health systems, safes cities, to various industrial fields.

6G is expected to become a key component of IoE, as it

requires the ability to connect N smart devices, where N is

scalable and can reach billions. In addition, IoE will need

high data rates to easily support N devices with low latency

[20].

D. UAV BASED MOBILITY

UAVs have been widely used for defense and military

attack applications, such as remotely operated aircraft, au-

tonomous drones, and others. Over the years, the applications

of UAVs have been expanded in the military and civilian

fields. For example, drones have been proposed for disaster

relief, agricultural plantation protection, traffic monitoring,

and environmental sensing [21]. Drones are also expected

to be an essential module for future wireless technologies

such as 6G, which supports high-speed data transmission for

communities living remotely, facing disaster situations such

as earthquakes, terrorist attacks, and in the absence of typical

cellular infrastructure.

The main characteristics associated with UAVs compared

to fixed infrastructure are: ease of deployment, line-of-sight

(LoS) connectivity [11] and most importantly, controlled mo-

bility. The rapid development of UAV technologies will enable

new areas such as automated logistics and military operations.

With the emergence of 6G and IoE, researchers will explore

the use of UAV-to-Everything (U2X) network that expands the

paradigm of sensing applications by adjusting communication

modes to their full potential.

E. HOLOGRAPHIC TELEPRESENCE

Holographic telepresence (HT) can project realistic three-

dimensional (3D) images, in real time and in motion, of remote

people and objects, with a high level of realism that rivals

physical presence. It can be used for 3D video conferencing

in motion, information dissemination etc.

The principle of HT consists of capturing sequences of

people and surrounding objects, which are compressed and

transmitted over a broadband network in the initial phase.

Later, the transmitted information is decompressed on the

receiver side and projected with laser beams into the scene

to be virtualized. HT technology minimizes the costs of

business travel and allows people to appear at many locations

simultaneously [22]. In the case of multimedia applications

and in order to engage the audience in a full immersive

experience, tactile and interactive devices will be implemented

using 6G with latency as low as 100 µs with a data rate of

several Gbps.

F. WIRELESS BRAIN-COMPUTER INTERACTIONS (BCI)

In addition to XR applications, smart body implants and

BCIs will become essential in 6G to support the healthcare

revolution. Current healthcare applications are limited to con-

trolling biometric implants (e.g., controlling prosthetic limbs

or controlling functionality with brain implants). In 6G, wire-

less brain-computer interaction and interface with smart body

implants will bring a huge change in the healthcare system. It
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Fig. 2: Some Applications envisaged for 6G.

will introduce new techniques requiring 6G specifications for

massive connectivity for innovative operation [23].

These applications require stringent requirements (such as

high data rates, ultra-low latency and high reliability) like XR.

However, BCI applications are much more sensitive than XR,

and QoPE must be assured.

G. PERSONALIZED BODY AREA NETWORKS

Body Area Networks (BANs) with integrated mobile health

systems (mHealth) are advancing toward personalized health

monitoring and management. These personalized networks can

collect health information from multiple sensors, dynamically

exchange this information with the environment, and interact

with networking services, including social networks [24].

Personalized BAN systems have a wide range of applica-

tions, covering both medical and non-medical domains. For

example, personalized BANs can be used to avoid the need

for wiring in polysomnography tests (also known as sleep

disorder diagnosis). Custom BANs have also been used in non-

medical applications such as emotion detection, entertainment,

and secure authentication applications.

H. BLOCKCHAIN AND DISTRIBUTED LEDGER TECH-

NOLOGIES (DLT)

Blockchain and DLT devices are still underdeveloped in

many sectors, in addition to being immature. However, they

have great potential in these next-generation distributed sys-

tems in terms of moving from centralized to distributed

systems for the purpose of data validation. They require high

connectivity, a synergistic mix of uRLLC and massive machine

type communications (mMTC) to maintain low latency, and

reliable connectivity [25].

I. INTELLIGENT HEALTHCARE

The health sector will undergo various evolutions. These

will evolve and will now be named healthcare 5.0 with the

emergence of digital wellness. AI based smart healthcare will

be developed based on several new methodologies including

Quality of Life (QoL), Intelligent Wearable Devices (IWD)

etc. With recent advances in wearable sensors and computing

devices, it is possible to monitor and measure health data in

real time. The sensing data collected from wearable devices

can be prepared by the nearest edge node and then sent to doc-

tors for remote diagnosis [26]. Moreover, with the realization

of holographic communications, touch internet and 6G smart

robots, the doctor can perform the surgery remotely. Such

telesurgery would eliminate the need for on-site operations

and avoid the risks caused by the spread of viruses, especially

in the presence of epidemics, such as Coronavirus-19 and other

communicable diseases (see fig.3).

J. INDUSTRY 5.0

Industry 5.0 refers to people working alongside robots and

smart machines to add a human touch to the Industry 4.0

pillars of automation and efficiency. The drivers of the future

will be based on 6G and IoE as a considerable number of

objects in this type of industry will be connected via wires

or wireless. The goal will provide various services through

the full integration of cloud/edge computing, big data, and AI

[27].
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Fig. 3: Application for healthcare in 6G [11].

VI. CONCLUSION

Mobile networks have evolved very rapidly since their

appearance in the 1980s. This article presents the evolution of

mobile networks from the 1st generation to the 6th generation,

with a focus on the defining principles of this latest generation.

What sets 6G apart is its inherent capability to usher in a

realm of applications and services that were once beyond the

bounds of most people’s imagination. This capacity becomes

possible because 6G is designed to deliver exceptional quality

of service and unrivaled energy efficiency, effectively meeting

the diverse demands of future applications.

The 6th Generation envisages to know an unprecedented

breakthrough by integrating the traditional terrestrial mobile

networks with the emerging space, air and submarine networks

in order to provide an access to the network at any time and

in any place. What allows to have an underwater connection

that will give the possibility to develop several applications, as

the underwater tourism, to have direct emissions of the life of

the underwater species, to have autonomous submarines and

several other applications.
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Abstract—Rolling bearings are crucial components in the
spinning machinery. The failure of these components can lead
to significant catastrophe. Bearing data-driven defect detection
technology has gained attention, with vibration signal collection
being a common starting point. Public datasets like Case Western
Reserve University’s Bearing Centre (CWRU) are used for
feature extraction, feature selection for dimension reduction,
and classification. Time domain parameters are extracted from
vibration data, The novel feature selection approach is built
on the Binary Grey Wolf Optimisation (BGWO). Finally, the
Random Forests (RF) approach is used as individual classifiers.
According to the findings, the proposed technique achieves 96.2%
bearing flaw diagnostic accuracy on the CWRU dataset in 47
seconds, offering advantages in accuracy, speed, and stability.
The findings show that this approach has advantages in terms
of bearing defect diagnosis accuracy, speed, and stability.

Keywords—Bearing Fault Diagnosis, Feature Extraction, Fea-
ture Selection, Binary Grey Wolf Optimization, Artificial Intelli-
gence, and Random Forests.

I. INTRODUCTION

The rotating machine is extensively used in industry, and

the rolling bearing is the most important component of a

rotating machine [1]. The most common rotating machine

failure is rolling bearing failure [2]–[4]. A rotating machine

failure might result in motor or human casualties [5]. The

most important problem to address is identifying a failure

in a spinning machine or perhaps preventing future harm.

As a consequence, the primary goal of this research is to

investigate an effective bearing failure detection technique

based on machine learning.

There are three steps to the machine learning process:

feature extraction, feature selection, and classification. The raw

signal from the rotating machine is typically polluted with

extraneous data and noise. The primary purpose of feature

extraction is to find the most important information and extract

it as a feature, where the quality of the features may have a

significant impact on classification accuracy [6].

A pattern recognition approach is used in this study

to identify bearing defects. Time-domain analysis [8]–[10],

frequency-domain analysis [11], [12], and time-frequency do-

main analysis [13] have all been used by researchers. For

feature extraction among these characteristics, statistical met-

rics such as Root Mean Square (RMS), Kurtosis, Skewness,

Crest Factor, Average Amplitude, Minimum Value, Standard

Deviation, and Impulse Factor have been effectively applied.

Because they are sensitive to changes in the vibration signal,

these statistical measurements are valuable [7].

Feature selection is a preprocessing step that aims to elimi-

nate traits that may impair the performance of machine learn-

ing algorithms. The negative effect is caused by the possibility

of having multiple worthless and/or redundant features [21].

It is a critical step in machine learning because it simplifies

learning models, reduces training time, improves accuracy,

and improves result interpretation. The primary purpose of

feature selection in machine learning is to locate and choose

a subset of relevant and informative characteristics from the

initial collection of features in a dataset [14]. At this time, a

novel approach based on BGWO was suggested.

Researchers have employed decision trees (DT) [15], Artifi-

cial Neural Networks (ANN) [16], [17], k-nearest neighbours

(kNN) [18], and Support Vector Machine (SVM) [19] to

identify bearing defects. Random Forests (RF) is one of

the important classification systems due to its efficiency and

accuracy.

This paper is arranged as follows: In part II, a description of

the utilized dataset that is supplied by Case Western University.

In part III, the feature extraction approach is provided. Section

IV the specifics of the suggested feature selection technique

based on the BGWO algorithm is presented. Section V depicts

the technique of the bearing defect diagnostic model and

categorization. The experiment findings are reported in section

VI. Finally, section VII gives the conclusion.
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II. THE BEARING VIBRATION DATASET

A. The test stand

The dataset from ”the Case Western Reserve University

Bearing Data Center” is utilized for this investigation [20].

The experimental setup is presented in Figure 1. ”The

Fig. 1. The test stands of CWRU

Case Western Reserve University’s (CWRU)” bearing defects

dataset, which covers bearing data such as normal and faulty

bearings, is employed to test the performance of the suggested

system. One of the most popular and publicly accessible

datasets is the CWRU dataset. CWRU data was chosen as

it has been investigated as a standard dataset in the bearing

defect investigations field by numerous researchers [20].

Accelerometers are used to capture vibration signal data. The

sample frequencies used for data gathering were 12 kHz and

48 kHz. We take into account 102400 samples of normal

bearing data, 102400 samples of fault in inner data, 102400

samples of fault in rolling element data, and 102400 samples

of fault in outer data, as well as bearing fault data from the

Drive-End, including inner raceway fault, rolling element fault,

and outer raceway fault.

TABLE I
THE SEVEN BEARING CONDITIONS

Symbol Defect Dimension

HTY Healthy bearing. -

BF1 Rolling element fault with diameter 0.007”

BF2 Rolling element fault with diameter 0.021”

IF1 Inner raceway fault with diameter 0.007”

IF2 Inner raceway fault with diameter 0.021”

OF1 Outer raceway fault with diameter 0.007”

OF2 Outer raceway fault with diameter 0.021”

III. FEATURE EXTRACTION

In data analysis and classification, feature extraction is

critical. It facilitates the extraction of useful information

from signals. Extraction of valuable parameters may increase

the reliability of defect diagnosis. This research extracted

eight (8) time-domain features from vibration signals. The

elements that are taken into account include The Crest Factor

(CRF), The Impulse Factor (IMF), The Kurtosis (KUR),

The Minimum (Min), The Peak to Peak Value (PPV), The

TABLE II
THE DESCRIPTION OF CWRU DATASET

Type of Fault Number of signals Number of samples per signal

HTY 40 4096

BF1 40 4096

BF2 40 4096

IF1 40 4096

IF2 40 4096

OF1 40 4096

OF2 40 4096

Root Mean Square (RMS), The Skewness (SKW), and The

Standard Deviation. All these qualities are given through their

expressions as follows:

- Minimum value:

xm = minimum(x) (1)

- Peak to a peak value (PPV):

xppv = maximum(x)−minimum(x) (2)

- Root mean square (RMS):

xRMS =

√

√

√

√

(

∑K

i=1

∣

∣xi

∣

∣

2

K

)

(3)

- Standard deviation (SD):

σ =

√

√

√

√

(

∑K

i=1
(x(i)− x̄)2

K − 1

)

(4)

- The crest factor (CRF):

xCRF =

(

xp

xrms

)

(5)

- Impulse factor (IMF):

xIMF =

(

xp
(

1

K

)
∑K

i=1

∣

∣xi

∣

∣

)

(6)

- Kurtosis (KUR) :

KUR =
1

K

∑K

i=1
(x(i)− x̄)4

(σ)4
(7)

- Skewness (SKW) :

SKW =
1

K

∑K

i=1
(x(i)− x̄)3

(σ)3
(8)

Where:

- x represents the vibration signal in the time domain.

- x̄ is the mean of x : x̄ = 1

K

∑K

i=1
x(i)

- σ represents the Standard Deviation.

- K the length of a signal
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IV. BINARY GREY WOLF OPTIMISATION (BGWO)

The binary grey wolf optimization (BGWO) technique is

proposed and used to pick the ideal feature subset for classifi-

cation goals, and the grey wolf optimization (GWO) approach

was inspired by the grey wolf collective hunting habit, which

includes alpha α, beta β, delta δ and omega ω. During the

attack on the objective.

• Alpha α: denotes the best answer.

• Beta β: denotes the second best answer.

• Delta δ: typically selects the third fittest solution.

• Omega ω: denotes the remaining solutions.

Fig. 2. The Grey wolf collective hunting [3]

Binary Grey Wolf Optimisation (BGWO) is mostly used

for feature selection [3].

Algorithm 1 describes the steps of binary grey wolf

optimization.

Algorithm 1 BGWO algorithm [3]

1: Define population size N, and a maximum number of

generations Gmax.

2: Generate an initial random uniformly distributed popula-

tion of N vectors.

3: Find the objective function values for all members of the

population.

4: while G < Gmax do

5: for n = 1 to N do

6: Update the nth vector using:

7: WG+1,i =

{

1, if S
(

W1,i+W2,i+W3,i

3

)

≥ rand().

0, otherwise.
8: end for

9: Update u, C1, and C2

10: Update Wα,Wβ and Wδ

11: Set: G = G+ 1
12: end while

Where:

• G indicates the current generation.

• C1 and C2 are coefficient vectors.

• C1 = 2u ∗ v1 − u and C2 = 2 ∗ v2, where u ∈ [2, 0] and

v1, v2 ∈ [0, 1] (random vectors).

• W corresponds to the position vector of the grey wolf.

• rand() is a random number in [0, 1] with a uniform

distribution. In WG+1,i, the sigmoid function S(x) is

expressed: S(x) =
(

1

1+e−10(x−0.5)

)

V. RANDOM FOREST CLASSIFIER

Random forests are commonly utilized in supervised ma-

chine learning. They serve as a method for tackling classifica-

tion and regression issues. Random forests adopt a technique,

by mixing predictions from models. Specifically, the random

forest ensemble includes decision trees [23].

In forest classification, many decision trees are constructed us-

ing subsets of data and characteristics picked randomly. Each

decision tree functions as an expert expressing its viewpoint

on how to classify the data. When creating predictions the

algorithm estimates the forecast of each decision tree. Then

choose the usually occurring outcome [24].

Overall random forests give a strategy, in machine learning for

handling classification and regression difficulties by harnessing

the expertise of numerous decision trees. Precision, recall, and

Fig. 3. Artificial Neural Networks Architecture [22]

F-measure are used to present classification results. Precision,

also known as positive predictive value (PPV), is defined as

the proportion of instances belonging to a class (TP: True
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Positive) out of all instances categorized as belonging to this

class by the classifier [25].

Precision =

(

TP

TP + FP

)

(9)

The proportion of cases classified in one class out of the

total instances identified in that class is defined as recall or

sensitivity. The total number of instances of a class includes

the TP and FN (False Negative) [25].

Recall =

(

TP

TP + FN

)

(10)

The F-measure is defined as the product of accuracy and

recall, which is written as [25],

F −Measure =

(

2 ∗ Precision ∗Recall

Precision+Recall

)

(11)

VI. RESULTS AND DISCUSSION

A. Proposed Methodology

Figure 4 below shows the flowchart of the proposed method

which is bearing fault classification based on machine learning.

In this paper the dataset has been provided by CWRU [20],

contains 40 vibration signals in each of seven (7) bearing

conditions (HTY, BF1, BF2, IR1, IR2, OR1, OR2). After the

data acquisition, a feature extraction was applied to extract

the eight statistical parameters (The Crest Factor (CRF), The

Impulse Factor (IMF), The Kurtosis (KUR), The Minimum

(Min), The Peak to Peak Value (PPV), The Root Mean Square

(RMS), The Skewness (SKW), and The Standard Devia-

tion(SD)). After that, a feature matrix will be created with

280 rows (40 signals * 7 classes) and 8 columns (Extracted

Feature). Following feature selection based on Binary Grey

Wolf Optimizer (BGWO) has been used for dimensionality

reduction, in this stage, a feature matrix has been minimized

to 280 rows and 5 columns, and three extracted features have

been withdrawn. The final stage is fault classification using

a machine learning classifier which is Random Forests (RF),

in this stage, the minimized feature matrix will be divided

into sub-matrices 70% and 30% from each class of minimized

feature matrix, the first for training the ML classifier and the

other sub-matrix for testing the ML classifier.

Fig. 4. The Proposed Method

Fig. 5. The seven classes of the dataset

The scatter plots of the fault characteristics recovered from

the bearing fault with various defect severities and healthy

states are given in Fig. 5. There are some considerable spaces

between samples of multiple classes that are successfully

separated, and a few of them contain some mixing across fault

severities, such as class 1 and class 2, which are close together,

and class 5 and class 6, which are more compact.

B. The classification results without using BGWO

On the first try, we only used the fault classification without

using the Feature Selection by BGWO. After the feature

extraction, the data was split into two groups, once 70% of

the extracted feature and the other 30%. After that, Random

Forests have been applied to ensure the classification.

The results are obtained as follows:
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Fig. 6. Confusion Matrix of the Training RF without applying BGWO

Fig. 7. Confusion Matrix of the Testing RF without applying BGWO

Figures 6,7,10, and 11 show a confusion matrix, which is

a table used to assess the effectiveness of a machine-learning

model like Random Forests. It is a breakdown of the correct

and wrong forecasts made by the classifier by class. The rows

represent the actual class labels, while the columns represent

the predicted class labels. The diagonal elements of the matrix

represent the number of true positives for each class, while the

off-diagonal elements represent the number of false positives.

C. The classification results using BGWO

As we can see in figure 8, the fitness value of BGWO

stays the same value after many iterations. This suggests the

possibility of convergence to an ideal binary answer. The

convergence behavior is frequently used to create termination

criteria, with the algorithm finishing when the fitness values

remain generally steady or after a particular number of

iterations.

The number of used trees in Random Forests Classification

is 20 trees.

Figure 9 shows the balanced error rate (BER) of Random

Fig. 8. The Fitness Values of BGWO based on the number of iterations

Fig. 9. Balanced Error Rate based on Number of trees

Forests is close to zero suggesting that the Random Forest

classifier is working extremely well, particularly in circum-

stances with imbalanced datasets. A low BER indicates that the

classifier successfully balances the trade-off between correctly

categorizing both positive and negative classes.

Fig. 10. Confusion Matrix of the Training RF

VII. CONCLUSION

The efficacy of the proposed strategy is validated using

the Case Western Reserve University (CWRU) dataset. The
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Fig. 11. Confusion Matrix of the Testing RF

simulation results show that the suggested methods Binary

Grey Wolf Optimisation (BGWO) and Random Forests (RF)

provide adequate performance and accuracy, which is 96.2%.

This work emphasizes the importance of selecting the best

RF configuration to maximize model performance; addition-

ally, the Random Forests (RF) supervised machine learning

classifier, which can be used to categorize the bearing’s run-

ning condition, has good performance and high generalization

capabilities.

Future initiatives for this study include comparing Random

Forests (RF) performance with other bearing defect datasets

that are currently available, as well as comparing RF’s classi-

fication and detection skills to those of other machine learning

models.
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Abstract—Software-defined wide area network (SD-WAN) en-
hances network traffic management, while Multiprotocol Label
Switching (MPLS) offers efficient data transmission. This paper
analyzes SD-WAN over MPLS in the Housing Bank, a major
Algerian financial institution. We deploy FortiGate for the SD-
WAN solution, comparing it to traditional MPLS and direct in-
ternet access across metrics like bandwidth, latency, jitter, packet
loss, throughput, and quality of service (QoS). Security measures
include encryption, firewall, intrusion prevention, web filtering,
antivirus, and addressing threats like spoofing, DoS attacks, and
unauthorized access. We explore future trends such as SASE ar-
chitecture, AI/ML integration, and emerging transport methods.
SD-WAN over MPLS proves advantageous, offering enhanced
performance, security, and flexibility. Recommendations include
ongoing performance monitoring and research.

Index Terms—SD-WAN, MPLS, FortiGate, QoS.

I. INTRODUCTION

Software-defined wide area network (SD-WAN) represents

a transformative networking technology that offers dynamic

and adaptable traffic management across multiple network

paths. Its primary objective is to empower organizations with

the tools needed to optimize network performance, enhance

reliability, and bolster security, particularly in the context of

cloud-based applications and services. On the other hand,

Multiprotocol Label Switching (MPLS) stands as a robust

networking protocol renowned for its ability to ensure efficient

and dependable data transmission by utilizing predetermined

routes and employing labels to guide packet routing. This

approach simplifies complex routing decisions and mitigates

issues related to latency and network congestion. Furthermore,

MPLS boasts features like quality of service (QoS) and traffic

engineering, contributing to improved network performance

and availability [1] [2] [3]. Within the pages of this paper,

we delve into an exhaustive examination of the performance

and security implications stemming from the implementation

of SD-WAN over MPLS at the Housing Bank. The Housing

Bank, a prominent financial institution based in Algeria,

maintains an expansive and intricate network infrastructure

that interconnects its headquarters, numerous branches, data

centers, and cloud services nationwide. The institution faces

a spectrum of networking challenges, encompassing elevated

bandwidth costs, suboptimal network performance, diminished

application quality, and heightened security vulnerabilities.

To confront these issues head-on, the Housing Bank opted

to adopt SD-WAN over MPLS, with FortiGate serving as

the designated SD-WAN appliance. FortiGate, an innovative

product developed by Fortinet—a global leader in network

security solutions—offers a suite of integrated security features

meticulously designed for SD-WAN over MPLS deployments.

These features encompass end-to-end encryption, firewall ca-

pabilities, intrusion prevention, web filtering, antivirus de-

fenses, and much morecite [4] [5].

This paper unfolds as follows: Section II provides an exten-

sive account of the implementation process of the SD-WAN

solution over MPLS within the Housing Bank, underpinned by

the utilization of FortiGate. Section III undertakes a rigorous

examination of the performance metrics associated with SD-

WAN over MPLS at the Housing Bank. Section IV delves

into the multifaceted realm of security challenges and corre-

sponding solutions intrinsic to SD-WAN over MPLS. Section

V embarks on a journey to explore forthcoming trends and

developments pertinent to SD-WAN over MPLS technology.

Lastly, Section VI serves as a culmination of our findings

and insights, drawing together the disparate threads woven

throughout this paper. Section VII provides a comprehensive

listing of the references that have informed our research and

analysis [4] [5].
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II. IMPLEMENTATION OF SD-WAN SOLUTION OVER

MPLS IN THE HOUSING BANK USING FORTIGATE

Fig. 1 illustrates the network infrastructure of the Housing

Bank and the connectivity achieved through MPLS, which will

serve as the foundation for the deployment of SD-WAN.

Fig. 1. Network topology of housing bank, Algeria.

The Housing Bank implemented SD-WAN solution over

MPLS using FortiGate as the SD-WAN appliance. The net-

work topology of the SD-WAN solution over MPLS is shown

in Fig. 2. The network consists of four main components: the

headquarters, the branches, the data centers, and the cloud

services. The headquarters and the branches are connected

to the data centers and the cloud services via MPLS links

and internet links. The MPLS links provide reliable and

secure connectivity, while the internet links provide backup

and redundancy. The data centers host the core applications

and services of the bank, such as ERP, CRM, and database.

The cloud services provide access to external applications and

services, such as Office 365, Salesforce, and AWS.

Fig. 2. Network topology of SD-WAN solution over MPLS in the Housing
Bank.

The FortiGate devices are deployed at each site of the

network, acting as the SD-WAN controllers and gateways.

The FortiGate devices are configured to monitor the network

conditions and traffic patterns, and to dynamically select the

best path for each application based on predefined policies

and priorities. The FortiGate devices also provide end-to-

end encryption, firewall, intrusion prevention, web filtering,

antivirus, and other security features for the SD-WAN traffic

[6].

The implementation of SD-WAN solution over MPLS in the

Housing Bank involved several steps, such as:

• Planning and designing the network architecture and

configuration of the SD-WAN solution over MPLS, using

FortiGate as the SD-WAN appliance [7].

• Procuring and installing the FortiGate devices at each site

of the network, and connecting them to the MPLS links

and internet links.

• Configuring the FortiGate devices to enable SD-WAN

features, such as path selection, QoS, security, and re-

porting [7].

• Testing and validating the functionality and performance

of the SD-WAN solution over MPLS, using various tools

and methods, such as ping, traceroute, iperf, Wireshark,

and FortiView.

• Deploying and operating the SD-WAN solution over

MPLS in the Housing Bank’s network environment, and

monitoring and managing it using FortiManager and

FortiAnalyzer.

The implementation of SD-WAN solution over MPLS in

the

Housing Bank faced some challenges, such as:

• Ensuring compatibility and interoperability between For-

tiGate devices and other network devices, such as routers,

switches, firewalls, and VPNs.

• Optimizing the bandwidth utilization and allocation of the

MPLS links and internet links for different applications

and services.

• Balancing the trade-off between performance and security

of the SD-WAN traffic over MPLS or internet.

• Troubleshooting and resolving any issues or errors that

occurred during or after the implementation

The implementation of SD-WAN solution over MPLS in the

Housing Bank also demonstrated some benefits, such as:

• Improving the network performance and availability for

critical applications and services, such as ERP, CRM,

database, Office 365, Salesforce, and AWS.

• Enhancing the network security and compliance for sen-

sitive data and transactions transmitted over SD-WAN.

• Reducing the network operational costs by leveraging

existing MPLS links and internet links for SD-WAN [6].

• Increasing the network scalability and flexibility by en-

abling easy addition or removal of sites or applications

to or from SD-WAN.

The Housing Bank’s SD-WAN solution over MPLS was

successfully implemented utilizing FortiGate devices as shown

in Fig. 2.

The FortiGate devices provided end-to-end encryption, a fire-

wall, intrusion prevention, web filtering, antivirus, and other

integrated security capabilities for SD-WAN over MPLS. Us-
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Fig. 3. SD-WAN Solution over MPLS in the Housing Bank using FortiGate.

ing a single interface, the FortiGate devices made it simple

to configure and administer SD-WAN functionalities. For

SD-WAN over MPLS or the internet, the FortiGate devices

additionally supported a number of transport techniques and

protocols. Additionally, utilizing FortiView, the FortiGate de-

vices allowed for real-time monitoring and reporting of SD-

WAN performance [7].

III. PERFORMANCE ANALYSIS

The performance of SD-WAN over MPLS in the Housing

Bank was evaluated using various metrics, such as bandwidth,

latency, jitter, packet loss, throughput, and quality of service

(QoS) [8]. These metrics were measured and compared for

different networking solutions, such as traditional MPLS,

direct internet access (DIA), and SD-WAN over MPLS. The

performance analysis was conducted using various tools and

methods, such as ping, traceroute, iperf, Wireshark, and

FortiView [9] [8]. The results of the performance analysis

showed that SD-WAN over MPLS outperformed traditional

MPLS and DIA in most aspects. Table 1 provides a summary

of the mean performance metric values for each networking

solution.

TABLE I
COMPARISON OF NETWORK METRICS

Metric Traditional MPLS DIA SD-WAN over MPLS

Bandwidth 10 Mbps 50 Mbps 60 Mbps
Latency 50 ms 100 ms 40 ms
Jitter 5 ms 10 ms 2 ms
Packet loss 1% 5% 0.5%
Throughput 8 Mbps 40 Mbps 55 Mbps
QoS Low Medium High

The table shows that SD-WAN over MPLS outperformed

traditional MPLS and DIA across various metrics. It recorded

higher bandwidth, lower latency, reduced jitter, decreased

packet loss, increased throughput, and improved QoS. These

findings suggest that the adoption of SD-WAN over MPLS

effectively enhanced network performance and increased the

availability of applications and services for the Housing Bank.

The key factors influencing the performance of SD-WAN over

MPLS in the Housing Bank were:

• Path selection: SD-WAN over MPLS used FortiGate

devices to dynamically select the best path for each

application based on predefined policies and priorities.

This enabled SD-WAN over MPLS to optimize the

network performance and availability by choosing the

most suitable path for each application according to its

requirements and characteristics [10] [11] [12].

• QoS: SD-WAN over MPLS used FortiGate devices to

implement QoS for different applications and services.

This enabled SD-WAN over MPLS to prioritize the

network traffic according to its importance and urgency,

and to allocate the appropriate bandwidth and resources

for each application. This also enabled SD-WAN over

MPLS to avoid congestion and ensure smooth delivery

of data [13] [11].

• Security: SD-WAN over MPLS used FortiGate devices

to provide end-to-end encryption, firewall, intrusion pre-

vention, web filtering, antivirus, and other security fea-

tures for the network traffic. This enabled SD-WAN

over MPLS to protect the data and transactions from

unauthorized access or malicious attacks, and to comply

with the regulatory standards and policies of the bank

[13] [11].

The Housing Bank’s SD-WAN over MPLS performance

research proved that it was the best networking option for the

bank’s network operations. It offered the bank’s applications

and services better performance, better security, and more

flexibility. By utilizing already-existing MPLS and internet

cables for SD-WAN, it also decreased the costs associated

with running the network.

IV. SECURITY INTEGRATION

In the world of networking, ensuring strong security is

essential, especially when working with sensitive and private

data through both public and private networks. With different

security advantages and difficulties, two well known technolo-

gies SD-WAN and MPLS offer solutions for building reliable

and secure WAN connections. We will look into SD-WAN’s

built in security capabilities and how they may be effortlessly

incorporated with MPLS in this part. We will also assess the

security concerns associated with the deployment of SD-WAN

over MPLS and offer helpful advice and best practices for

successfully protecting SD-WAN over MPLS networks [10]

[14].

A. Security Features of SD-WAN

SD-WAN stands as a software-defined technology that

decouples the network control plane from the data plane,

enabling centralized network policy management and traffic

routing orchestration. Leveraging multiple transport services

such as broadband Internet, LTE, cellular, satellite, and even
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MPLS, SD-WAN fabricates a virtual overlay network with

the potential to optimize performance, reliability, and user

experience [10] [14]. SD-WAN encompasses several built-in

security features that fortify WAN connections:

1) Encryption: SD-WAN has the capacity to encrypt data

during transit using protocols like IPsec or SSL/TLS.

This encryption safeguards against eavesdropping, tam-

pering, and spoofing attacks, while enforcing stringent

authentication and authorization protocols to thwart

unauthorized access to network resources.

2) VPN: SD-WAN is adept at constructing virtual private

networks (VPNs) that securely link remote sites or users

to the central network or cloud applications. Employ-

ing encryption and tunneling protocols, VPNs establish

secure end-to-end connections across public or private

networks.

3) Firewall: The incorporation of firewall capabilities

within SD-WAN empowers the filtering and blocking

of unwanted or malicious traffic based on predefined

rules or policies. Firewall implementations extend their

protection by controlling access to network resources via

access control lists (ACLs) and identity-based policies.

4) Intrusion Prevention: SD-WAN is equipped with in-

trusion prevention capabilities capable of detecting and

averting network attacks, including denial-of-service

(DoS), distributed denial-of-service (DDoS), malware,

ransomware, and more. It provides timely alerts and

comprehensive reports pertaining to network anomalies

or security incidents.

5) URL Filtering: With URL filtering capabilities, SD-

WAN can allow or disallow access to specific websites

or web applications based on predefined rules or poli-

cies. This functionality acts as a sentinel, barring users

from accessing malicious or inappropriate websites, thus

safeguarding network security and enhancing productiv-

ity.

6) Advanced Malware Protection: SD-WAN incorporates

advanced malware protection features designed to scan

and block malicious files or payloads that may en-

danger network devices or systems. Additionally, ad-

vanced malware protection includes sandboxing and

threat intelligence functionalities, enabling the analysis

and mitigation of unknown or zero-day threats

B. SD-WAN Security Integration with MPLS

MPLS, as a protocol, assigns labels to packets based on

their destination and priority, facilitating the swift and efficient

routing of traffic across a dedicated, inherently secure private

network. However, MPLS lacks certain security features such

as encryption, firewall, and intrusion prevention, which may

be necessary for specific applications or compliance require-

ments.

SD-WAN seamlessly integrates with MPLS, yielding a hybrid

WAN solution that harmonizes the security and reliability

of MPLS with the flexibility and performance optimization

offered by SD-WAN. In this integration, SD-WAN employs

MPLS as one of the transport services in its virtual overlay

network, complemented by other services like broadband

Internet, LTE, cellular, and satellite. This approach permits

dynamic path selection and load balancing based on applica-

tion requisites and real-time network conditions [10] [14].

SD-WAN enhances the security of MPLS-based WAN con-

nections by adding supplementary security features:

1) Encryption: SD-WAN encrypts data before transmitting

it over MPLS links, guarding against potential breaches

or leaks within the MPLS network infrastructure.

2) Firewall: By furnishing firewall capabilities, SD-WAN

can filter and obstruct undesirable or malicious traffic

at the perimeter of the MPLS network, preventing such

traffic from entering or exiting.

3) Intrusion Prevention: SD-WAN extends intrusion pre-

vention capabilities to protect against network attacks

targeting the MPLS network, thus ensuring an additional

layer of security.

C. Security Risks in SD-WAN Over MPLS

While SD-WAN delivers numerous security advantages

when integrated with MPLS, it also introduces certain security

risks that demand vigilant attention. These risks encompass:

1) Complexity: SD-WAN elevates the complexity of WAN

management by introducing multiple transport services,

vendors, devices, and policies. This complexity can

challenge network administrators and security teams.

Moreover, it may enlarge the attack surface and vul-

nerability of WAN connections by exposing them to a

wider array of threats.

2) Visibility: SD-WAN, through its encryption of data in

transit, diminishes the visibility of WAN traffic. This

encrypted traffic might obstruct the efforts of network

administrators and security teams to monitor and scru-

tinize traffic patterns and behaviors. Additionally, the

multiplicity of transport services, vendors, devices, and

policies may create inconsistencies and gaps in network

data and logs.

3) Compatibility: SD-WAN may introduce compatibility

issues with existing network infrastructure and security

solutions like routers, switches, firewalls, intrusion pre-

vention systems, and more. These issues may necessitate

upgrades or replacements to enable support for SD-WAN

functionalities. Furthermore, the coexistence of multiple

transport services, vendors, devices, and policies can

engender interoperability and integration challenges.

D. Security Recommendations and Best Practices

To effectively mitigate the security risks associated with

SD-WAN over MPLS while maximizing its security benefits,

the following recommendations and best practices are highly

recommended:

1) Select a Reliable SD-WAN Provider: Choose an ex-

perienced and reliable SD-WAN provider with the capa-

bility to offer a comprehensive and integrated security

solution tailored to your specific requirements. A trusted
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provider will help you navigate potential challenges and

pitfalls during the implementation and operation of SD-

WAN over MPLS.

2) Implement a Zero-Trust Security Approach: Embrace

a zero-trust approach to WAN security that rigorously

verifies the identity and integrity of every device, user,

and application accessing the WAN network. This ap-

proach is instrumental in preventing unauthorized ac-

cess to network resources and guarding against insider

threats.

3) Regular Monitoring and Measurement: Maintain a

regimen of regular monitoring and measurement of your

SD-WAN security solution’s performance and outcomes.

These assessments will empower you to gauge the effi-

ciency and effectiveness of your security measures and

pinpoint areas requiring enhancement or optimization.

4) Frequent Device and System Updates: Regularly up-

date and patch your SD-WAN devices and systems.

Timely updates fortify your defenses against the latest

cyber threats and vulnerabilities that may exploit SD-

WAN components.

5) Security Awareness and Training: Invest in the edu-

cation and training of your network administrators and

security teams. Equipping them with best practices and

procedures for managing and securing SD-WAN over

MPLS networks will ensure compliance with network

policies and regulations while enhancing overall security

awareness and culture.

Security integration is a pivotal aspect of the successful

deployment of SD-WAN over MPLS networks. By adhering to

these recommendations and best practices, organizations can

make well-informed decisions regarding SD-WAN security

integration with MPLS, thereby aligning with their business

goals and security needs effectively [10] [14].

V. THE FUTURE OF SD-WAN

Software-defined wide area networks (SD-WAN) have rev-

olutionized enterprise networking, offering significant advan-

tages over traditional WAN solutions such as MPLS. SD-WAN

enables agile, cost-effective, scalable, and secure networking

solutions that can optimize performance, reliability, and user

experience. Thesis Statement: In this section, we will explore

the future of SD-WAN technology, its potential impact on

networking solutions, current trends in SD-WAN adoption and

deployment, and strategic recommendations for organizations

considering SD-WAN adoption, considering the evolving net-

working landscape [15].

A. Key Drivers Shaping the Future of SD-WAN

• Cloud Adoption: The increasing adoption of cloud-

based services and applications by enterprises is a piv-

otal driver of SD-WAN’s future. Cloud computing of-

fers scalability, flexibility, and innovation, but it also

poses challenges such as bandwidth limitations, latency

issues, security risks, and complexity. SD-WAN addresses

these challenges by providing a cloud-native solution that

seamlessly integrates with various cloud platforms and

services, including Amazon Web Services (AWS), Mi-

crosoft Azure, Google Cloud Platform (GCP), and others.

Moreover, SD-WAN leverages the cloud’s capabilities to

enhance features like performance optimization, security

integration, and network automation.

SASE architecture can offer a number of benefits for

smaller organizations with limited IT resources. By mak-

ing SD-WANs more easily deployed and managed, SASE

architecture can help these organizations to improve the

performance, security, and agility of their networks [15].

• Network Security and Resilience: The growing depen-

dence of enterprises on network connectivity for business

operations underscores the need for network security and

resilience. While SD-WAN offers robust security mea-

sures to protect against threats like malware, ransomware,

denial-of-service attacks, and data breaches, it also in-

troduces challenges. These challenges include trade-offs

between security and performance, the complexity of

managing multiple security policies across different sites,

and compatibility issues between different vendors or

devices.

• Integration with Emerging Technologies: The con-

vergence of SD-WAN with emerging technologies like

artificial intelligence (AI) and 5G is a significant driver.

AI enhances SD-WAN capabilities by enabling intelli-

gent features such as policy definition, traffic routing,

troubleshooting, and security monitoring. However, this

integration also raises concerns, including the potential

risks of cyberattacks, regulatory or legal barriers, and

competition from other evolving technologies.

AI/ML can also be used to improve the performance and

security of SD-WANs. For example, AI/ML algorithms

can be used to analyze network traffic patterns and

identify the best path for routing traffic, and to identify

and block malicious traffic patterns.

B. Current Trends in SD-WAN Adoption and Deployment

• Remote Workforce Support: SD-WAN is increasingly

vital for organizations supporting remote workforces. It

ensures reliable and secure access to essential resources

regardless of employees’ locations, contributing to seam-

less remote work experiences.

• SMB Relevance: Small and medium-sized businesses

(SMBs) are recognizing the benefits of SD-WAN. SMBs

can leverage SD-WAN to enhance network performance,

security, and scalability, similar to large enterprises.

• Automation and Orchestration: The future of SD-

WAN will likely emphasize automation and orchestration,

making it easier to manage and deploy. Automation

streamlines routine tasks, while orchestration simplifies

complex network configurations.

• Affordability and Accessibility: The maturing SD-WAN

market has driven down costs, making SD-WAN ac-

cessible to organizations of all sizes. This affordability

expands its adoption across diverse sectors.
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• Support for New Networking Use Cases: SD-WAN

is evolving to support new use cases, such as providing

secure connectivity for Internet of Things (IoT) devices

and facilitating edge computing applications.

• Convergence of Networking and Security: SD-WAN is

playing a pivotal role in the convergence of networking

and security. It enables organizations to centralize and

orchestrate security policies across their entire network,

encompassing both on-premises and cloud resources.

C. Strategic Recommendations for Organizations

• Evaluate business needs: Carefully assess your current

network infrastructure and identify your organization’s

business objectives and needs. This evaluation is crucial

in determining whether SD-WAN is a suitable solution

and how it can benefit your organization.

• Choose a reliable provider: Select a reputable and

experienced SD-WAN provider capable of offering a

customized and comprehensive solution tailored to your

specific requirements. Partnering with the right provider

helps avoid potential implementation challenges.

• Monitor and measure performance: Regularly monitor

and measure the performance and outcomes of your

SD-WAN solution. This ongoing assessment allows you

to gauge the effectiveness and efficiency of your SD-

WAN deployment, identifying areas for improvement or

optimization.

SD-WAN is a promising technology with the potential to

reshape enterprise networking. However, its adoption requires

careful planning, considering business needs, budget, and im-

plementation strategy. Embracing these evolving capabilities

positions organizations to navigate the intricate networking

landscape of the future successfully [15] .

VI. CONCLUSION

In this paper, we have analyzed the implementation and

performance of SD-WAN over MPLS in the Housing Bank, a

leading financial institution in Algeria. We have also discussed

the security integration and the future of SD-WAN technology

and its implications for networking solutions. We have found

that SD-WAN over MPLS is a viable and beneficial solution

for the Housing Bank, as it offers several advantages over

traditional WAN solutions, such as:

Cost savings: Implementing SD-WAN over MPLS can re-

sult in significant cost savings. This is achieved through the

utilization of multiple transport services, the optimization of

bandwidth usage, and the simplification of network configu-

ration and maintenance, ultimately reducing both operational

and capital expenditures related to WAN management.

Performance improvement: SD-WAN over MPLS can sig-

nificantly boost the performance of WAN connections. Dy-

namic path selection, load balancing, and QoS features are

employed to ensure that traffic is routed optimally, taking into

account application requirements and network conditions.

Security enhancement: The adoption of SD-WAN over

MPLS can enhance the security of WAN connections. This

is accomplished through the implementation of encryption,

VPNs, firewalls, intrusion prevention systems, URL filtering,

and advanced malware protection. These security features

fortify the network against various cyber threats and vulnera-

bilities.

SD-WAN over MPLS provides a flexible and scalable

framework for WAN management. Centralized control and

orchestration of network policies and traffic routing are facil-

itated, along with seamless integration with cloud platforms

and services.

Based on our findings, we conclude that SD-WAN over

MPLS is a fitting and valuable solution for the Housing Bank,

aligned with their business objectives and requirements. We

recommend continuous monitoring and performance evalu-

ation of the SD-WAN solution, as well as regular updates

and patches for SD-WAN devices and systems. Furthermore,

integrating SD-WAN with emerging technologies such as AI

and 5G is suggested to further elevate networking capabilities

and opportunities.

We trust that this research has provided valuable insights

and information regarding SD-WAN over MPLS technology

and its practical applications. We hope that it will inspire

further research and implementation of SD-WAN over MPLS

in diverse organizational and contextual settings.
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I. INTRODUCTION  

 In recent decades, Wireless Sensor Networks (WSNs) 
have garnered significant interest due to their versatility across 
various domains, including military, environmental 
monitoring, healthcare, and industrial applications. Typically, 
WSNs are employed to oversee unattended areas where sensor 
batteries are non-rechargeable and non-replaceable [1]. In 
these scenarios, WSN nodes are strategically placed 
throughout a designated area to autonomously gather 
environmental data such as temperature, pressure, and 
pollution. Subsequently, this data is transmitted to a central 
base station (BS) [2] for further analysis and control. 

        Over the past few years, researchers have primarily 
focused their efforts on developing routing protocols aimed 
at extending the longevity of networks. The primary objective 
of these routing protocols is to efficiently guide data from its 
source to the intended destination, while considering physical 
limitations and minimizing energy consumption [3]. 
       The concept of hierarchical routing protocols holds great 
significance as it categorizes sensors into distinct layers with 
the primary goal of minimizing energy usage. A common 
hierarchical routing strategy involves clustering, which 
partitions the network into discrete clusters [4]. In the case of 
LEACH, nodes are organized into clusters, with each cluster 
designating one node as the cluster head (CH) while the 
remaining nodes assume the role of cluster members [2]. 
Within each cluster, the CH takes charge of aggregating data 
from the ordinary nodes (ONs) and subsequently transmitting 
this data to the base station (BS) [5]. 
       In this research paper, we will examine the LEACH 
protocol across various scenarios to identify and analyze its 
distinct limitations and shortcomings. 
 

II. PRESENTATION OF LEACH ALGORITHM 

      LEACH, developed by Heinzelman et al. [6], operates in 
a cyclical fashion, with each cycle comprising two distinct  
phases: the setup phase and the steady-state phase [7]. 

A. Set-up phase 

 To determine the cluster head (CH), each node generates 
a random number within the range of 0 to 1, provided it is not 
already the CH. If this randomly generated number falls below 
a specified threshold value, the node assumes the role of the 
CH [8]. The threshold value, denoted as T(n), is computed 
using the following formula: 

 

Where : 

· P: the percentage of nodes to become CHs. 

· r: is the number of rounds that have elapsed. 

· G: is the set of nodes that have not elected as CH in the 
previous 1/P rounds. 

 Every cluster head (CH) initiates a broadcast message to 
reach all nodes within its cluster, and each node subsequently 
associates with the CH exhibiting the strongest signal 
reception. Furthermore, the CH orchestrates the establishment 
of a TDMA (Time Division Multiple Access) schedule, 
instructing each node precisely when to transmit its data. This 
scheduling approach effectively minimizes collisions and 
extends the overall network lifespan. 

       In the event that the cluster head (CH) exhausts its energy 
reserves, all nodes affiliated with that CH lose their ability to 
communicate with the broader network. To mitigate this 
issue, LEACH incorporates a mechanism involving the 
periodic random rotation of the cluster head position for all 
members within the cluster [6]. 

B. Steady-state phase 

 During this phase, all nodes adhere to the TDMA 
schedule to transmit their data to their respective cluster heads 
(CHs). This coordinated approach is designed to optimize 
energy efficiency throughout the network. The CHs, in turn, 
aggregate and forward the data to the base station (BS) using 
a single-hop transmission. It's important to note that in the 
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event of a failure, all the data collected by the nodes becomes 
irretrievably lost [9]. 

 

 

Fig. 1. Round in LEACH 

III. RESULTS AND DISCUSSIONS 

In this section, we will conduct a series of simulations 
aimed at assessing the performance of LEACH in diverse 
scenarios. To achieve this objective, we have evaluated the 
algorithms in four distinct scenarios. In the first scenario, 
nodes are deployed randomly within a 100x100 area, with the 
base station (BS) positioned at coordinates (50, 50). For the 
second scenario, nodes are also randomly distributed over a 
100x100 region, but the BS is located at (50, 175). The third 
scenario involves random node deployment within a larger 
200x200 area, with the BS situated at coordinates (100, 100). 
Finally, in the fourth scenario, nodes are randomly placed in a 
200x200 region, and the BS is positioned at (100, 275). 

      At the outset, all nodes possess equal energy levels, and 
each node transmits a single packet per unit of time to the 
designated cluster head (CH). The simulation has been 
executed using MATLAB R2020a, and a comprehensive list 
of parameters and their corresponding values is provided in 
TABLE1. It's important to note that identical parameter 
settings are applied consistently across all scenarios for 
LEACH. 

TABLE I.  THE PARAMETERS USED 

 

In Fig. 2, the LEACH clustering is visually represented, 
with nodes belonging to the same cluster distinguished by a 
uniform color. It's worth noting that in LEACH, the quantity 
of clusters is randomly determined and often deviates 
significantly from the ideal value of five clusters (e.g., there 

may be 8 clusters in round 1). This randomness in cluster 
creation contributes to the observed load imbalance within the 
LEACH protocol. 

 

 

Fig. 2. Clustering in LEACH in 100x100 area in round 1  

      In this research, we will evaluate the performance of 
LEACH by primarily focusing on two critical factors: 
network lifetime and residual energy. 
      Figures 3, 4, 5, and 6 depict the evolution of the number 
of active nodes per round in LEACH across different 
scenarios, namely scenario 1, scenario 2, scenario 3, and 
scenario 4, respectively. In scenario 1, the initial node 
depletion in LEACH occurred during round 2431, with the 
final node depletion taking place in round 3554. For scenario 
2, the first instance of node depletion in LEACH emerged in 
round 48, culminating in the last node depletion in round 
2316. In scenario 3, LEACH experienced its first node 
depletion in round 38, concluding with the final node 
depletion in round 3268. Finally, in scenario 4, the initial 
node depletion within LEACH was recorded in round 23, 
followed by the last node depletion occurring in round 2069. 
 

 
 

Fig. 3. Alive nodes per round in LEACH  in (100x100) area and 
BS(50,50) 

Parameter Scenario 1 Scenario 2 Scenario 2 Scenario 2 

Network size 100x100 m 100x100 m 200x200 m 200x200 m 

Base station 
location 

(50,50) (50,175) (100,100) (100,275) 

Numberof 
nodes 

100 100 100 100 

Data packet 
size 

5000bit 5000bit 5000bit 5000bit 

Aggregation 
energy 

5nJ 5nJ 5nJ 5nJ 

Initialy 
energy of 
nodes 

2J 2J 2J 2J 

Percentage of 
CHs 

5% 5% 5% 5% 

Maximum 
number  
of rounds 

10000 10000 10000 10000 
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Fig. 4.  Alive nodes per round in LEACH  in (100x100) area and 
BS(50,175) 

 

 

Fig. 5. Alive nodes per round in LEACH in (200 x200) area and  
BS(100,100)  

 

Fig. 6. Alive nodes per round in LEACH in (200 x 200) area and 
BS(100x275) 

Figures 7, 8, 9, and 10 show the residual energy per round for 
LEACH In scenario 1, scenario 2, scenario3 and scenario4 
successively. 

 

Fig. 7. Residual energy  per round in LEACH in (100 x100) area and  
BS(50,50)  

 

Fig. 8. Residual energy  per round in LEACH in (100 x100) area and  
BS(50,175)  

 

Fig. 9. Residual energy  per round in LEACH in (200 x200) area and  
BS(100,100)  
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Fig. 10. Residual energy  per round in LEACH in (200 x200) area and  
BS(100,275)  

 

 

TABLE II.  COMPARISON OF NETWORK LIFETIME OF PROTOCOL 
LEACH IN DIFFERENT SCENARIOS 

 

Scenario 
% Dead 

node 

Nbr of 

round 

Scenario 1 
1(FND) 2431 

100(LND) 3554 

Scenario 2 
1(FND) 48 

100(LND) 2316 

Scenario 3 
1(FND) 38 

100(LND) 3268 

Scenario 4 
1(FND) 23 

100(LND) 2069 

 

TABLE III.  COMPARISON OF RESIDUAL ENERGY  OF PROTOCOL LEACH 
IN DIFFERENT SCENARIOS 

 

Scenario 
% Energy 

consumption 

Nbr of 

round 

Scenario 1 
50 1249 

100 3554 

Scenario 2 
50 64 

100 2316 

Scenario 3 
50 97 

100 3268 

Scenario 4 
50 29 

100 2069 

 

IV. CONCLUSION 

      This paper presents a comprehensive investigation of the 
LEACH protocol across various scenarios, with a specific 
emphasis on network lifetime and residual energy as 
performance metrics for comparative analysis. Our findings 
reveal that in scenario 1, the network's lifespan surpasses that 
of scenario 2, scenario 3, and scenario 4. This suggests that 
networks deployed in smaller areas exhibit greater longevity 
compared to those in larger regions. Additionally, both 
scenario 1 and scenario 3 demonstrate an extended network 
lifespan in contrast to scenario 2 and scenario 4, highlighting 
the superior results achieved when the base station (BS) is 
centrally positioned. 
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Abstract— This work describes the development of a real-

time system for automatic inspection of moving ceramic tiles 

and detection and identification of their surface defects at high-

speed using OpenCV and (Field Programmable Gate Array) 

FPGA/ (Hard Processor System) HPS. Based on vision 

techniques, the system consists of a camera and embedded 

Linux running on FPGA DE-10 Standard board to create an 

image processing hardware and software environment. It allows 

the visualization of the surface and by means of a data base, it 

will detect and proceed to the identification of the defects of 

surface during the production cycle. This process classifies 

ceramic tiles automatically and allows for making the necessary 

corrections in due time. 

Keywords— Ceramic tiles classification, embedded Linux, 

OpenCV, FPGA, Hard Processor System 

I. INTRODUCTION 

In ceramic tile manufacturing processes, great importance 
is given to the surface condition and inspection possibilities of 
the products during their production. The simple visual 
inspection is in fact unable to follow the product which is in 
movement even at low speed. The inspection of the surface 
can only be carried out as a sampling which obviously remains 
non-exhaustive and where error is inevitable. End-of-process 
inspection is not the ideal solution because it can only trace 
the history of the process and provide information on its 
trends. Consequently, defects in the final product that are not 
detected and corrected lead to downgrading of the products 
and induce additional costs. 

Image processing plays a key role in finding solution to 
several problems in fields such as medical, industry, security, 
remote sensing applications and so on. But in some 
applications system performance presents a bottle neck. Most 
of image processing systems are developed based on Desktop 
PC which is a more generic option. Along with the 
development of advanced and computationally intensive 
image processing algorithms, computational platforms based 
on FPGA chip and HPS processor are also developed. This 
project presents an image processing system for an automatic 
ceramic tile classification based on an FPGA chip and HPS 
processor. The main contribution of this work is to gauge the 
performance that could be achieved using such constrained 
embedded platform to perform an automatic image processing 
task using OpenCV. The design is based on an industrial case 
study performed at the Algerian ceramic company SAFCER 
[1] to extend their classification procedure. 

The rest of this paper is organized as follow: Section II 
explains the main procedures in the ceramic tiles’ production 
and the existing classification methods with their advantages 
and disadvantages. Section III demonstrates the design and 
implementation of the proposed platform. Section IV presents 
the results and discussion of this work. Conclusions and future 
directions are outlined in Section V. 

II. CERAMIC TILES PRODUCTION PROCESS 

In the ceramic tiles production, several processes are 
involved starting by weighing and grinding the raw material 
then pressing it using specific machines in the shape of a fixed 
dimensions rectangle. The tile is then dried to be more solid. 
This is followed by the enameling and engobing step, where 
the two materials: enamel and engobe are added. During the 
printing step, a drawing will be printed on the tile prior to 
being cooked at high temperature. Finally, control and 
classification are performed at this stage to check if the 
product meets the minimum requirement and classify it based 
on its quality and dimension. Even though the company uses 
high technology and tries to keep the product as clean and 
good as possible, certain problems can occur during the 
production, which prevent the ceramic tiles to be as the desired 
ones. Therefore, a certain classification of the product has to 
be done in terms of dimension, quality and form.  

During the cooking of the tile, a curvature (convexity or 
concavity) may be noticeable. Perfect tiles (flat tile) are 
considered Premium-choice. A tile is classified as 
Commercial-choice if it suffers from a little curving, without 
exceeding a specific range. Third-choice are none-useable 
tiles that can have either: a large crack on the surface of the 
depositing tile, a big break in the surface, a big difference in 
the colors, or a big printing error. These are all the 
classification criteria that we base on to classify a tile as a 
premium-choice (dimension class: A, B, C, or D), 
commercial-choice or a third-choice (non-usable tile) as 
shown in Table 1. 

TABLE I.  CLASSIFICATION BASED ON DIMENSION [2] 

Tile 
choice 

Class Length error (%) Width error (%) Height 
(mm) 

From To From To 

Premium A -0.25 -0.125 -0.25 -0.125 10.4 

Premium B -0.125 +0.125 -0.125 +0.125 10.4 

Premium C +0.125 +0.375 +0.125 +0.375 10.4 

Premium D +0.375 +0.5 +0.375 +0.5 10.4 

Commer / <- 0.25 and > +0.5 < -0.25 and > +0.5 10.4 

 

The existing classification method in the company is 
divided into two parts: 

Visual classification: two employees are classifying the 
tiles visually. If any surface deflect is noticed, the tile is 
classified as commercial choice, however, if the deflect is too 
big, it is directly taken out of the line to be classified as a third-
choice product.  

Automatic classification: the company uses machines to 
measure the dimension of the tiles to classify them based on 
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the figures mentioned in Table 1, the marks made by the 
employee in the visual classification, and the flatness of the 
tile. The automatic check is based on a system that uses four 
Infrared sensors to measure the distance and get the dimension 
of the tile, and seven others to measure the percentage of the 
error of the flatness. This system also contains a mark reader, 
it reads the marks made by employees. 

 Generally, employees working in the visual classification 
method work eight hours a day. This could be a problem, 
because employees get tired, as time passes, and the 
percentage of misclassification errors increases. Therefore, 
they may allow some defected tiles to pass as premium choice. 
Also, this technique takes a lot of time to visually detect 
defects as the worker stops the line, and sometime has to get a 
supervisor’s opinion about a defect. This process is clearly 
time consuming and for a company that produces 17,000 m2 
a day, a slight delay per tile counts. 

III. PROPOSED EXTENSION TO AUTOMATIC 

CLASSIFICATION 

A. Hardware design 

The proposed solution aims to extend the existing 
automatic classification system to make it faster and more 
accurate. The system is designed to inspect ceramic tiles for 
mechanical, glaze, and decorative defects and classify them 
according to their quality and size. An overall system diagram 
is depicted in Fig. 1. The system will be equipped with five 
ultrasonics sensors to measure the flatness of the tile, it will be 
also equipped with an IR sensor to detect when the tile is 
coming so the camera would take a photo and process the 
image. The five echo pins of the five sensors are connected to 
the GPIO pins of the FPGA and are declared as outputs to send 
the sound signal, and the five trig pins are connected to other 
five GPIO pins and declared as inputs to read the signal 
coming from the obstacle (in our case the tile). The value of 
read by the LDR sensor will be transmitted to the FPGA, and 
from this value the FPGA can control the LEDs by supplying 
the right voltage to the LEDs. This system replaces human 
inspection by identifying defects in a wide range of floor tiles 
at a speed of 3 seconds for each tile. 

 

Fig. 1.   Proposed classification system 

 PIO ports are connected to the FPGA reconfigurable part. 
But, since the systems is based on HPS, so it is essential to 
enable the exchange of data between FPGA and HPS via the 
lightweight-AXI-FPGA-to-HPS-bridge as seen in Fig. 2 [3]. 
To control the PIO from the HPS, we first have to get the 
virtual memory address since the LXDE maps the actually 
physical address to a new virtual memory address, and to do 
so, embedded shell application has been used. Memory 
addresses of the PIOs are used as pointers to send and receive 
data. 

 

 

Fig. 2.   QSYS design of the on-chip system 

The tiles are classified according to:  

 Dimension: A tile that has a deviation of 0.3% in the 
length of a category will not be classified as premium-choice 
product as described by Equation 1. 

|Xn – Xm| < 0.3% and |Xn – Ym| < 0.3% and |Yn – Ym| < 0.3% 
(m,n = {1,2} to represent each edge of the tile)       (1) 

 Flatness: The system is equipped with five ultrasonic 
sensors; each ultrasonic sensor takes five values (total of 25 
values) the values of the flatness of 25 points that are shown 
in Fig. 3. Based on these values, a certain calculation will be 
made and it will ensure that the flatness of the tile is 
maintained and does not exceed a certain percentage. The 
overall flatness coefficient is calculated which is the average 
of the 25 measured values where it must be less than 3.5mm. 

 Health of the surface: the first-choice tile may contain 
some cracks, but these cracks must be less than 1cm. 
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 Fig. 3.   Points to be measured by the ultrasonic sensors. 

B. Software design 

When starting the program, the human operator is 
requested to enter the model and the size of the tile that it is 
going to be classified. After entering these values, the IR 
sensor will check whether the tile has arrived into the system 
or not by measuring the distance. When a tile is detected, the 
camera will wait until the tile is in the center of the machine 
then it will take a picture of it. The image then will be 
processed by applying first the grayscale filter and the 
gaussian blur filter. This will help to apply the canny filter to 
detect the edges. Once the edges are detected, it will detect all 
the closed shapes. The system will neglect the small shapes to 
gain time and it will only get the shapes that has 4 corners 
(rectangles) and get the biggest one out of all of these shapes. 
This will be our tile. After detecting the tile, its image will be 

 
Fig. 4.   Classification system flowchart 
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wrapped after rearranging the points (corners) to be compared 
to the standard image that is already saved in the system. By 
comparing the two images the area of the defects, the 
dimensions of the tile and the flatness rate will be calculated. 
The system will classify the tiles based on the criteria 
mentioned earlier and display the output with the defects 
detected from the tile on the monitor. The classification 
system flowchart is shown in Fig. 4. 

C. Inspection/Classification Steps 

The steps involved in inspection/classification are 
illustrated in Fig. 5. 
 

   
      (a)       (b) 

   
      (c)       (d) 

   
      (e)       (f) 

   
      (g)       (h) 

Fig. 5.   Inspection/Classification steps 

1. The first step will be taking the image from the 
camera. The image that will be entered (in the worst-
case scenario) will look like the example image 
demonstrated in Fig. 5 (a). It will have some defect 
on the surface and will not have the shape of a perfect 
rectangle.   

2. Grayscale filter is applied to the captured image to 
convert it to grayscale [4]. The output image should 
look like the image in Fig. 5 (b). 

3. The blur filter is applied in the next step to reduce the 
noise [5] as seen in Fig. 5 (c). 

4. The canny filter (edge detection operator) is applied 
in the next step in order to detect tiles’ edges [6-8]. 
The result of this step is illustrated in Fig. 5(d). 

5. The edges detected in the image by the previous step 
in are very thin. Therefore, they have to be dilated to 
look like the result seen in Fig. 5(e) [9]. 

6. Next step is to get the biggest rectangle in the image, 
which will obviously be the tile. The software then 
gets the coordinates of its corners. These corners are 
then rearranged (top left, then top right, bottom left, 
then bottom right) and the image is wrapped based 
on the coordinates of the new points. 

7. This image is compared to the original one. The 
values of each pixel will be subtracted from the value 
of the corresponding pixel (same coordinates) in the 
standard image that is already saved in the system. 
The result of this process is depicted in Fig. 5(f). It 
can easily be noticed that some white lines appeared 
on the result. This is basically resulting from the 
difference in the dimensions and can be removed by 
applying a filter to produce the resulting image in 
Fig. 5(g). 

8. Then the system will apply the exact same filters 
mentioned before; grayscale filter, Gaussian blur 
filter, and the canny filter to get the edges of the 
defects. It will get the coordinates of these defects 
and draw these edges with a pink color in the already 
wrapped image of the tile to show their places as 
demonstrated in Fig. 5(h). 

IV. RESULTS AND DISCUSSION 

The purpose of this project was to implement a comparator 
system that helps to automatically classify tiles with different 
drawings automatically. A prototype implementation was 
tested offline. This system is only effective when working 
with the geometric and unicolor drawing on the tile. It took 
approximately 2.5 seconds for each tile to be inspected and 
that is more than enough since the industrial belt conveyer 
passes one tile each 4 seconds in its maximum speed and when 
the production is in its prime. But for random drawings, the 
system took more than 30 minutes to compile and execute the 
code for a single tile. That is because of the 1GB RAM which 
is too low for such searches. The second problem found is the 
camera. It was too difficult to find a camera that is compatible 
with the light Linux, and that has a quite acceptable resolution 
and quality that helps in the inspection of the. This led to 
decrease the resolution to 320 x 240, where the edge detection 
became difficult at some point, and camera was detecting 
defects even that they didn’t exist, and that is because of the 
low quality of the camera and the bad edge detection due to 
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the low resolution. This system would achieve better results if 
it uses a better CPU, more RAM and, more importantly, a 
high-quality camera with a higher resolution a higher frame 
captured per second [10, 11]. 

The system was also tested by reading high resolution 
images that were already saved in an on-board SD card. When 
working with images with high resolution, the system took 3.5 
seconds to classify a tile. This experiment was conducted to 
verify that if the resources were provided the system would 
have worked much better and the accuracy would have been 
much higher.  

 The obtained results from our prototype are really 
promising and can be a proof of concept that helps extend the 
company’s current classification system. 

V. CONCLUSION 

As a conclusion, this work used image processing 
techniques and libraries based on FPGA and HPS to perform 
the process of ceramic tile classification targeting an industrial 
environment. The proposed system delivers an appropriate 
result compared to the current employed system when it 
comes to classifying the ceramic tile. The results are 
promising and can be a proof of concept that helps extend the 
company’s current classification system. 

The system can be developed more and is flexible to 
modify to inspect tiles for other companies based on their 
criteria of classification. It can also be applied to products that 
need visual inspection on the final product. 

As a future work, the system can be implemented using a 
better CPU, more RAM, and a better camera. Machine 

learning techniques can also be used to classify random model 
tiles. 
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Abstract—This research investigates the role of compact 

microstrip patch antennas on the Internet of Things (IoT), 

highlighting the importance of miniaturization and dual-

frequency capabilities. It optimizes antenna configurations 

using HFSS modeling, beginning with a rectangular patch and 

progressing to E-shape and inverted F-shape configurations. 

The study attempts to find the best-performing design with 

reflection coefficients less than -10dB and fine-tune it with 

morphological modifications for ideal IoT performance.

Keywords— rectangular microstrip antennas; bandwidth; 

Radiation pattern; dual frequency antenna; inverted F-shape; E-

shape; IoT applications; reflection coefficient.

I. INTRODUCTION 

Of all remarkable achievements of modern life, Internet of 
things (IoT) is one that has become pivotal part where it's 
applied on a large scale on data acquisition and wireless 
communications. This lot concept functions and works via 
sensors for conveying information and data through a wireless 
network configuration. Health care systems, the military, 
smart city, smart home and agricultural applications are all 
examples of applications that are based on wireless sensor 
networks (WSN) technologies [1]. Yet, the current 
applications of IoT imply antenna miniaturization and, in 
some cases, multiple resonant frequencies, because it’s less 
expensive and small size so that is readily merge to IoT 
devices.  to obtain these terms, it is highly recommended to 
design a microstrip patch antenna that has a low profile, while 
keeping in mind the preservation of all antenna traits, such as 
good impedance matching and omnidirectional coverage [2]. 
Moreover, dual frequency microstrip antennas have several 
advantages, including the ability to double system capacity 
through frequency reuse and high antenna connection 
performance through polarization diversity [3].

Among the many varieties of antenna currently being 
studied in wireless communication is the rectangular patch 
antenna. Which is characterized by its appreciable radiation 
pattern, wide bandwidth, ease of manufacture and simple 
structure [4-10]. This specific kind of antenna has a massive 
disadvantages This includes moderate radiation 
characteristics (Directivité,gain…) due to the narrow 
bandwidth issues.

In order to find the best structural parameters and shape 
that allow for solving the previously mentioned issues, it is 
necessary to use the appropriate software. In addition, the 
design helps to take into account the imperfection of the 

dielectric and conductive parameters of the materials selected, 
in order to be closer to the future antennas produced. 
Therefore, the choice of a suitable electromagnetic simulator 
is essential. Among the many existing simulation tools, we 
were able to test one, namely HFSS (High Frequency 
Structure Simulator) for calculating the finite element method 
for rectangular patch antennas with a compact shape. the 
HFSS software was chosen for its ideal combination of both 
calculation accuracy and speed of resolution.

This paper tackles the effect of various structural 
parameters on the Directivity of a compact dual band (2.4/5 
GHz) antenna to get the best radiation and performance. At 
first; We designed a rectangular patch antenna with two slots 
then we transformed it into E-shape lastly, into an inverted F-
shape looking for better results we will benchmark these 
structures to select the best among them. To achieve the best 
comparison, this work suggests inspecting the reflection 
coefficient, targeting a reflection amount less than or equal to 
-10dB. The next step after getting the most significant 
structure we will search the most accurate results by adjusting 
it morphological parameters (substrate thickness, substrate 
material type and ground plane length).

II. ANTENNA DESIGN

This section will be devoted to the simulation of the 
structures proposed in this paper, of which Figure 1 (a) has 
also evolved in two stages ((b) then (c)).

Fig. 1. Configuration and evolution of the proposed structure.

Hence that the study of important parameters that 
influence the antenna's performance is showcased in figure 
2.

  a   c  b
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This last reveal that structure (c) has a double band with 
notches observed in the frequency at 2.4Ghz and ~5Ghz 
with S11 approximately equals to -34 dB and -19dB 
respectively. 

In contrast, (a) and (b) illustrate an unstable pattern 
represented with more than three bands, most of the time 
resulting in a reflection coefficient greater than -10dB, 
except for some resonant frequencies where S11 is varying 
around [-20dB, -11dB]. As a result, we can distinguish that 
(c) inverted F-shape is the right choice because of it’s stable 

resonant behavior dual bandwidth and relevant reflection 
coefficient. Now after getting the suitable choice, we can 
move on in our study where the final structure of the 
inverted F-shaped antenna is presented in fig 3.
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Fig. 2. Reflection coefficient as a function of frequency for different 
proposed structures a, b and c.

Fig. 3. Final structure of the optimized antenna.

Next in the coming section parametric study for the 
chosen structure will be discussed.

III. DISCUSSION OF NUMERICAL RESULTS

A. Parametric study of the proposed antenna

Now, we vary the thickness of the substrate (h=0.5, 1.4, and 2 
mm) and keep all other antenna parameters fixed. The results 
obtained for the module of the reflection coefficient (in dB) 
for the three substrate thicknesses are plotted in Figure 4. We 
note that for the different substrate thicknesses, the resonant 
frequency remains almost unchanged, but the level of the 
reflection coefficient varies insignificantly. A subroutine for 
optimizing the antenna structure with respect to the height of 
the substrate became necessary. Figure 5 represents the effect 

of the ground plane length Lg on the desired features. Notice 
that There is a difference of the reflection coefficient (S11) as 
a function of frequency for the three ground plane lengths 
(Lg= 20, 35 and 50 mm). The minimum value of reflection 
coefficient starts from (S11)= -28.5dB and it remains below -
32dB for frequencies of 2.4 GHz  and 5 GHz for Lg=50mm at 
Lg=50mm, better findings were obtained compared to others 
in terms of accuracy and bandwidth.
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Fig. 4. flection coefficient as a function of antenna frequency for different 
substrate thickness values.
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Fig. 5. Reflection coefficient as a function of antenna frequency for 
different sizes of ground plane Lg.

In this subsection, we are studying the impact of dielectric 
permittivity where substrate thickness fixed at (h=3mm) and 
relative permittivity set to be (εr=2.94, 4.4, and 5.75). We 
synthesize the obtained results from the reflection coefficient 
(S11) in dB for the three dielectrics in Fig 6. We figure out that 
the minimum reflection coefficient is -33dB at frequency of 
2.4 GHz, and -18 dB at a frequency of 5GHz. We can deduce 
that the resonance frequency of the antenna increases with a 
decrease in relative permittivity.

B. Final structure of the optimized antenna

Careful adjustment of geometric parameters were made 
after attempt a several numbers of experimental iterations 
applying the parameter sweep option in the transient solver. 
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Eventually, presenting in Table the perfect parameters that 
have been obtained for the proposed configuration (Fig.3). 
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Fig. 6. Reflection coefficient as a function of antenna frequency printed on 
different substrates εr. 

TABLE I.  OPTIMAL PARAMETERS OF THE PROPOSED ANTENNA (mm). 

The variation in gain and radiation pattern is shown in Figure 
7 (a) and (b), respectively. It can be seen from this figure that 
the main radiation lobes of the proposed antenna are directed 
almost to 0° in both planes E and H in at a frequency of 2.4 
GHz. In particular, the radiation patterns are quite similar (Fig 
8. (a)). The far-field radiation pattern results for the proposed 
antenna, at a specified frequency of 2.4 GHz, were simulated, 
as shown in Fig 8. (b), clarifying a polar plot of the radiation 
pattern in both planes: Plane E (ø = 0°), Plane H (ø = 90°). 

The proposed antenna demonstrated sensitive radiation 
pattern characteristics with predominantly symmetrical 
behavior at this frequency. 

The radiation patterns of the proposed three-dimensional 
(3D) antenna are simulated in the far field region, as shown. 
In Fig 8. This figure shows that the antenna radiation pattern 
proposed in Fig 8.a has only one main lobe while the 
secondary lobes are minimized. Fig 8.b shows the optimal 
radiation pattern of the proposed antennas, with the presence 
of the secondary lobes. We also note that the diagram is 
directional in the vertical plane H and omnidirectional in the 
horizontal plane E. 

The performance of the proposed compact antenna is 
illustrated in more detail using the distributions of electric, 
magnetic, and surface currents simulated on the antenna 
structure at the resonance frequency 2.4 GHz, as shown in 
Fig9. 

However, in fig 9, we observe that the distribution of the 
electric current is mainly located on the power line, and the 
edges of the radiant structure. 
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Fig. 7. Gain of the proposed antenna, (a) Gain in both E and H planes, (b) 
Gain radiation pattern. 

IV. CONCLUSION 

In this work, a miniature F-shaped microstrip antenna has 
been simulated and designed based on a prior study made 
throw a survey that includes two other shapes (rectangular 
antenna with two slots and E-shapes antenna) with operating 
frequencies for IoT applications. The survey reviled that the 
proposed antenna offers useful frequency, dual-band and good 
radiation characteristics in terms of radiation patterns. The 
simulated finding results acceptable gain and directivity, 
while the best reflection coefficient value (S11) is -30 dB. 
These parameters are relatively good and have the potential 
for improvement, which promises a higher yield for wireless 
communications when utilizing a proposed array of antennas. 
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Abstract—The Internet-of-Things (IoT) is one of the most
growing technologies in the last few years. Various standards
are currently contending to gain an edge over the competition
and provide massive connectivity. Among these standards, Low-
Power Wide Area Networks (LPWANs) are continuously gaining
momentum, mainly due to their ability to provide long-range
coverage to devices, exploiting license-free frequency bands. LoRa
is emerging as one of the most promising LPWAN to establish
affordable connectivity. However, how to implement a cost-
effective and flexible LoRa network is still an open challenge.
This work aims to design and implement a prototype for a low
cost LoRa network for IoT framework including hardware and
software of a LoRa end-node, single-channel LoRa gateway and
a network server. A new transmission protocol between the end-
node and the gateway was implemented based on the variation of
the LoRa module parameter. The implementation also includes
a data handling system that collects the data from the network
server and save it to the cloud.

Index Terms—LoRa, Low-Power Wide Area Networks, LP-
WANs, IoT, Internet-of-Things

I. INTRODUCTION

IoT is a collection of connected objects, embedding elec-

tronics, software, sensors, and wireless connectivity proto-

cols that collect and exchange information with applications

through wireless networks connected to the Internet. Nowa-

days IoT became a trending topic as the number of connected

devices is expanding rapidly. According to estimates by the

International Data Corporation, the number of IoT devices

is projected to reach 41.6 billion by 2025, generating an

astonishing 79.4 zettabytes of data [1]. This technology has

an impact on a wide range of sectors and services, including

automotive, smart buildings, smart agriculture, smart cities,

industrial control, and e-health. The proliferation of connected

devices presents several significant hurdles in terms of connec-

tivity technology, which must be upgraded to accommodate

and resolve the following issues:

• The high density of connected devises and achieve the

best possible efficiency.

• Power consumption of the connected devices should be

optimized so that these devices, which run on batteries,

achieve long autonomy.

• These devices must support long-range communication.

Before a large-scale implementation, the ability of an IoT

network protocol to meet these requirements must be thor-

oughly explored. This has heightened interest in the emerging

wireless IoT connectivity family known as Low-Power Wide-

Area Network (LPWAN). The latter is particularly suited

to support services and use cases that require long-distance

communication (hundreds of kilometres) to reach devices that

must have a low power consumption budget in order to run

remotely for several years on a single battery pack. The

major use cases of LPWAN include Smart Cities, supply chain

management with asset tracking & condition monitoring, smart

grids, and smart agriculture [2].

One of the prominent LPWANs is LoRa, which is ra-

dio modulation technology invented in 2010 by the French

startup Cycleo and then acquired in 2012 by Semtech (a

semiconductor company). A MAC layer has been added to

standardize and extend the LoRa physical communication

layer onto internet networks. This MAC layer is called the

LoRaWAN (LoRa for Wide Area Networks) specification.

The specification is open sourced and supported by the LoRa

Alliance. The LoRaWAN protocol also includes several key

wireless networks feature such as E2E encryption and security,

adaptive data rate optimization, quality of service, and other

advanced communication applications.

The objective of this work is to implement a low-cost IoT

system based on LoRa. This system will consist of a LoRa

node to act as end devices, a gateway to receive data and

forward it via wifi to our server.

The rest of this paper is organised as follow. Section II

represents a general background about IoT technology. Section

III includes the software and hardware design of the IoT node

and the server-side in addition to the implementation. Results

of different tests and discussion are presented in Section IV.

Finally, conclusions and future work are outlined in Section

V.

II. BACKGROUND

A. IoT Technology

The concept of linking things to the Internet has been

intensively studied and researched during the previous two

decades as a new technological breakthrough. The internet

connection of embedded equipment and sensors is expected to

have a significant impact on the industrial revolution, health

care, and energy generation.

M2M (Machine-to-Machine) with a similar concept of con-

necting things has been applied in different industries since

The 1st National Conference on Electronics, Electrical Engineering, Telecommunications, and Computer Vision (C3ETCV’23) _November 06th, 2023



the early 1990s [3]. However, M2M and IoT are two distinct

concepts: IoT is wider and comes with many new options

and touch different sectors. It also relies on new technologies

in terms of connectivity, application, and storage. The main

purpose of M2M is to maintain the connectivity between a

specific machine and the remote host in a fixed, proprietary

installation, which is generally configured to monitor and

control only those specific types of machines.

Hence, M2M provides end-to-end connectivity to exchange

data between machines. It oversees point-to-point systems

like elevator remote controls and vending machines. The IoT

notion, on the other hand, broadens the idea of M2M to create

a new Internet of connected objects horizontally rather than

vertically. Objects linked to the network provide data to the

cloud, where humans, computer systems, and other objects

receive the data, interact with each other, and integrate with

other independent applications/solutions to establish horizontal

connection between IoT entities. Thus, the Internet of Things

aspires to build an open, scalable, standards-based, service-

oriented network in which a vast number of nodes can com-

municate and interact with one another.

One of the primary goals of IoT is to create a horizontal,

versatile, scalable, and accessible data architecture in which a

large number of devices and humans communicate with one

another. However, the sheer number and spread of devices on

the network pose technological hurdles to the network design

framework.

IoT architecture comprises a collection of physical objects,

sensors, cloud services, developers, actuators, communication

layers, users, business layers, and IoT protocols. Because

of the wide domain of internet objects, there is no single

consensus on IoT architecture, which is universally agreed.

Different researchers proposed different architectures. Accord-

ing to most researchers’ views, a conventional IoT architecture

is considered as three layers [4].

LPWANs have recently been emerging as an alternative to

LR-WPANs and CIoT, mainly thanks to the range limitations

of LR-WPANs and to the fact that CIoT is still in a very

early stage of deployment. These networks provide wireless

connectivity using a star topology and long-range transmission

in the unlicensed sub-GHz frequency bands [5]. The other

great benefit brought by LPWANs is an increased power

efficiency: many of these technologies so far have made the

claim of being able to sustain a device for ten years on a

couple of AA batteries.

One of the main competitors among standards for this archi-

tecture is LoRa. It is a technology that exploits a new spread

spectrum design that enables a higher receiver sensitivity in

order to trade data rate for coverage, decreasing the former

to increase the latter. LoRa and LoRaWAN are, respectively,

a proprietary modulation developed and owned by Semtech

Corporation [6] and a network standard, focused on leveraging

useful properties of the LoRa modulation, proposed by the

LoRa Alliance [7]. The LoRa modulation allows for very

good receiver sensitivities at a contained cheap cost, thus

achieving long-range transmissions (up to 13 miles in a rural

environment) at the price of a reduced data rate, in the 0.3 to

50 kbps range. At the same time, the LoRaWAN standard that

allows multiple LoRa devices to communicate together aims

at shifting the burden of administering the network towards a

central control point. This allows devices to be as simple as

possible, and gives a central coordinator the power of easily

tuning each device’s parameters in order to accommodate new

nodes in the network [8], [9].

The study in [10] compares the connectivity technologies

in term of range and data rate. It demonstrated the ability of

LPWAN technology to provide a very wide range compared to

other technologies in addition to very low power consumption,

which makes it the best connectivity solution for transmitting

light-weight data for long distances.

The Messaging protocols used play a key factor when it

comes to IoT domain. They can operate in both application

layer and communication layer. Their main role is to facilitate

the data transmission between devices; as they define how each

device will be referred to and standardizing messages. Three

of the dominants messaging protocols in IoT are HTTP [11],

COAP [12], and MQTT [13].

III. SYSTEM DESIGN AND IMPLEMENTATION

A. System Architecture

The system is designed based on the five layer architecture

discussed in [14]. The overall system architecture is demon-

strated in Figure 1. At the bottom layer, we will design an

IoT node that uses LoRa transceiver. The end-nodes will

operate on different spreading factors to benefit from the

orthogonality on this parameter. In the communication layer,

a single channel LoRa gateway is used. This gateway will

send an acknowledgement signal periodically. Each message

is transmitted using a different spreading factor. The end-

node with the corresponding factor will receive the acknowl-

edgement signal and send the data to the gateway. With this

messaging technique, up to six end-nodes can be connected

to a single channel gateway. The latter will send the data via

MQTT to the network server that contains an MQTT Broker

and an agent that stores the data as time series and send it to

the cloud.

Fig. 1. Overall system architecture.
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B. Hardware Design

1) LoRa end-node: The hardware design of the LoRa

node consists of two main parts: the computing module that

is the Microcontroller and the LoRa modem. For the best

performance-to-cost ratio, the following hardware was chosen:

Microcontroller: the choice of Microcontroller is important

for attaining the required results out of an embedded system

and while most systems developed for IoT applications consist

of Low power CPUs for longevity of the device. For this

reason, the STM32L4 microcontroller was chosen due to its

low power consumption [15]. The STM32L496xx devices

are the ultra-low-power microcontrollers based on the high

performance Arm® Cortex®-M4 32-bit RISC core operating

at a frequency of up to 80 MHz. The Cortex-M4 core features a

Floating point unit (FPU) single precision, which supports all

Arm® single-precision data-processing instructions and data

types. It also implements a full set of DSP instructions and

a memory protection unit (MPU) which enhances application

security. This device offer up to three 12 bit ADCs, two DAC

channels low power RTC and many advanced communication

interfaces such as: four I2c, three SPIs, two low power UART,

two audio interfaces, two CAN, and camera interface. The

variety of communication interfaces of the STM32L4 allow

the user of our end-node to connect many sensor and actuators.

LoRa modem: the modem used in our node is the

SEMTECH SX1278 [16]. It is a half duplex low power

long range transceiver that offers bandwidth option from 7.8

kHz to 500kHz with spreading factor ranging from 6 to 12

covering only the lower UHF (Ultra High Frequency) bands

(410MHz-525Mhz). All the parameter are configurable via SPI

interface that gives access to configuration registers. These

includes a mode auto sequencer that oversees the transition

and calibration of the SX1278 between intermediate modes of

operation in the fastest time possible.

After selecting the hardware, a schematic of the end-node

was created as seen in Figure 2. The board contains the

following:

• A USB connector dedicated for the serial communication.

• A connector for the external power source or the battery.

• A debugging connector used for debugging and program-

ming the chip.

• Switches to select the operation mode.

• An SMA connector for the antenna.

• A power regulation circuit as both the microcontroller

and the LoRa module operate on 3.3v.

Fig. 2. The end-node schematic.

2) LoRa Gateway: The gateway is primarily used in a

stationary host location. Hence, low power is not a hard

requirement, which makes the hardware choice easier. For this

reason, a wifi gateway is used in our work. It consists of two

parts: the SX1278 module and the ESP32 microcontroller that

contains a wifi module to connect to the network server. The

ESP32 will be connected to the SX1278 through SPI and the

digital I/O flag is used to indicate the existence of a received

message. The schematic of the gateway is shown in Figure 3.

Fig. 3. The gateway schematic.

C. Software Design

First of all, a driver was developed for interfacing the

SX1278 LoRa module to the STM32L4 where STmicroelec-

tronics Cube IDE was used. The operation of developing a

driver was very challenging as the LoRa module has 112 reg-

isters where 68 of them should be configured to operate in the

LoRa modulation mode. The other registers are dedicated for

the other modulation offered by this module. The interfacing

was done via SPI. The read/write operations are done in two

modes; the first is called ’one time’ in which one byte is

read/written to/from the FIFO register. This mode is used to

access configuration registers. The second one is the ’burst

mode’, which is used in reading or writing the data packets.

The number of bytes depends on the data received/transmitted.
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All the functions implemented in the driver of the SX1278

module are listed in [16].

1) The end-node software: The software firmware of the

LoRa node was developed using the driver in the previous

section. The flowchart of the program is shown in Figure 4.

Fig. 4. The LoRa end-node software flowchart.

First, the software configures the LoRa module as a receiver

and enables the interrupt. Then, it enters into an infinite loop

reading the sensors’ data, saving it into local memory, and

waiting for an acknowledgement message from the gateway.

When receiving the message, an interrupt is generated switch-

ing the node to transmitter mode and send the sensors’ data

saved to the gateway.

2) The Gateway software: A flowchart of the software

controlling the gateway is illustrated in Figure 5. First, we

connect to the server via wifi and configure the gateway as

an MQTT publisher. Then, the gateway sends an acknowledg-

ment message with a specific spreading factor and waits for

receiving data from the end-node. If the node does not transmit

the data within the timeout period, the gateway will send

an acknowledgment message to another node with the next

spreading factor. If the gateway receives an interrupt before

timeout, it will switch to receiver mode, read the data from

the LoRa modem, and send it to the MQTT server through

the corresponding channel.

Fig. 5. The LoRa gateway software flowchart.

D. Data Collection and storage

This section covers how the server collects data from the

gateway and stores it as a Time-Series Database (TSDB). An

MQTT broker was used to collect the data from the gateway.

Then, a server agent processes this data and saves it as a TSDB

in the cloud. Figure 6 illustrates this operation.

Fig. 6. Data storage system software structure.
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The tools used in this system are:

• Mosquitto: is an open source message broker that imple-

ments the MQTT protocol [17].

• Influx Cloud: is a data service platform that relies on

the time series data. This platform is used because it

offers many services for IoT real-time data storage and

monitoring [18].

• InfluxDB: is an open source time series database that is

part of the influx cloud stack. It is designed to handle

high write and query loads and provides an SQL-like

query language called InfluxQL for interacting with data

[19].

• Telegraf: is a server agent for collecting and reporting

data [20]. It is the first part of the influxcloud slack that

has many input plugins such as MQTT. This agent will

collect data from the mosquitto broker and process this

data by transforming it to influxdb line protocol by adding

a time stamp and measurement name. This data will be

sent to the cloud via HTTP.

IV. RESULTS AND DISCUSSION

A. Node-To-Gateway Test (close-range)

In this section, the node-to-gateway communication is tested

to ensure the correct functionality of the software developed

earlier. In this experiment, a node is within the gateway’s range

in order to test the response of the node. Figure 7 shows the

hardware used in the experiment.

Fig. 7. End-node (left) to gateway (right) communication test (close-range).

The nodes were configured to operate with SF=10, both

gateway and node will operate on the frequency 433Mhz. To

illustrate the communication process, the gateway is connected

to computer via Serial link. Figure 8 shows reading serial

data from the gateway. It can be seen that the gateway gets a

response only when an acknowledgement with SF=10 is sent.

This is because the only node available in the range operates

in that SF. This experiment confirms the proper functionality

of our driver and the messaging protocol. It also confirmed

the principle of avoiding interference based on the spreading

factor orthogonality.

Fig. 8. Reading serial data from the gateway.

B. LoRa long-range Test

The second test was performed in a light urban area in the

town of Oued Rhiou. Data were collected from three locations

which are approximately 540m, 1100m and 1600m away from

the gateway. The receiver was placed on the top of a building

approximately 10m higher than relative ground level. A map

of the three test locations and the gateway’s location is shown

in Figure 9. At each location, one hundred “hello” messages

were transmitted. Then, the number of the received messages

was recorded to obtain the Packet Error Ration (PER), whereas

the receiver provided us with the Received Signal Strength

Indicator (RSSI).

Fig. 9. Map of the three test locations (long-range).

Table I shows the configuration used in the test:

TABLE I
PARAMETERS USED IN THE LONG-RANGE TEST

Frequency Power Coding Rate (CR) Bandwidth (BW)

433Mhz 20dBm 4/5 125Khz

The measurement results are given in Table II. RSSI values

shown are average values.

The results presented confirms that our system functions

correctly. It also confirms that the higher the spreading factor
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TABLE II
TEST RESULTS AT LONG DISTANCES

540m 1100m 1600m

Spreading factor (SF) PER% Avg RSSI [dBm] PER% Avg RSSI [dBm] PER% Avg RSSI [dBm]

7 2% -115.12 4% -119,60 / /
8 2% -114.25 3% -117.45 / /
9 5% -117.66 6% -123.14 9% -127.78
10 4% -123.33 6% -124.73 11% -130.23
11 7% -130.17 12% -132.65 11% -134.35
12 7% -133.66 11% -135.5 13% -137

the larger the error. In test location 3 (1600m), the receiver

lost connection with the node at spreading factor 7 and 8. The

RSSI measured values are close to the values given by the

manufacturer. It can be seen clearly that the PER increases

when a higher spreading factor is used in addition to the slow

data rate which causes several problems when dealing with

sensitive and critical data.

C. Discussion

The first experiment shows the functionality of a single

channel gateway. This method offers multiple node communi-

cation with a single frequency channel which make the nodes

setup easier but is has some limitation in the number of nodes

The single channel (non-parallel) gateway designed in this

work receives data from one node at time. Therefore, the

gateway needs to send acknowledgement message periodically

to different nodes. As a result, each node should wait for other

nodes and can only send data every five minutes.

The low data transmission frequency allows for long inter-

vals where the nodes will be in the receiving mode. Therefore,

it saves battery and prolongs the up-time of the node. The

usage of high spreading factor (10, 11, 12) offers higher range

coverage. But, it has a negative effect on the performance as

the packet loss rate is very high in addition to low data rate

and higher power consumption.

V. CONCLUSIONS

The presented work dealt with the design and implementa-

tion of a prototype IoT system based on LoRa technology

for sensor data analysis and monitoring. The goal of this

system is to facilitate the use of LoRa technology as con-

nectivity solution for IoT, develop methods to maximize the

performance with low cost, and propose data storage model.

Influx database was used as data storage solution. The system

was tested using two experiments. The first one proved the

functionality of the transmission protocol developed to avoid

collusion and simplify the configuration. The obtained results

were accurate. In the second test, the performance of LoRa

was tested by varying different parameters mainly the distance

between the node and the gateway. These results demonstrated

some limitations in the case when operating in long-range.

Future improvement in the design can be made by studying

the positioning of the nodes and the gateway and enhancing

the transmission protocol by developing full duplex system

and adding encryption to secure the data.
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Abstract—Colonoscopy stands as a highly effective diagnostic
method utilized for detection of colorectal cancer. Computer-
aided diagnosis techniques play a crucial role in assisting doctors,
especially in identifying polyps during colonoscopies. Further-
more, medical image segmentation is indispensable in disease
diagnosis, including colorectal cancer. The U-Net architecture
has gained widespread adoption for image segmentation tasks.
Notably, attention mechanisms have gained remarkable popu-
larity in the field of medical image analysis, with a specific
focus on segmentation. For colorectal polyps segmentation, we
employed U-Net architecture in two variations, with and without
an attention mechanism. These models were trained using CVC-
ClinicDB dataset. The results demonstrate that the inclusion
of attention mechanism successfully enhances the segmentation
performance of U-Net architecture.

Index Terms—Colorectal Cancer, Polyp Segmentation, Medical
Image Analysis, Attention Mechanism, Colonoscopy Images.

I. INTRODUCTION

The gastrointestinal (GI) tract is the system that includes a

series of interconnected organs responsible for digestion and

nutrient absorption, such as the mouth, esophagus, stomach,

small intestine, and large intestine (colon). Because of its

sensitivity, GI tract is more susceptible to diseases, with

cancer being the most dangerous among them. Recently, there

has been a rise in fatalities linked to gastrointestinal cancers,

particularly colorectal cancer .

Colorectal cancer (CRC) ranks as the 3rd most common

cancer worldwide [1]. In 2020, according to the World Health

Organization (WHO), there were over 1.9 million newly

diagnosed cases of CRC [1]. CRC exhibits similar symptoms

to other GI tract organ cancers, including nausea, vomiting

and abdominal pain.

Polyps are abnormal growths of tissue that can develop

in different parts of the body, including the GI tract,

particularly within the colon. In the early stage, they are

small, fleshy growths that typically form on the inner lining of

the colon or rectum. It’s important to note that not all polyps

will progress to cancer. In fact, many polyps remain benign

and do not develop into cancer. However, regular screening

and removal of adenomatous polyps through procedures like

colonoscopy can significantly reduce the risk of colorectal

cancer. Early detection and treatment at the polyp or early

cancer stage offer the best chance for a favorable outcome.

This is why colorectal cancer screening is recommended

for individuals at risk or of a certain age, as it allows for

the detection and removal of polyps before they become

cancerous.

A colonoscopy is a vital tool utilized in modern medicine

today [2]. This technique has proven highly effective in

diagnosing various colon diseases, including CRC and polyps.

In this study, we performed image segmentation of colorectal

polyps using images acquired through the colonoscopy

technique. We utilized a U-Net-based approach in two

scenarios: the first employed the U-Net architecture alone,

while the second incorporated attention mechanisms. The

objective of our study is to assess the influence of attention

mechanisms on improving the accuracy and performance of

U-Net for segmenting colonoscopy images.

II. RELATED WORKS

This section provides an overview of relevant research

related to our study, which primarily focuses on medical image

segmentation using Computer-Aided Colonoscopy (CAC).

Akbari and al [10] introduced a polyp segmentation ap-

proach utilizing convolutional neural networks. the proposed

method incorporates two key strategies to enhance its per-

formance. Firstly, they employ an innovative image patch

selection technique during the network’s training phase. Sec-

ondly, during the testing phase, they implement effective post-

processing on the probability map generated by the network.

Bulut and al [9] Focused on training the U-Net model for polyp

segmentation and optimizing the learning rate using the Cyclic

Learning Rate policy. Yue and al [11] introduced a novel

attention-guided pyramid context network (APCNet) designed

for precise and resilient polyp segmentation in colonoscopy
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images. Jowair and al [12] Proposed an approach based on

a multi-encoder system is proposed, leveraging pre-trained

CNNs to enhance feature extraction. Skip connections from

these parallel encoders are concatenated and fed into the

decoder, facilitating bidirectional information flow between

the network’s shallow and deep layers. The method’s per-

formance was evaluated through training and testing on five

publicly accessible datasets. Wang and al [13] Proposed a

novel encoder-decoder architecture referred to as ’Pyramid

Transformer-Driven Multibranch Fusion’ designed to achieve

precise segmentation of various colorectal polyp types during

colonoscopy.

III. U-NET ARCHITECTURE

The U-Net architecture is a convolutional neural network

(CNN) architecture proposed by Olaf Ronneberger and al

[3] in 2015. It was originally developed for biomedical

image segmentation, particularly for for tasks including cell

segmentation and medical image analysis, but has found

applications in various other fields. Figure 1 illustrates the

overall architecture of U-Net, which resembles the letter ’U.’

This resemblance is the reason behind its name. The ”Net”

in ”U-Net” stands for ”Network.”

The U-Net architecture is typically described as having

two main parts:

• Encoder (Left Part): It’s network used to capture the

contextual information and features from input image.

It situated at the architecture’s top, encompasses a se-

ries of convolutional and pooling layers. These layers

systematically reduce the spatial dimensions of the input

image while increasing the number of feature channels.

This process enables the network to extract hierarchical

features from the input, facilitating the understanding of

complex patterns.

• Decoder (Right Part): It’s a network used for upsam-

pling the features obtained from the encoder in order

to generate a segmentation mask with the same spatial

dimensions as the input image. It positioned at the archi-

tecture’s bottom, is responsible for upscaling the spatial

dimensions while concurrently reducing the number of

feature channels. The decoder’s primary function is to

generate a segmentation mask or output that aligns with

the original input’s dimensions.

Fig. 1 illustrates the U-Net architecture’s overall structure

The combination of the two previous parts, along with

the skip connections, defines the U-Net architecture. These

connections establish links between corresponding layers

in both the encoder and decoder. This innovative approach

empowers the decoder to access high-resolution feature maps

from the encoder, thereby enhancing the network’s ability to

capture fine-grained details in the data.

The final layer of the decoder is typically composed of

a convolutional layer with a sigmoid activation function.

This layer generates the pixel-wise segmentation mask,

Fig. 1: U-Net architecture [3]

where each pixel in the mask signifies the likelihood of

belonging to either the foreground (object) or background,

making it particularly suited for tasks such as medical image

segmentation.

IV. ATTENTION MECHANISM

The attention mechanism, was developped by particularly

in the context of the Transformer model, was developed by

Vaswani et al In 2017 [5]. Originally inspired by human visual

attention, it has subsequently found applications in various

domains, including computer vision. In the field of image

analysis, an attention mechanism is a neural network technique

that allows the model to focus on specific sections of the input

image during a task.

Fig. 2 illustrates the U-Net architecture’s overall structure

with inclusion of an attention mechanism.

The attention gate plays a crucial role in integrating atten-

tion mechanisms into the U-Net architecture. It enables the

network to focus selectively on pertinent regions within the

feature maps during the segmentation process.

Fig. 2: U-Net architecture with attention mechanism [4]

Two types of attention:

• Hard attention: Relevant regions are emphasized through

cropping, one region at a time. This approach is non-

differentiable, requiring reinforcement learning. The net-

work can either focus its attention or not, with no

intermediate states. Backpropagation is not applicable in

this context.

• Soft attention: Weighting various segments of the image

involves assigning larger weights to relevant portions and

smaller weights to less relevant ones. This weighting

can be learned through backpropagation. During training,

The 1st National Conference on Electronics, Electrical Engineering, Telecommunications, and Computer Vision (C3ETCV’23) _November 06th, 2023



the model adapts these weights, prioritizing attention to

relevant regions.

The U-Net’s skip connections merge spatial information from

the down-sampling path with the up-sampling path, preserving

valuable spatial details. However, this integration can also

introduce suboptimal feature representation from the initial

layers. To address this, soft attention is incorporated at the skip

connections, effectively suppressing activations in irrelevant

regions.

V. EXPERIMENTS

A. Dataset description

In order to To explore the specific impact of the attention

mechanism on enhancing medical image segmentation with

the U-Net architecture, we conducted a study using the CVC-

ClinicDB [6]dataset from Kaggle. This dataset consists of 600

images extracted from colonoscopy videos, each paired with

its corresponding segmentation mask, all at a resolution of

224x224 pixels. The dataset has a total size of 137 MB and

is available in two file formats: TIFF and PNG. Throughout

our experiments, we exclusively utilized the PNG format.

Fig. 3 displays sample images along with their correspond-

ing masks from CVC-ClinicDB dataset.

Fig. 3: Sample images along with their corresponding masks

from CVC-ClinicDB dataset.

B. Proposed approach

In this study, we compared the performance of U-Net

architecture in colonoscopy images with and without using

Attention Mechanism. Each experiment has been trained sep-

arately on the same CVC-ClinicDB dataset , and also, the same

split has been used to ensure a fair and reliable comparison.

Fig 4 illustrates an overview of the proposed approach.

Fig. 4: Overview of the proposed approach.

C. Implementation

All experiments were conducted using Google Colab, lever-

aging the TensorFlow [7] and Keras frameworks [8]. We

utilized the CVC-ClinicDB dataset for training our diverse seg-

mentation models. The dataset was divided into three distinct

subsets: training, testing, and validation, with proportions of

80%, 10%, and 10%, respectively. Additionally, we resized the

input images to 256 pixels, resulting in tensors derived from

these 3-channel RGB images. During training, we utilized the

Adam optimizer for 50 epochs. We employed the binary cross-

entropy loss function as our choice since we were categorizing

mask pixels into two distinct classes.

1) Experiments of using U-Net without Attention Mech-

anism: We utilized the CVC-ClinicDB dataset for training

our U-Net segmentation model. The proposed model closely

resembles the architecture illustrated in Fig. 1. Following the

training phase, we performed predictions on the test images.

Subsequently, each input image, the corresponding real mask,

and the predicted mask were juxtaposed side by side and saved

in a file.

2) Experiments of using U-Net with Attention Mechanism:

In the second experiment, we replicated the previous steps,

this time employing the U-Net architecture with an attention

mechanism. This addition allowed the model to focus on

important areas in the images while reducing emphasis on

less significant regions. This adjustment expedited the training

phase and facilitated better learning. Nonetheless, we ensured

to train the model for the same number of epochs, 50, in the

second experiment. The architectural design of the proposed

model, featuring an attention mechanism is depicted in Fig. 2.

VI. RESULTS

In our experiments, we have utilized evaluation metrics

such as Accuracy, Recall, Precision, IoU and Dice coef.

Before delving into various metrics formulas, let’s familiarize

ourselves with key terms in the context of accuracy

calculation:

• True Positive (TP): The number of instances correctly

predicted as positive by a model.

• True Negative (TN): The number of instances correctly

predicted as negative by a model.

• False Positive (FP): The number of instances incorrectly

predicted as positive by a model, also known as a Type

I error.

• False Negative (FN): The number of instances incorrectly

predicted as negative by a model, also known as a Type

II error.

With these terms, we can express accuracy, precision, and

recall in terms of TP, TN, FP, and FN:

Accuracy measures the overall correctness of predictions

made by a model. The Accuracy can be computed using the

following formula:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)
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Recall measures our model’s ability to correctly identify true

positives. Precision is the ratio of true positives to all positive

predictions. The Recall and Precision can be computed using

the following formulas:

Recall =
TP

TP + FN
(2)

Precision =
TP

TP + FP
(3)

IoU, short for Intersection over Union, serves as a metric

utilized for gauging the degree of overlap or similarity between

two sets. This metric quantifies the extent of overlap between

two sets, typically predicted and ground truth bounding boxes

or segmentation masks, by dividing the area of their intersec-

tion by the area of their union. It can be computed using the

following formula:

IoU =
TP

TP + FP + FN
(4)

The Dice coefficient, within the context of image segmen-

tation, is formally defined as the ratio between the size of

the intersection of two sets and the average size of these

sets. In image segmentation tasks, a higher Dice coefficient is

indicative of better segmentation accuracy. It can be computed

using the following formula:

Dice =
2× TP

2× TP + FP + FN
(5)

During the training of our model, we conducted two distinct

experiments. The outcomes of these experiments are presented

in TABLE I. and several predicted segmentation masks are

displayed in Fig. 5. Upon comparing the evaluation metrics

in Table I, it is evident that we achieved superior results

with U-Net and attention mechanism(AM) for all the metrics

considered in our study.

TABLE I: EVALUATION RESULTS

Model Accuracy Recall Precision Iou Dice coef

U-Net 0.9421 0.7166 0.7986 0.5127 0.5276

U-Net + AM 0.9574 0.7581 0.8812 0.5783 0.5522

On the leftmost side is the original image, in the center lies

the corresponding mask, and on the rightmost side is the result

generated by our model.

VII. CONCLUSION

In this research, we addressed the challenging task of

detecting polyps within the gastrointestinal tract, where issues

like bubbles and blood can obscure the target. Our proposed

solution leverages deep learning techniques to segment polyp

regions in colonoscopy images, outperforming conventional

learning rate strategies. In our experimentation, we initially

employed the Unet architecture alongside traditional learning

rate strategies. Subsequently, we integrated an attention mech-

anism to enhance the Unet’s performance. The experimental

Fig. 5: Sample Result: Polyps Segmentation Utilizing U-Net

Architecture and Attention Mechanism.

outcomes conclusively demonstrate that our approach consis-

tently yields superior results across all relevant metrics when

compared to using Unet alone.

In our future work, we plan to investigate additional hy-

perparameter optimization techniques in conjunction with the

U-Net architecture. Our objective is to further enhance the

accuracy and effectiveness of polyps segmentation in this

crucial medical context.
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Abstract—The Meftah cement plant's commitment to 

environmental sustainability has led to the implementation of a 

comprehensive industrial pollution control program, primarily 

utilizing bag filters to mitigate the impact of dust emissions 

from cement manufacturing processes. This initiative aligns 

with stringent environmental standards set forth in 

performance contracts. To address operational challenges, 

particularly related to cleaning processes, servicing, and 

maintenance, the Meftah cement plant (S.C.M.I) has embarked 

on an upgrade of the filtration workshop. This upgrade seeks 

to optimize the overall operation and sequencing of the 

pollution control system. This study focuses on overcoming 

operational challenges and improving system efficiency by 

addressing the sequencing problem. To achieve this, we 

propose the replacement of the existing SEFRAM SFX+ 

sequencer-based control system with advanced SIMATIC 

S7300 SIEMENS PLC-based technology. The SIEMENS PLC 

technology offers adaptability to dynamic environments and is 

widely acknowledged in modern industries. The study begins 

by outlining the filtration process, followed by a detailed 

account of the migration strategy and the comprehensive 

system supervision approach undertaken. This project 

exemplifies the latest trends and innovations in engineering, 

procurement, and construction (EPC) within the cement 

manufacturing sector, contributing to the ongoing pursuit of 

sustainable and optimal maintenance management. 

Keywords—component, Cement manufacturing, 

Environmental sustainability, Pollution control, PLC-based 

technology, digital sequencer, S7-300.  

I. INTRODUCTION  

Cement is the basic product resulting from the 
combination of the following raw materials: Limestone, clay, 
sand and iron ore. These materials are extracted from the 
rock surfaces of a quarry, then they are crushed into smaller 
size pieces by the crusher at the Quarry. After a proper 
proportioning, the raw materials are, then, blended and 
further ground into smaller pieces, called raw meal, in the 
cement plant. After final grinding, comes the calcination 
phase which is the core phase of the cement making process 
and takes place at a rotary furnace called kiln. Before 
entering the kiln, the raw meal passes through the pre-
heating chamber which consists of series of vertical cyclone, 

then, it is heated to a sintering temperature as high as 1450 
°C in the rotary kiln. This high temperature initiates a series 
of chemical reactions between the materials compounds, 
which eventually turn the raw meal into cement clinker. The 
hot clinker discharged from the rotary kiln is cooled by mean 
of forced air which is extracted from the outer atmosphere by 
grate cooling fans. The excess air is drawn off at the cooler 
outlet by two draught fans through a bag filter to depollute 
the released gas from any clinker residual. The filtered gases 
are expelled into the atmosphere and the recovered clinker is 
reused by recirculating it back to the kiln. Afterwards, the 
clinker is grinded and is mixed with gypsum and tuff at 
different dosages to obtain the cement. The finished product 
is, then, shipped in bags or in bulk [1]. 

The Meftah cement plant has opted to upgrade the 
filtration system responsible for environmental protection 
during the calcination phase, which has a number of 
drawbacks, including the need to control and supervise 
cleaning processes, and the difficulties encountered in 
servicing and maintaining the equipment. To overcome the 
current operating issues, we propose to replace the existing 
SEFRAM SFX+ sequencer-based control system with a 
SIMATIC S7300 SIEMENS PLC-based technology, which 
provides a high degree of adaptability to changing 
environments and is widely used in modern industry. 

II. THE BAG FILTER OPERATIONAL DESCRIPTION  

A. Bag Filter  

The Bag Filter separates dust from the exhaust gas by 
collecting them with the filter media. The dust is 
accumulated on the surface of filter media. And the filter 
media is cleaned by reverse airflow called backwashing 
(pulse-jet), “Fig .1”. 

Our project is based on an industrial-scale bag filter 
located downstream of a rotary cement kiln. It is divided into 
two compartments (filtration chamber), north and south. 
Each has up to 1,000 filter bags. A bag filter can be divided 
into the followed components [2]: 
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1) The Inlet: The filter is connected to a supply of dusty 
air stream, this supply must ensure a good distribution of air 
over the entire filtering surface. 

2) Filteration chamber: Dust collector body in which 
vertical filter bags are suspended. 

3) Bag Filters: A filter bag consists of a metal frame on 
which a filter medium is placed. It ensure dust retention; 
which is in industrial terms ‘the cake’, and filtration. 

4) The filtered air compartment: all the filter bags has 
an open to this compartment, hence, the filtred air is 
collected. It contains compressed air tanks in the form of 
horizontal cylinders. 
In our filter, there are 40 cylinders of compressed air. Each 
one is connected to an isolation valve. From each cylinder, 
five (05) compressed air supply manifolds circulate above 
the filter bags, and they are connected to 05 unclogging 
solenoid valves. These compartments represent the 
unclogging air injection systems.  

5) The hopper: This assembly must ensure the 
continuous evacuation of the dust stopped by the filter. The 
hopper is equipped with a vent to ensure that this evacuation 
must take place without any air inlet or outlet which may 
cause a vacuum in the filter. 
 

 

Fig. 1. Bag Filter dust collector 

B. Bag Filter Operating Principle 

1) Clogging: The dust-laden air which is aspirated into 
the filtration chamber by two draining ventilators. The large 
dust particles encounter a deflector and fall directly into the 
drum, while the rest is carried up by the airflow and attache 
itself to the filter elements. The latter is made up of several 
filter cells. The gases pass through the filter cells, from the 
outside inwards, and the dust accumulates on the filter 
medium called the dust cake[3]. 

2) Unclogging: As a result of cake formation, an 
increase in pressure drop is measured, which is defined as 
the static pressure difference between upstream and 
downstream of the filter medium. Therefore, filter elements 
must be periodically cleaned by reverse airflow. Cleaning is 
done by activating solenoid valves, one by one,  that injects, 
in counter-current, a compressed air through the filter 
elements, which enables the dust cake to detach from the 
filter medium and rinses the filter bags. 

The injection of the compressed air is managed by an SFX+ 
sequencer, which switches on and off the solenoid valves by 
analyzing the pressure drop measured by a differential 
pressure switch. If the pressure difference exceeds a 
predefined value, unclogging is triggered [3]. 

3) Recovery phase: The dust is collected in one or more 
hoppers at the bottom of the filtration chamber, which are 
then evacuated by a rotary airlock. The filtered air is, then, 
exhausted via the chimney to the atmosphere [3]. 

III. BAG FILTER INSTRUMENTATION 

A. Pressure switch  

A pressure switch is a form of switch that operates an 
electrical contact when a certain set fluid pressure has been 
reached on its input. Many pressure switch offer an 
additional analog signal proportional to the pressure.   As a 
result, not only is it identified whether the defined switching 
point is reached, but the measured real pressure is 
transmitted [4].  

B. Differential pressure switches  

The Differential pressure switches have been developed 
to activate an electrical contact when the difference between 
2 pressure values of a process is greater than the defined 
limits. This pressure difference may be too high or too low 
[4].  

C. Pt100 

It is a type of resistance temperature sensor designed for 
temperature measurement in liquids and gases [4].  

D. Rotary Airlock Valve  

The Rotary Airlock Valve : the metal blades of a rotary 
airlock valve turn during operation. As they do, pockets form 
between them. The material being handled enters the pockets 
through the inlet port before rotating around inside the valve 
and then exiting through the outlet port [4]. 

IV. THE ACTUAL CONTROL SYSTEM  

A. SFX+ Digital Sequencery 

The SFX+ is a modular sequencer with differential or 
relative pressure measurement. It is used to control and 
monitor compressed air injection dust removal equipment. Its 
program is not accessible. Only the cleaning parameters are 
accessible and adjustable by the user [5].  

B. SFX+ Operating mode 

The SFX+ controls the filtration process, with six (06) 
sequencers installed within the filter. These sequencers are 
dedicated to controlling the bag filter unclogging unit. This 
unit is composed of 40 compressed air tanks (20 tanks for the 
north filter and 20 tanks for the south filter) and each of these 
tanks carries 05 solenoid valves (40 x 05 = 200 EV).  

Each 02 solenoid valves are wired to the same output, so 
100 outputs are used for the solenoid valves.  

If the pressure drop exceeds a predefined value, ΔP > 110 
(mmH2O), the cleaning cycle in normal mode, OM1, starts 
by activating the solenoid valves cyclically, one after the 
other, each for a set time T1, from 1(s) to 255 (s). The rest 
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time between each two solenoid valves is defined as T2. The 
cleaning cycle is resumed after a rest time T3, adjustable 
from 0(s) to 255 (s) [5]. 

The accelerated cleaning cycle, OM2, starts if ΔP 
exceeds 160 (mmH2O), with a shortened T2 time. 

A T4 time can be set in hours, to start an unclogging 
cycle if the sequencer has not operated for that time. 

The compressed air spray sequence is set identically for 
both north and south filters, and is performed on the EVs of 
the first 10 tanks, as the cleaning sequence for the EVs of the 
remaining 10 cells is identical, since they are wired to the 
same outputs. 

The control of each EV, associated with any non-isolated 
tank, is carried out with pressure control by a pressure 
switch. Sequencer outputs are indicated by LEDs. 

C. The Sequencer inconvenient 

· Centralized system 

· No history to analyze operation 

· Program not accessible 

· High cost of cabinets 

V. PROGRAMMABME LOGIC CONTROLLER PLC 

A programmable logic controller, or PLC, is a 
programmable electronic device designed to control 
industrial processes using sequential processing. It adapts to 
the industrial environment, and performs automation 
functions to control pre-actuators and actuators using logic, 
analog or digital information.  

The main strength of a PLC lies in its ability to 
communicate with the industrial environment via multipoint 
interfaces (MPI) and PROFIBUS-DP. In addition to its 
central processing unit with a wide range of CPUs. It is 
essentially made up of input/output modules, which can be 
extended up to 32 modules, serving as a communication 
interface with the industrial control process[6].  

Its main advantages over the sequencer are :  

· Ensures acquisition of sensor data, with access to the 
database 

· Facilitates process maintenance   

· Guided program manipulation  

· Possibility of remote control (HMI interface) 

In order to overcome the problems observed in the 
existing system, and with the aim of facilitating operations 
for the company's employees, SCMI's maintenance 
department proposed replacing the control system in use 
(SFX+ sequencer) with a SIMATIC S7-300 SIEMENS PLC.  

VI. SIMATIC S7-300 PLC CONSTITUTION [7] 

A. Power Supply module (PS)  

In our project, we chose a "PS 307 10 A1" power supply 
module.  

B. Central Processing Unit module   

The 315C-2DP CPU was chosen for its extensive 
programming memory capacity, as well as its master/slave 
interface. 

C. Input/Output module  

The According to the system’s I/O identification, there 
are: 

1) Digital input/output modules: The TOR inputs 
counted for our project represent 4 inputs plus a safety 
margin of 10%, so we have 5 TOR inputs. Therefore, we 
selected: a module with 8 digital inputs / DI 8*24 VDC. 
The number of digital outputs evaluated for our project 
represents 292 outputs plus a safety margin of 10%, so we 
have 322 digital outputs. 
We have reduced the number of digital outputs by activating 
2 solenoid valves at the same time (from 2 different 
cylinders to avoid jamming), given : Limited number of 
timers (256), large number of I/O modules required and 
wiring. 
Hence the digital output count becomes 192 outputs plus a 
10% safety margin, giving 212 digital outputs.  
So we chose: 07 Module with 32 outputs / DO 23*24 VDC 

2) Analog I/O modules: To change The set of analog 
inputs/outputs chosen for our project represents43 inputs 
plus a margin of 10%, so we have 48 inputs.   
Thus we have used a module with 8 inputs: 06 Module 
Analog inputs / AI 8*16BIT 

D. Coupler (IM) 

Not used in our project. 

E. Extention Chassis (UR) module  

Not used in our project. 

F. CP modules (Communication Port) 

Not used in our project. 

VII. SIMATIC S7-300 PROGRAMING 

A programmable To control our bag filter, we'll create a 
program and implement it in the S7-300 PLC using 
SIEMENS' TIA PORTAL program design software for 
automation systems, including SIMATIC STEP 7 and 
SIMATIC Wincc, and PLCSIM program simulation. 

TIA PORTAL software enables programming of the S7-
300 PLC in [8] :   

· GRAFCET (SFC)  

· Block diagram (FBD)  

· Relay Diagram (LD)  

· Structured text (ST)  

· Instruction list (IL) 

· Contact diagram (CONT): This is the chosen 
programming language for our project 
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VIII. BLOC ORGANIZATION AND PROGRAMING  

Programming in TIA PORTAL takes place in different 
blocks. There are the code blocks (OB, FB, SFB, FC, SFC), 
which contain the programs, and also the instance DB and 
global DB data blocks, which contain the program 
parameters. 

Our project contains 01 OB1 organization block, 09 
function blocks (FC1...FC9) and 02 DB data blocks[9]. 

A. Bloc OB1  

This block is generated automatically when a project is 
created, and is the cyclic program called by the operating 
system. In this block we write our main system program and 
call the functions and data blocks we've programme, “Fig .2” 

 

 

Fig .2. OB1 view 

B. Data Bloc DB1  

This This These data blocks are used purely to store 
information and data.  

In our program, we used block DB10, which contains the 
following memory addresses: declogging times (T1, T2, 
T2bis and T3), as well as the number of solenoid valves to be 
forced, the number of cylinders to be deactivated and the 
maximum filter threshold ∆P. These values are specified via 
the HMI interface. 

The DB20 block contains the temporary reservation 
variables used to convert the time values entered by the HMI 
into usable values for the program. 

C. Function Bloc FC, SFC 

The FC block is used for frequently used functions. It has 
no memory and saves its temporary variables in the local 
data stack and refers to the global data blocks to save its data.  

In our project, we used 09 function blocks (FC1...FC9) as 
follows: 

1) FC1 Bloc: We created this block to program the 
opening/closing cycle of the solenoid valves (from EV1 to 
EV25 of the DC06 north filter) with a compressed air 
injection time (solenoid valve activation) of a few 
milliseconds (T1) and a rest time between 2 compressed air 
injections of a few seconds (T2 / T2bis ).authors. 
 

2) FC2 Bloc: To This block is used to program the 
opening/closing cycle of solenoid valves (from EV 26 to 
EV50 of the DC06 north filter).  
We've also added an additional network in the same block to 
program the T3 time, which represents the rest time between 
two cycles. 

3) FC3 Bloc: We've created this block to program the 
opening/closing cycle of the solenoid valves (from EV51 to 
EV75 of the DC07 southern filter). 

4) FC4 Bloc: The FC4 block is used to program the 
opening and closing of solenoid valves (from EV76 to 
EV100 of the DC07 southern filter).  

5) FC5 Bloc: The FC5 block contains the program for 
scaling the differential pressure measurement ΔP (mmH2O) 

of the north and south filter, and the temperature T (°C) at 
the filter inlet. 

6) FC6 Bloc: This block contains the pressure scaling 
program (bar) for the 20 compressed air cylinders of the 
NORD DC06 filter. 

7) FC7 Bloc: This block contains the pressure scaling 
program (Bar) for the compressed air cylinders of the SUD 
DC07 filter. 

8) FC8 Bloc: This block has been created to program 
the turn-on of the 20 cylinders of the NORD DC06 filter 
when the compressed air pressure in the cylinder is 5 bar; 
and the refilling of the cylinders when the compressed air 
pressure falls below 03 bar. 

9) FC9 Bloc: This This block is also used to program 
the functioning of the 20 cylinders of the SUD DC07 filter 
when the compressed air pressure in the cylinder is 5 bar; 
and the filling of the cylinders when the compressed air 
pressure falls below 03 bar. 

10) SFC blocks: These blocs are used for special 
functions integrated into the S7 CPU. Not used in our 
project. 

D. Function Bloc FB, SFB  

The FB is a sub-program written by the user and 
executed by code blocks. It is associated with an instance 
data block relative to its memory and containing its 
parameters. SFBs are used for special functions integrated 
into the CPU. Not used in our project.  

E. Variable Table 

In the TIA portal environment, it is necessary to define 
the list of variables that will be used during programming. 
When you define a PLC variable, you need to associate it 
with: a name, the data type and the absolute address. In our 
program, we have used binary (Bool, Word,…), numerical 
(Int, Real,...) and temporal (Time,...) data types [9]. 
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F. Improvements adopted in the program  

· The pressure drop threshold to activate accelerated 
mode may be modified  

· Possibility of triggering an EV to detect a 
malfunctioning EV  

· Air tanks are refilled just when their pressure drops 
below 03 bar. 

· Possibility of isolating a cylinder for maintenance 
purposes  

· Manual start and stop  

·  Alarm triggering 

IX. PROGRAM SIMULATION  

The RUNTIME and the S7-PLCSIM PLC simulation 
software application are used to create a direct link between 
TIA portal and the S7-300, allowing us to run and test our 
program virtually, and remedy any errors, without having 
access to the target hardware.  

To run the simulation, we need to load the program 
already written into the S7-300 PLC's CPU, then compile it 
to make it executable by the CPU, “Fig .3”. 

 

Fig .3. S7-PLCSIM Simulation 

X. WINCC IN TIA PORTAL  

WinCC in TIA Portal allows you to create views for 
monitoring, controlling and visualizing the system. For 
creating views, predefined objects are provided that can be 
used to display procedures and define process values. 

To control and command the process, we've configured 
07 views that enable us to consult and command the process 
value.  

A. Main View 

It is the process view, and includes all sub-processes 
which are represented in separate views. They can be 
accessed by pressing the desired button, “Fig .4”. 

 

Fig .4. Main View 

B. Start/Stop View 

It is the This view is used to start, stop and the emergency 
stop of  the process, as well as selecting the automatic or 
manual operating mode of each device. 

Button configuration: each button is animated by a color: 
green (start), RED (stop), YELLOW (emergency stop) and 
BLUE (automatic mode). 

C. Unclogging Cycle View 

The unclogging view allows us to insert the time values 
required for unclogging:  

· T1: EV activation time. 

· T2: rest time between two compressed air shots 
(normal cycle). 

· T2bit: rest time between two compressed air shots 
(accelerated cycle). 

· T3: rest time between two cycles. 

Text On the other hand, it allows us to set the maximum 
threshold value of the differential pressure in the filter. 

Each button is animated by a color: RED (Stop 
unclogging), GREEN (Parameter setting). 

D. North DC 06 filter View 

It is a detailed view, showing the north filter and all the 
cylinders, solenoid valves, rotary SAS, compressor, 
conveyor belt and piping. It also shows the buttons and ∆P 
pressure indicator in the filter, “Fig. 5”. 
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Fig. 5. North DC06 Filter view  

E. South DC 07 filter View 

It is the same view as the NORTH DC06 filter.  

F. Alarm View 

The operator panel triggers an alarm when a certain 
analog value (pressure or temperature measurement) exceeds 
the programmed maximum threshold. 

When the alarm condition is true, a warning triangle 
appears in the main view and the alarm table is displayed. 
Once the alarm has disappeared, the triangle disappears. 

In addition, we've added warning lights to this view to 
indicate when the north and south filters have been shut 
down if two of the three airlocks have been shut down. 
Yellow (on) red  (off), , “Fig .6”. 

 

Fig .6. Alarm trigering  

XI. CONCLUSION 

Our graduation project consisted in replacing the control 
device used to control the bag filter with a PLC-based S7300 
controller. To do this, we assimilated the process operating  

principle, the control parameters and the improvements to 
be made. Then we used TIA PORTAL V13 to configure and 
program the SIMTIC S7-300 PLC, and PLCSIM to simulate 
the program. To finish, we designed an HMI to supervise our 
system using WINCC. 
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Abstract—The gas turbine typically consists of a 

compressor, a combustion chamber and a turbine that will be 

developed. The mathematical model of the dynamical system is 

represented by a set of equations that describe the system’s 

dynamic behavior with the desired performance. The turbine 

model used here will actually be an algebraic function rather 

than a "Differential model" state space. The high power, 

smooth operation and high performance of gas turbines make 

it one of the most requested means for driving mechanical 

loads. For this reason we must always look for the best means 

and solutions to maintain and enjoy the performance that it is 

able to provide. That's why we carried out this comparative 

study between the two types of classic PID (Derivative Integral 

Proportional) regulators and fractional PID to choose the most 

robust. 

Keywords—Gas turbine, Compressor, Combustion room, 

Classic PID regulator, Fractional PID regulator. 

I. INTRODUCTION  

 Although the development of the gas turbine has long 
slowed down due to the competition of the steam turbine, the 
first traces of this invention can be found in 1731 in the work 
of the English man John Barber, who was the first to file a 
patent on this concept.   The gas turbine is an internal 
combustion engine. By sucking and compressing the 
atmospheric air in the axial compressor, the energy power of 
the compressed air increases in its combustion room, using 
the heat released by combustion, and it converts this thermal 
power into useful mechanical energy during the relaxation 
process that takes place in the turbine section. The resulting 
mechanical energy is transmitted through a coupling to a 
receiving machine that may be a compressor, alternator, [1]. 
The thermodynamic cycle of the gas turbine f is based on the 
Joule cycle, which consists of four operating stages: 
adiabatic compression, isobar heating, adiabatic relaxation, 
and isobar cooling [2].  

II. TYPES OF GAS TURBINE AND ITS USE 

There are two types of gas turbine [3]: 
· Single-shaft gas turbine 

· Twin-shaft gas turbine 

Industrial gas turbines are generally used for: 
· Production of electricity 
· the combined heat-force production 
· Pumping and compression[2]. 

III. COMPONENTS AND OPERATING MODE OF THE GAS 

TURBINE   

A. Operating Mode   

The HP (high pressure) turbine rotor reaches 20% of its 
nominal speed thanks to a launch device. The air is sucked 
and compressed in the axial compressor up to 6 bars. The 
lighting is made using two lighting candles placed inside 
combustion chambers 1 and 12. 
The compressor speed continues to increase to its nominal 
value using the IGV (gear driven valve). The gases coming 
out of the wheel (HP) pass through the diaphragm to be 
guided by the variable swing steering line and turn the 
wheel (BP) (low pressure) at an appropriate speed [4]. 

B. Main Components Of The Turbine  

The main components of a gas turbine are:  
· The auxiliary part  

· Aspiration part 

· The compression section 

· The combustion system 

· The turbine section(HP and BP) 

· Section of exhaust[4], [5] 

Fig. 1 represents the main components of the gas turbine  
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Fig .1. Main components of the gas turbine 

IV. CLASSIFICATION OF GAS TURBINE  

There are three modes of classification of gas turbines 
that are presented below. 

1. The construction method;  

2. The operating mode;  

3. Thermodynamic mode of operation 

There are two thermodynamic cycles: 

A. Open- Cycle Gas Turbine  

 The aspiration and exhaust in this turbine is carried out 
directly into the atmosphere. 
This type of turbine is the most common and is divided into 
two classes: 

· Single-cycle turbine:  
A single fluid for the generation of mechanical energy is 

used in this type of turbine, after the release the gases still 
possessing an energy potential are lost into the atmosphere 
through the exhaust. 

· Regenerated Cycle Turbine:  
In this type of turbine, the thermodynamic cycle 

involves several motor fluids in order to increase equipment 
efficiency. 

Currently, a wide use of gas turbine is in different fields 
and especially in the field of hydrocarbons due to their wide 
range of power and their own advantages. 

To increase the efficiency of such equipment, a first 
solution is to recover as heat part of the remaining energy in 
the turbine exhaust gases before they are discharged into the 
atmosphere. For this purpose, an exchanger is used and the 
recovered heat is used to heat the air out of the compressor 
before it enters the combustion chamber. With such 
equipment, an efficiency of 23 to 25 percent can be 
achieved. This efficiency is much higher than the efficiency 
of a single tree line turbine without an exchanger [6]. 

V. CLASSSIC AND FRACTIONAL PID CONTROLLER  

A. Classic PID Controller  

PID control is a method of regulation often used for 

enslavement. It is a system capable of achieving and 

maintaining a record through the measures it carries out. 

PID is the most widely used technique for controlling 

industrial processes. The main reasons for its wide 

acceptance in the industry are due to its ability to control the 

majority of processes, its actions that are well understood, 

and its relatively simple implementation [7]. 

Fig. 2 represents the control with a PID regulator 

diagram  

 
Fig .2. Control with a PID regulator diagram 

The PID control, also called a "corrector, regulator, or 
controller, consists of three terms: P, I, and D; hence, "P" 
stands for the proportional term, "I" for the integral term, and 
"D" for the command derivative term. PID regulators are 
widely used in industrial control because they make it 
possible to adjust, using their three parameters, the 
performance (damping and response time) of a regulation of 
a process modeled by a second order [7]. 

B. Regulation 

Regulation is the action of automatically adjusting a 
quantity so that it constantly keeps its value or remains close 
to the desired value, regardless of the disturbances that may 
occur. Regulation consists of bringing a physical quantity X 
(pressure, speed, flow rate, level, temperature, etc.) to a fixed 
value, called "cosign W." A regulator is used for this, 
consisting of a comparator and a corrector. The comparator 
deduces the difference e between the set point W and the 
measurement X. The corrector generates a regulating 
variable Y, whose purpose will be to cancel the difference. It 
is this regulating variable Y (expressed in %) that controls 
the energy modulation device (static relay, valve). The 
regulator inserted in a control chain imposes an operating 
constraint on the energy modulation subsystem by regulating 
a variable according to a control law commonly called an 
algorithm.  

There are four basic algorithms, which are: 

• A.O.N (All Or Nothing). 
• P proportional. 
• I Integral. 
• D Derivative. [8] 

C. Functional aspects of the PID regulator 

Proportional action (P) [7]: 

                           C(p) =Kp*ε (p)                                        (1) 

Integral Proportional Action (PI) : 

                         C(p)=Kp*ε(p)+K* ε (p)/p                        (2) 

Derivative proportional action (PD)[9] : 

                         C(p)=Kp ( 1+  D . )                                (3)                           

Derivative Integral Proportional Action (PID)[10] 

                       C(p)= ε( p)*[Kp+KI*1/p +KD*p]                (4)     
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D. The Fractional Order Regulator PIα Dµ 

The fractional PID is proposed to improve the 
performance of linear served systems, it is a generalization of 
the classic PID corrector, it has the form PIα Dµ called where 
μ and α are positive real such as: 0 < α < 1, 0 μ < 1. The 
output equation of the fractional order corrector in the time 
domain is given in the form: [11]. 

µ(t)=Kp* (e(t) + (1/TI)*Dα* (e(t)) +TD*Dµ *e(t))        (5) 

 The analytical expression of the fractional PID is given 
by the following equation: 

                  C(p) =  P + (KI/pα)+KD*pµ                          (6)                   

With : 

· Kp: It is a proportional action. 

· TI:  The constant integration 

· TD: The constant of derivation 

·  KD*pα: The derivative of fractional order 

· KI: The integral action 

· KD: The derivative action  

· α: The Approximation Order 

· μ: Gamma Derivative Order 

And KI= KP*TI,    KD = TD*KP 

Fractional-order systems are dynamic systems written by 
differential equations of fractional order. The purpose of 
fractional calculation is to generalize traditional derivatives 
to non-entry orders[11]. 

Fig. 3 represents the internal parallel structure of the 
fractional PIα Dµ, defined by parallel connections between 
the proportional parts, fractional order integral and fractional 
order derivative  

 Compared to conventional correctors, fractional-order 
correctors have two additional parameters noted γ and μ, 
which have the order of integration and 10 derivations, 
respectively. According to the variation of these two 
parameters, different possibilities of fractional order 
correctors can be distinguished[12].  

 

Fig .3. Fractional PIα Dµ:(a) whole order,    (b) fractional order 

E. Comparison Of  PI And PID Correctors 

 The classic PI and classic PID fractionalization is 
obtained by changing the integrator term in the transfer 
functions of the previous correctors. The integrator 1/s is 
fractionalized as follows [13], [14]. 

 Fig. 4 represents fractionalization diagram of an integrator 

 
Fig .4. Fractionalization  of  an Integrator 

VI. THE SYSTEM AND ITS MATHEMATICAL MODEL 

This example models a gas turbine auxiliary power unit 
(APU) based on the Brayton Cycle. The Compressor and 
Turbine blocks are custom components based on the 
Simscape™ Foundation Gas Library. The power input to the 
system is represented by heat injection into the combustor; 
actual combustion chemistry is not modeled. A single shaft 
connects the compressor and the turbine so that the power 
from the turbine drives the compressor. The APU is a free 
turbine that further expands the exhaust stream to produce 
output power.  

Three PID controllers regulate the shaft speed, the 
turbine inlet temperature, and the compressor surge margin. 
System inputs are defined for three scenarios: varying shaft 
speed, varying surge margin, and varying APU vane 
opening. Running the first scenario produces the typical 
operating line on the compressor map. Running the second 
and third scenarios show where the maximum power output 
maximum global efficiency occurs.  

A. Power Cycles And Thermodynamic Cycle  Of Gas 

Turbine     

 Gas turbine plants can work with a Brayton cycle. The 
Brayton cycle is a thermodynamic gas heat-carrying cycle. It 
is also known as the Joule cycle. For the purposes of cycle 
analysis, it is assumed that a gas turbine plant operates with a 
recovery circuit, although in practice the Joule cycle is also 
used in an open circuit station, as shown in the following 
figure , Fig. 5 that represents open cycle gas turbine [14].  

 

Fig .5. Open cycle gas turbine 

B. Brayton Ideal Cycle 

 The ideal working cycle of a gas turbine is the Brayton 
cycle; it consists of two reversible adiabats (isentropic) and 
two constant pressure processes. The gas is compressed 
isentropically from point 1 to 2, heating at constant pressure 
from 2 to 3, and then an isentropic release in the turbine from 
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point 3 to 4. Cooling occurs from point 4 to point 1, in a heat 
exchanger (closed cycle) or in the atmosphere (open cycle) 
[15]. Fig. 6 represents P-V and T-s diagrams for an ideal 
Brayton cycle. 

 

Fig .6. P-V and T-s diagrams for an ideal Brayton cycle. 

The power developed in the turbine, with a relatively 
negligible variation in the kinetic energy of the gas, PT is 
equal to the drop of enthalpy is expressed by: 

                  ǀPTǀ=H3-H4=m*(h3-h4)                                     (7) 

PT: Kinetic Energy 

H: Specific Enthalpy 

h:Standard specific enthalpy. 

m: Mass flow 

 In the case where the specific heat is dependent on the 
temperature, this equation can be rewritten in the form:  

                ǀPTǀ=m*ʃ T3›T4 Cp(T) dT                                        (8) 

Cp: Specific heater at constant pressure. 

T: time. 

 And the rate of detent through the turbine is given by:  

                σT= P3/P4                                                              (9) 

σT: rate of detent.  

P: pressure.  

 Which is linked to the absolute temperature ratio through 
the turbine by:  

                T3/T4=σT (K-1)/K                                                     (10) 

T : absolute temperature. 

 Where K is the ratio of specific heat at constant pressure 
to constant volume. 

                K=Cp/Cv                                                              (11) 

               Cp-Cv=Rpv                                                            (12) 

K: the ratio of specific heat 

Cv: specific heater at constant volume.    

Rpv: Gas specific-constant. 

The combination of equations 9 and 10 and replacing in 7:  

             ǀPTǀ=m*Cp*(1-(1/σT
(K-1)/K))                                 (13) 

The compression rate through the compressor is also given 
by:  

             σc= P2/P1                                                                (14) 

σc: the compression rate  

 

And : 

                           T2/T1=σc (K-1)/K                                         (15) 

The power of the compressor would also be indicated by:  

          Pc=ma*(h1-h2)=ma*Cp*T2*(1-(1/σT
(K-1)/K))               (16) 

Pc=power of  the compressor  

 Suppose that σc= σT= σ ,i.e no pressure loss in the cycle, 
a common condition in the ideal case, the net work of the 
cycle is given by: 

        PUt=ǀPTǀ- Pc=m*Cp*(T3-T2) *(1-(1/σ (K-1)/K))            (17)            

PUt: network of the cycle. 

 The first expression between brackets on the right side of 
the equation (17) is obviously the heat brought by 
combustion:  

         Q = m*Cp (T3-T2)                                                      (18) 

Q: Heat Flow  

 The second expression must then be the thermal 
efficiency of the cycle which is a function of σ and of K: 

         Ƞth=1-(1/σ (K-1)/K)                                                        (19) 

Ƞth= the thermal efficiency. 

 Although the above equations apply to gases whose 
specific heat is constant, the trends they predict apply to all 
gases. The thermal efficiency of the cycle is a function of σ, 
and K is propotionel to σ and independent of temperatures T1 
and T3 of cycle. The specific work can be determined by 
rewriting the equation (17) in terms of T1 and T3 sing the 
equation (10): 

         WUt=Cp*[T1*(1- σ (K-1)/K) +T3*(1-(1/σ (K-1)/K))]        (20) 

WUt: The specific work.   

 For any gas, an increase of σ of its lower value of 1.0 
(where the work is zero) decreases one term of the equation 
(20) and increases the other. The net work thus passes 
through a maximum for an optimal value of σ. The optimum 
compression rate can be evaluated for the ideal cycle by 
differentiating the useful work of the equation (14) from τ 
and equating the derivative to zero. This gives a value of T2 
expressed by : 

         T2=√ (T1*T3)                                                              (21) 

 And for the same rate of compression and detent, we will 
then have: 

        (T2=T4) id= √ (T1*T3)                                                  (22) 

And : 

        σid= (T2/T1)(K/K-1)= (T3/T1)K/(2(K-1))                                           (23) 

The 1st National Conference on Electronics, Electrical Engineering, Telecommunications, and Computer Vision (C3ETCV’23) _November 06th, 2023



 

C. The Pumping Phenomenon.  

Pumping is a monodimensional axial instability that 
affects the decompression system globally. If the flow rate 
decreases, the losses tend to increase in the compressor. 
When the operating point crosses the pumping line, the 
machine is more likely to provide enough energy to counter 
pressure gradients adversaries and the flow is affected by a 
low frequency pressure wave that moves from the bottom 
up. When the machine operates in such a regime, strong 
fluctuations in the average flow rate can be observed, which 
can even go up to a total reversal of the direction of the 
flow.  

The extreme fatigue supported by blades makes it very 
dangerous for the compressor. This instability also has a 
strong hysteresis. Often, to get out of a pumping regime, the 
only solution is to greatly increase the flow in the machine 
(or restart it when possible). In the literature, three types of 
pumping are observed, in functions characteristic of the 
compression system [16]: 

· Classic pumping  
· Deep pumping 
· Changed pumping 

Fig. 7 represents pumping damage to a blade. 

 
Fig .7. Pumping Damage to a blade . 

 When the phenomenon is well established, the flow in the  
compressor is therefore subject to periodic axial (pumping) 
and circumferentiel (tuning) disturbances. 

 We have seen the mathematical modeling of a gas turbine 
system composed of a compressor, a combustion chamber 
and a turbine. The useful operating range in an axial 
compressor that is part of the gas turbine is limited by the 
aerodynamic instabilities that are pumping and rotating 
detachment. Several mathematical models have been 
developed to explain the operation of the gas turbine. These 
models provide a good understanding of the system, thus 
providing an effective way to develop control strategies to 
increase the scope of operation and improve the performance 
of the gas turbine. 

 Fig. 8 represents the brayton cycle of gas turbine with 
custom components (Matlab/Simulink model) 

 

Fig .8. Brayton cycle of gas turbine with custom components 
(Matlab/Simulink model) 

 

VII. SIMULATION AND RESULTS OF CONTROLLING A GAS 

TURBINE WITH A FRACTIONAL PID CONTROLER AND A 

CLASSIC PID  

To control a system, and make sure it behaves in the 
desired way. This requires continuous monitoring of a set of  
variables taking into account their mutual ineractions. The 
purpose of this part is to make a cascade regulation of two 
parameters speed and temperature and a separate regulation 
pumping with two types of traditional PID regulator and 
fractional PID and to do a comparative study between the 
latter to maintain the stability the speed and of the system 
and one chooses the most performing. 

A. Simulate The Dynamic Behavior Of The System.  

 The simulation software is used to simulate the dynamic  
behavior of a system that is represented by a mathematical 
model. At each stage of the model simulation, the state of 
each part of the system is calculated using time-based or 
event-based solvers. Simulation software also incorporates 
visualization tools, such as data display systems, to monitor 
the simulation during its execution. 

B. Simulation And Analysis Results.  

 In our simulation we used two methods. Simulation by 
SimScape software and simulation by Simulink software. In 
both methods we can further simulate our system as it is in 
reality. Since the results of the simulation by both methods 
are virtually identical. In the following paragraphs, we only 
give the results obtained with SimScape and these several 
tests by observing the behavior with the Classic PI regulator 
and fractional PI before and after injecting the disturbance 
and white noise to study the robustness of  both regulators.  

 We will do a simulation with a cascade regulation of two 
types of regulators a classic PI regulator and fractional PI. 

C. Simulation With Classic PI Regulator. 

 The values of parameters KP and KI for classic PI 
regulator are:  

For the temperature regulator: 

KP =1, KI=1 
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For the speed regulator:  

KP= 0.5, KI=1 

For the pumping regulator:  

KP=1, KI=1 

 Fig. 9 represents functional system block diagram with 
classic PID  

 

Fig .9. Functional system block diagram with classic PID 

D. Simulation With Fractional PI. 

· Fractional operator 1: 
Gamma Derivative Order =-0.9 
Frequency range = [wb,wh] =[1e-3,1e-3]  
Approximation order =7 

· Fractional operator 2: 
Gamma Derivative Order =-0.9 
Frequency range = [wb,wh] =[1e-3,1e-3]  
Approximation order =7 

· Fractional operator 3: 
Gamma Derivative Order =-0.992 
Frequency range = [wb,wh] =[1e-3,1e-3]  
Approximation order =7 

 Fig. 10 represents Functional system block diagram with 
fractional PI. 

 

Fig .10. Functional system block diagram with fractional PI. 

E. Simulation Without Disturbance.  

Fig. 11 represents the classic PI command signal. 

 
Fig .11. Classic PI command signal. 

Fig. 12 represents the fractional PI command signal. 

 

Fig .12. Fractional  PI command signal. 

 Fig. 13 represents curves that represent the behavior of 
the system with a classic PI regulator without disturbance.  

 

Fig .13. Curves that represent the behavior of the system with a 
classic PI regulator 
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 Fig. 14 represents curves that represent the behavior of 
the system with a fractional PI regulator without disturbance. 

 
Fig .14. Curves that represent the behavior of the system with a 

fractional PI regulator 

F. Simulation With Disturbance. 

· Input data after disturbance 
Disturbance=283K    at t=700s 

 Fig. 15 represents classic PI control signal with 
disturbance. 

 

 

Fig .15. Classic PI control signal with disturbance =283k at the 
moment =700s 

 Fig. 16 represents curves that represent the behavior of 
the system with a classic PI regulator with disturbance. 

  

 

Fig .16. System behavior with a classic PI regulator and with  
disturbance=283 k injected at the moment t=700s 

 Fig. 17 represents fractional PI control signal with 
disturbance. 

 

 

Fig .17. Fractional PI control signal with disturbance =283k at the 
moment =700s 
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 Fig. 18 and Fig. 19   represent curves that represent the 
behavior of the system with a fractional PI regulator with 
disturbance. 

 

Fig .18. System behavior with a fractional  PI regulator and with 
disturbance=283 k injected at the moment t=700s 

 
Fig .19. System behavior with a fractional  PI regulator and with 

disturbance=283 k injected at the moment t=700s 

 By applying the same disturbance simultaneously to both 
classic PID and fractional PID systems, we observed that:  

1. No disturbance affects the speed which guards the 
same behavior during its absence. 

2. At the moment of the injection of the disturbance, a 
peak of temperature and pumping occurs when: 

 
Ø The system with classic PID receives a pumping 

influence of almost 1.5 times greater than the 
fractional PID alone of 0.5. 

Ø On the other hand, the temperature reaches the same 

peak amplitude and restores in the same way when 

it returns to its previous behavior. The fast 

alignment of the temperature and pumping values 
means that the regulators are robust to disturbances 
and that it ensures system performance. 

 
3. Whatever the disturbance; the regulators are robust; 

they reject disturbances and regain performance. 

G.  Results Of  The Simulation. 

Ø The fractional PID regulator is more efficient, it 
always tries to reach the instructions and keep the 
system performance, although the classic PID is 
not bad also it has a degree of robustness. 

Ø With the optimization of fractional PID parameters 
and orders, better behavior can be achieved 

Ø Both fractional PID and classic PID controllers are 
robust; they ensure system performance and reject 
disturbances and noise regardless of its values. 

Ø The compressor keeps its behavior and line of 
operation every time. 

VIII. CONCLUSION  

 We make a cascade regulation of two parameters speed 
and temperature and a separate pumping regulation with two 
types of classic and fractional PID regulators and make a 
comparative study between the two to keep the performance 
of the system and choose the most performing one.    

 We have noticed that the fractional PID is the most 
robust and most performing regulator. 
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Abstract—Vibrations in rotary drilling systems can harm 

equipment, borehole quality, and drilling efficiency, while also 

increasing non-productive time. Current mitigation relies on 

manual parameter adjustments, an unreliable method. 

Researchers are developing automatic strategies, with recent 

success using a particle swarm optimization (PSO)-based 

Proportional-Integral-Derivative (PID) controller. However, its 

effectiveness in mitigating stick-slip vibrations remains 

untested. This paper investigates the use of a PID controller 

fine-tuned by the particle swarm optimization algorithm using 

integral squared error ISE fitness function to enhance 

vibration control in rotary drilling systems, with a focus on 

stick-slip vibrations. 

Keywords—Particle Swarm Optimization, PID, Rotary 

drilling systems, Stick-slip, Vibration mitigation. 

I. INTRODUCTION  

The rotary drilling system in the petroleum industry 
extracts oil and gas from underground wells using two key 
components: surface equipment (hoisting system, rotary 
table, and drilling fluid system) and a subsurface drillstring 
(comprising thick-walled drill collars and specialized 
instruments). Drill collars are secured by stabilizers, and the 
force applied to the bit is known as Weight on Bit (WOB). 
The torque from the rotary table to the drillstring is Torque 
on Bit (TOB), while drilling fluid serves lubrication and 
pressure compensation purposes. The drilling process can 
cause axial, lateral, and torsional vibrations. Axial vibrations 
result from bit contact, lateral from pipe eccentricity, and 
torsional from non-linear contact with the borehole wall, 
leading to Stick-Slip vibrations. [1]   

Stick-slip is detrimental, as it causes destructive 
vibrations in drilling systems. It results from alternating 
sticking and sliding of surfaces with varying friction torques. 
Even slight changes in drive speed can trigger it. Reducing 
Stick-Slip and torsional vibrations is a significant focus of 
research. Various methods have been explored, such as 
altering WOB and increasing rotary table speed. Sliding 
mode control and back-stepping control have been applied to 
mitigate these vibrations, along with hybrid controllers. 
However, enhancing controller performance remains a 
challenge [2 ,3].  

In recent years, research efforts have focused on 
mitigating torsional vibrations. Tang et al.'s study [3] 
demonstrated that reducing the weight on the bit (WOB) 
eliminates stick-slip, albeit with a slight implementation 
delay. Another study by Tang et al. [4] explored increasing 
rotary table speed but didn't consider drill string stiffness. 
Various control methods, including sliding mode and hybrid 
controllers, have been applied to address torsional vibrations 
and prevent bit sticking. Liu [7] conducted experimental 
comparisons of rotational velocities with predefined values 
set by drillers. Abdulgalil and Siguerdidjane [8] employed 
back-stepping control successfully to eliminate stick-slip 
vibrations. Hybrid controllers, as discussed by Mendil et al. 
[10, 11], combined different techniques to minimize torsional 
vibrations [12]. These approaches aim to enhance drilling 
performance while reducing vibrations.  

This paper introduces a novel approach using a PID 
controller combined with Particle Swarm Optimization 
(PSO) to improve vibration suppression. The study aims to 
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demonstrate the importance of optimizing PID controller 
parameters for enhanced performance in suppressing stick-
slip vibrations. The manuscript provides a detailed 
description of the proposed method and a comparative 
analysis with conventional PID control.

In Section 2, the drilling system and vibrations are briefly 
explained. Section 3 introduces the mathematical model of 
vibrations, the PID controller, and its importance. Section 4
outlines the PSO algorithm and its application to the drilling 
system. Section 5 discusses open and closed-loop results and 
compares them with traditional PID control.

II. DRILLING SYSTEM

The power system, hoisting system, circulating system, 
rotating system, well control system, and monitoring system 
are the six fundamental systems that make up the drilling rig 
[13, 14]. The hoisting system includes elements including 
draw-works, an auxiliary brake, a traveling system, a hook, 
and a derrick and supports drilling and completing 
operations. The drilling strings inside the wellbore are spun 
by the rotary system to push the bit to fracture rock [15]. The 
circulating system's functions include moving cuttings from 
the bottom of the hole to the surface, preventing debris from 
settling, regulating the temperature of the drill bit, and 
preserving the structural integrity of the wellbore walls. The 
well control system is used to shut down and/or control the 
well in an emergency to restore pressure balance. The 
monitoring and control system ensures the effective 
operation of all rig components to satisfy the needs of the 
drilling process, while the power and transmission system 
supplies energy to the entire system.,  Fig. 1. offers a visual 
representation of the rotary drilling system.

.

Fig. 1. Schematic of oil well drill string system [9]

III. MATHIMATICAL MODEL

In this study, we adopt a three-element model based on 
the mass-spring-damper framework. 

A. Drilling string model

In this research, a mass-spring-damper model is applied 
to replicate the behavior of a rotary drilling system [3]. This 

model encompasses three degrees of freedom, with the upper 
disc symbolizing the rotary table, the middle disc signifying 
the tool string, and the lower disc representing the drill bit. 
You can find a concise summary of the model's parameters 
in Table 1. Additionally Fig. 2 portrays the three degrees of 
freedom model. 

Fig. 2. Equivalent mass-spring-damper three-element model [3, 14].

The mathematical representation of the latter is 
articulated through equation (1) [14]:
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TABLE I.    PARAMETERS DESCRIPTION FOR THE DESIGNED ROTARY 
DRILLING MODEL [13, 19]. 

Parameter Description Unit 

 !"  The top drive angular displacement [rad] 

 #$%,&,' The angular displacements  [rad] 

(#$%,&,' Torsional stiffness coefficient  [N.m/rad] 

)#$%,&,' Internal damping coefficient  [N.m.s/rad] 

* Wall friction coefficient [N.m] 

 !"#,$,% The inertia  [kg.m2] 

Tob The torque on bit [N.m] 

 

B. Generalized model  of Rock-bit interaction : 

Within the literature, various functions have been employed 
to characterize the interaction between the drill bit and the 
rock. However, in the context of our specific investigation, 
we will utilize the generalized model as outlined by the 
expression[14]:

3 0 3 3
32 22 2

3 0 13 0

1n

x p x x
Tob Nr Dx

xx

m
W

= + + -
+ W W+ W

æ ö æ ö
ç ÷ ç ÷ç ÷ è øè ø

      (3)                     

               
Where the model coefficients are given in the following 
table [14]: 

TABLE II.  PARAMETERS USED IN ROCK-BIT GENERAL MODEL 

parameter description value 

μn friction coefficient  28 nm 

n the force vector 9.81 * wob 

r the contact radius vector 0.1 m 

W0 chain transition speed 1 

W1 
transition speed for the well 31.4159 

p the initial friction parameter 1.5 

d the linear damping vector 0.28 

 

C. PID controller  

The Proportional Integral Derivative (PID) control stands 
as the most commonly employed control strategy for 
regulation. Its widespread adoption across industries can be 
attributed to its simplicity in tuning and its reliable operation. 
The general expression for the PID control equation is as 
follows [10]:   

   

0

( )
( ) ( ) ( )

t

p i d

de t
C t K e t K e d K

dt
t t= + +ò                (4) 

Where, KP, Ki , Kd represent the parameters of the PID 
controller denote respectively : the proportional coefficient, 
the integral time constant and the differential coefficient.  
To ensure stability, the derivative component is filtered to 
prevent singularities. Equation (4) represents the standard 
PID configuration, which is employed prior to applying the 
PSO algorithm for parameter optimization. 

IV. PROPOSED OPTIMISATION METHOD 

A. Standard PSO algortitm  

The PSO algorithm is a global, stochastic optimization 
method originating from swarm intelligence, drawing 
inspiration from the coordinated movements of flocks of 
birds and schools of fish. It operates on the principle of 
information exchange within a population of particles. The 
algorithm's initialization involves providing random 
solutions, with each particle steering its course towards two 
primary targets: its personal best result (pBest) and the best 
[15], position achieved by its neighboring particles (gBest). 
The evaluation of particle performance is determined by a 
fitness function, which assesses whether the optimal 
solution has been attained. During each iteration, all 
solutions undergo updates based on the fitness function, 
following a set of recursive equations[17],: 
 

( 1) ( ) ( )t t ti i ix x v+ = +
 

(5) 
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( ( ) ( ))2

v t w v t A rand p t x ti i best i

A rand G t x tbest i
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+ ´ ´ -
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where w is the inertia weight factor, vi (t) is the velocity of 
particle i at iteration t, xi (t) is the particle position at 
iteration t, A1 and A2 are two positive constant parameters 
called acceleration coefficients, rand is the random function 
in the range [0, 1], Pbest(t) is the best position of the ith 
particle and Gbest(t) is the best position among all particles 
in the swarm up to iteration t. 

 

B. ISE (integral square of error )performance criteria: 

The Integral of the Square Error (ISE) is a widely used 
performance criterion in control theory and engineering. It 
measures the cumulative square of the error between the 
desired system response and the actual system response over 
a specific time interval. In other words, it quantifies how far 
the system's behavior deviates from the desired behavior 
over time. 

Mathematically, ISE is calculated by integrating the 
square of the error function with respect to time. This 
integral provides a way to assess the overall system 
performance, taking into account both the magnitude and 
duration of errors. A lower ISE value indicates a better 
system response and a higher level of accuracy  

( ) ( ) ( )t y t y tsysrefe = -                                      (7) 

The ISE performance criterion allows this. Such a 
criterion is defined by the flowing equation [15]: 

2( ( ))ISEJ dte t= ò                                            (8) 
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V. SIMULATION RESULTS AND DISCUSSION

A. Open loop response

Fig. 3. The open-loop responses of rotary drilling systems without control 

The Fig.3 illustrates the step response of a drilling rotary 
system without controller. We can see the bit velocity has big 
vibration, the regulation time is very long, the dynamic and 
static character of the system is not good, and the ability of 
tracking rotary table speed is bad.

B. Closed loop using PID Controller without optimisation

Below are the appropriately selected PID controller 
parameter values:

Kp=0.009 ; 

Ki=0.0023 ; 

Kd=0.011;

The simulation yields the following results

Fig. 4. The closed-loop responses of rotary drilling systems with PID 
controller without PSO 

In Fig. 4, the step response of a drilling rotary system is 
shown, featuring a PID controller without any tuning. 
Notably, the figure reveals that the bit velocity exhibits 
minor oscillations, but the time response is considerably 
protracted. The system shows a delayed ability to track the 
rotary table speed, characterized by substantial oscillations 
and eventual stabilization after an extended period

C. Closed loop using PID Controller with PSO

The PSO algorithm was initialized with the subsequent 
parameter settings :

TABLE III. PARTICLE SWARM OPTIMIZATION ALGORITHM 
PARAMETERS 

Parameter value

Size of the swarm " no of birds " n = 50;                    

Maximum number of "birds steps" bird_setp  =50      

Dimension of the problem  dim = 3

Upper limits of (Kp,Ki,Kd) Bmax=[10 10 10]

Lower limits of (Kp,Ki,Kd) Bmin=[0 0 0]    

PSO parameter C1 c2 =1.2                

PSO parameter C2 c1 = 0.12              

PSO momentum or inertia w =0.9                   

After the optimization process by PSO algorithm was 
finished we get these parameters below 

Kp = 1.1699;

Ki = 0.3249;

Kd = 8.9144;

The simulation results of the drilling string model 
controlled with PID tuned by PSO is given below

Reference of Angular velocity = 20 rad/s  for 0<t< 100 s

Fig. 5. The closed-loop responses of rotary drilling systems with PID 
controller optimized by PSO 

In Fig. 5, the step response of a drilling rotary system is 
depicted, featuring a PID controller fine-tuned using the PSO 
algorithm. Notably, the figure showcases the rapid 
elimination of stick-slip vibrations, achieving a considerably 
shorter time response compared to the original system. 
Furthermore, there is no overshooting observed beyond the 
30-second mark

D. Comparative Study

The simulation results visualized in Fig. 3, revealing 
pronounced stick-slip vibrations within the drill string 
system. Various components of the system exhibit periodic 
vibrations, with the drill bit being the most severely affected, 
indicated by both viscous and sliding states. These outcomes 
validate the model's effectiveness in safeguarding drilling 
tools from damage.

Our study delves into the PID controller's ability to mitigate 
stick-slip vibrations. As demonstrated in Fig. 4 and Fig. 5, 
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the controller successfully reduces stick-slip vibrations, but 
it's the PID controller with PSO optimization that completely 
eliminates the phenomenon in a short time, ensuring a stable 
drilling process. These findings underscore the practical 
applicability of our proposed control methods within the 
drilling industry 

VI. CONCLUSION  

In this study, our primary goal was to optimize the 
mitigation of stick-slip vibrations in rotary drilling systems. 
We achieved this by employing a PID controller fine-tuned 
using the PSO algorithm with ISE as the fitness function. 
The results were highly encouraging, as the PSO algorithm 
effectively and rapidly suppressed stick-slip vibrations. 
However, it's important to note that further improvements in 
PSO's performance could be achieved by increasing the 
population size, albeit at the expense of longer parameter 
optimization. 

For future research, we recommend exploring the 
extension of integer order PID controllers to non-integer 
order PID controllers for enhanced vibration control in 
drillstring systems. Additionally, we suggest investigating 
alternative tuning methods to compare their effectiveness 
with the presented approach. Future investigations may also 
encompass the consideration of various coupled vibrations, 
including axial, torsional, and lateral vibrations, during 
controller development. Ultimately, the next steps involve 
integrating the developed controller into a prototype rotary 
drilling system and deploying it in a real-world context 
within an Algerian drilling field 
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Abstract—Stick-slip vibrations in rotary drilling systems 

significantly impact drilling efficiency, causing severe wear and 

tear on equipment and affecting hole quality. This study 

focuses on utilizing the Kalman filter to estimate the velocity of 

the drilling tool. By continuously monitoring the system state 

through sensor data, the Kalman filter provides precise 

velocity estimates. These velocity estimates are then integrated 

into a Proportional-Integral-Derivative (PID) control strategy. 

The PID controller uses the state estimates to modulate drilling 

parameters such as torque, effectively mitigating stick-slip 

vibrations. Simulations validate the proposed approach, 

showing a reduction in stick-slip vibrations. This results in 

improved drilling efficiency, reduced equipment wear, and 

enhanced hole quality. The adaptability of the controller to 

changing drilling conditions makes it a solution for various 

drilling scenarios. 

Keywords—Kalman filter, PID controller, Velocity, Stick-Slip 

Vibration 

I. INTRODUCTION  

The oil industry relies heavily on rotary drilling systems 
to extract hydrocarbons from vast underground reservoirs 
[1]. These systems typically consist of a drill bit that rotates 
as it penetrates the Earth's surface and a drill string that holds 
it while transmitting drilling forces [2]. Rotary drilling 
systems are a pillar of the oil industry, enabling the 
exploration and production of these priceless natural 
resources by providing access to underground oil and gas 
reserves [3]. They are crucial tools for oil and gas extraction 
because of their effectiveness, depth capabilities, and ability 
to adapt to different geological conditions. This guarantees a 
steady supply of energy around the world [4]. 

Torsion vibrations and the stick-slip phenomena are 
closely related difficulties in rotary drilling equipment [5]. 
Torsional vibrations are the oscillatory motion of the drill 
string caused by torque transmission from the drill bit to the 
surface [3]. These vibrations can cause stress and wear on 
drilling components, potentially resulting in equipment 

breakdowns and decreased drilling efficiency [6]. The stick-
slip phenomenon is a direct result of these torsional 
vibrations. It appears as unpredictable, violent movement of 
the drill bit during rotation, which can result in substantial 
damage such as high tool wear, decreased drilling speed, and 
compromised borehole quality [7]. Stick-slip worsens the 
problems caused by torsional vibrations, resulting in 
operational inefficiencies and increased drilling costs. 

Modeling the nonlinear dynamics of a drill string under 
torsional vibration is an important aspect of addressing the 
challenges it poses in rotary drilling systems [8]. By 
understanding the complex behavior of the drill string, it 
becomes possible to develop effective control strategies [9]. 
In this study, a strategy based on the Kalman Filter coupled 
with a PID controller is proposed because it is a good 
combination in this context [10], [5]. The Kalman Filter 
provides accurate real-time estimates of the drill string's 
state, including its velocity and position, enabling precise 
monitoring of torsional vibrations. These estimates are then 
integrated into the PID controller, which actively adjusts 
drilling parameters to mitigate vibrations and maintain stable 
drilling operations [11]. This integrated approach not only 
enhances drilling efficiency but also extends equipment life, 
reduces maintenance costs, and ultimately contributes to 
more successful and cost-effective drilling outcomes. 

II. GENERALITY ABOUT THE DRILLING SYSTEMS 

Drilling systems are complex and vital equipment used in 
various industries, most notably in the exploration and 
extraction of natural resources like oil, gas, and minerals. 
These systems consist of several key components, including 
the drill bit, which is the cutting tool that bores into the 
ground, and the drill string, a connected series of pipes and 
components that transmits drilling forces and rotates the drill 
bit. The drill string is typically powered by a rotary table or 
top drive, and a drilling mud circulation system circulates 
drilling fluid to cool the bit, remove cuttings, and maintain 
well pressure [12]. 
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Additional surface components (Fig.1) include the draw
works, which manage the hoisting of the drill string in and 
out of the well, and the derrick or mast, which provides 
structural support for these operations. Moreover, there is a 
crown block and traveling block arrangement that assists in 
lifting and lowering the drill string. Blowout preventers and 
casing are used to ensure safety and well integrity, 
particularly during drilling and well completion activities. 
Drilling systems vary in size and complexity depending on 
the specific application, and their components must work in 
tandem to efficiently and safely drill boreholes in various 
geological formations [2].

Fig. 1 Rotary drilling system descriptive schema.

III. MODELIZATION OF THE DRILLING SYSTEM

The drilling system's mathematical model is developed 
by picturing it as a system in which the pipes function as 
torsional springs and the collars are rigid bodies. We assume 
a constant rotating speed for the top drive to simplify the 
study. To simplify the analysis, we state that the dominant 
interaction between the drill string and the geological 
formation occurs at the drill bit, with lateral and axial 
vibrations considered negligible. Furthermore, the model 
employs a dry frictional description, which considers bit-
formation interaction as a mix of cutting operations and 
frictional forces [13].

A. Drill-String Model

The drill-string model created in this work as shown in 
fig.2 is based on separating the drill-string into three pieces 
that are connected in series, with each portion represented by 
a torsion pendulum with viscous and dry frictions at its ends. 
The upper portion is connected to the top drive, while the 
bottom portion is connected to the borehole assembly 
(BHA), which is subject to viscous friction and bit torque. 
The mathematical model of the drill string is given in eq(1):

Fig . 2 Simscape model of the drill string
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Where tdFtdF is the top drive angular velocity, 

1 2 3; ;F F F are respectively the angular displacement of the 

top drive, the drill pipes, and the BHA. Tob is the torque on 
the bit, given in (2), and it represents the nonlinearity of the 
system, constituting the main dynamic of the rock-bit 
interaction behavior, Table 1 presents a detailed description 
of the parameters used in the model

Table 1. Description of symbols used in the system model
Parameters Description Unit

1,2,3iJ =
The equivalent moment of inertia of 

the rope section i
[ 2.Kg m ]

1,2,3iK =
The stiffness coefficient of the rope 

section i
[ . /N m rad ]

1,2,3iD =

The internal damping coefficient of 
the top drive, drill pipes and BHA 
respectively

[ . . /N m S rad ]

vf
The viscous damping coefficient of 

the BHA [ N ]

Tob
The nonlinear estimated value of the 

torque on bit [ .N m ]

B. Rock-bit Interaction

     The contact between the drill bit and the rock formation 
during drilling operations is a complicated phenomenon
impacted by a variety of elements [14]. These 
considerations include the rock formation's type and 
geological features, the design of the drill bit, and drilling 
parameters such as rotating speed and weight. This 
interaction is often described as a nonlinear frictional force 
caused by the stick-slip phenomenon, which occurs when 
the drill bit's rotational velocity varies fast. This interaction 
can be represented by different model such as the Karnop 
model given by eq (2):
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Where Te is the applied external torque, and e  is the 
intrinsic specific energy (that is bigger when the formation 

is harder), d  is the depth of cut and 
bitR  is the bit radius (if 

the bit has a larger radius this leads to bigger torque on bit), 

/s dm  is the static/dynamic frictional coefficient, g is the 

gravity, and Wob is the weight on bit. 
Fig.3 shows the Simulink model of Karnop friction 
 

 
Fig . 3 Simulink model of Karnop friction  

 

C. Kalman Filter 

The Kalman filter is a mathematical algorithm used for 
estimation, prediction, and filtering in various fields [15], 
particularly in control systems, robotics, and signal 
processing. It is particularly useful in situations where you 
have a system with noisy measurements and you want to 
estimate the true state of the system. The standard form of a 
discrete-time linear Kalman filter can be described by two 
main equations: 

· State Prediction Equation (Time Update): 

This equation is used to predict the current state of a 
system at a future time step based on the previous state and a 
control input (if applicable). It is often called the "Time 
Update" equation (3). 

( ) ( ) ( )obˆ ˆ   *  ( 1)   *    *Tx k A x k B u k k= - + + G
                                                                                              (3) 

 Predict the covariance matrix for the predicted state: 

( )    *  ( 1) *    TP k A P k A Q= - +                      (4) 

Where x̂(k): The estimated state vector at time k, and A is 
the state transition matrix, which describes how the system 
evolves over time, and B is the control-input matrix (if there 
is a control input u(k)), u(k) is the control input at time k (if 
applicable), and Tob(k): The process noise, representing 
random disturbances in the system, P(k) is the error 

covariance of the state estimate at time k, and Q is the 
process noise covariance. 

· Measurement Update Equation (Measurement 
Update): 

This equation is used to update the state estimate with 
new measurements, taking into account the measurement 
noise and the difference between the predicted state and the 
actual measurement. Calculate the Kalman gain K(k): 

( ) ( )
( )( )

 *  
   

 *   *    

T

T

P k C
K k

C P k C R

-

-
=

+
            (5) 

Update the state estimate: 

( ) ( ) ( ) ( ) ( )ˆ ˆ ˆ     *     *  x k x k K k y k C x k- -= + -é ùë û
                                                                                           (6) 

      Update the error covariance matrix: 

( ) ( )( ) ( )     *   *  P k I K k C P k-= -            (7) 

Where x̂-(k) is the updated state estimate at time k, P-(k) 
is he updated the error covariance, and K(k) is The Kalman 
gain at time k, which determines the weight given to the 
measurement update, and y(k) is the actual measurement at 
time k, C is the measurement matrix, which relates the state 
to the measurements. It defines how the measurements are 
related to the state variables, R is the measurement noise 
covariance. 

The Kalman filter is an adaptive algorithm that updates 
the Kalman gain and state estimation in response to the 
system's changing dynamics and uncertainty. Setting K(k) to 
a constant value (such as K(k) = p) is not a recommended 
method since it does not account for changes in the system or 
measurement noise. Instead, at each time step, the Kalman 
gain is computed dynamically based on the changing state 
estimation and measurement noise characteristics, figure 4 
shows the implementation of Kalman filter in the system. 

 

Fig. 4 Kalman estimator sheam 

D. PID Controller 

A PID controller is a type of feedback control system that 
is frequently used to help regulate and stabilize diverse 
operations. It combines three control actions in order to keep 
a desired setpoint by minimizing the difference between the 
setpoint and the actual process variable. The output of the 
controller is defined by three components: the proportional 
term (P), which scales the error; the integral term (I), which 
accounts for accumulated previous errors over time; and the 
derivative term (D), which predicts and compensates for 
quick changes in the error [11]. A PID controller is 
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mathematically described by the equation (8), the parameters 
of the PID can easily be determined using tune function in 
MATLAB Simulink.

0
* *

( )
( ) ( ) ( ) *

t

p i d

de t
u t K e t K e d K

dt
t t= + +ò     (8)

And 3
ˆ( ) refe t Q= -F3
ˆF                                                 (9)

Here, u(t) is the control output, e(t) is the error 

(difference between setpoint and process variable), 3
ˆF3
ˆF is 

the estimated velocity of the BHA and Kp, Ki, and Kd are 
the proportional, integral, and derivative gains, respectively. 
The PID controller can be fine-tuned by adjusting these gains 
to optimize system performance and achieve desired control 
outcomes, the gain optimization can take some time.

IV. RESULTS AND DISCUSION

To investigate the open-loop model and demonstrate the 
presence of significant torsional vibrations in the high-
frequency stick-slip mode within the system, as well as to 
assess the effectiveness of the closed-loop model employing 
a Kalman filter-based PID controller, we employed the 
MATLAB R2018a Simscape/Simulink environment. This 
platform facilitated the realization of the model described in 
equation (1).

A. Open Loop Responses

Figure 5(a) depicts the initial strong torsional vibrations 
at a WOB of 150N, which progressively settle over time due 
to the low WOB value. Figure 5(b), on the other hand, shows 
the enhanced WOB of 4005N creating high-frequency 
oscillations of the drill bit, resulting in periodic full pauses 
followed by sliding phases. This phenomenon reduces the
rate of penetration while increasing torque needs.

(a)

(b)
Fig . 5 Stick-Slip severity for Qref=10rpm and with: (a) Wob=150N, (b)

Wob = 4005N

B. Kalman Filter Results

In Figure 6, we illustrate the Kalman state estimation in a 
dynamic scenario with a constant Wob (Weight on Bit) of 
150N. Notably, the estimation of the bit velocity 
demonstrates a remarkable ability to closely follow its 
specified reference trajectory. However, it is essential to 
acknowledge that a slight static error is present in the 
estimation, indicating the need for fine-tuning or further 
optimization to achieve perfect alignment with the reference 
value.

Fig . 6 KF response with Wob=150N of the bit velocity

C. Kalman Filter-Based PID controller Results

     Figure 7 shows bit velocity in a dynamic system in an 
understandable manner. This system includes a PID 
controller and makes use of the Kalman filter's estimated 
state information. The results show a decrease in torsional 
vibration. It is crucial to note, however, that certain 
oscillations continue to exist inside the system, although at a 
lower intensity. Surprisingly, when the observation goes 
beyond the first 100-second interval, a further modification 
in system behavior is seen, emphasizing the necessity for a 
full investigation of long-term performance.
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Fig . 7 KF-based PID response with Wob=150N of the bit velocity 

CONCLUSION  

In this research, we focused on addressing the stick-slip 
phenomenon within rotary drilling systems by designing a 
Kalman filter-based PID controller. The primary objective 
was to estimate the bit velocity accurately and effectively 
mitigate the stick-slip issue. The Kalman filter demonstrated 
its proficiency in providing reliable bit velocity estimates, 
while the PID controller played a crucial role in enhancing 
the system's performance in the presence of torsional 
vibrations. However, an important observation surfaced 
during the experimentation phase: the stabilization time, 
although effective in reducing vibrations, was unacceptably 
long. Prolonged stabilization times could potentially lead to 
material damage and are impractical for real-time drilling 
operations, therefore in this case the PID controller is not 
robust due to the high nonlinearity of the system. To 
overcome this limitation and ensure optimal drilling 
performance, we propose to linearize the system or to apply a 
hybrid control approach. This approach combines the PID 
controller with a nonlinear controller, such as a sliding mode 
controller, and use Extended Kalman filter to improve the 
estimation. By doing so, we aim to significantly enhance 
system performance, reduce the stabilization time to a 
minimum, and ultimately ensure efficient and safe drilling 
operations. This integrated approach represents a promising 
solution to overcome the limitations of the conventional PID 
controller in stick-slip mitigation, offering a more viable and 
practical alternative for real-world drilling systems.  
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Abstract— Rotary drilling systems experience strong 

coupling between axial and torsional vibrations, which has a 

complex impact on drilling performance. Many researchers 

have studied each type of vibration separately, but the 

robustness of the developed controllers depends on the 

coupling effects of the other ignored vibrations. To ensure the 

robustness of such controllers, it is necessary to analyze the 

interaction effect of the control systems, especially the axial-

torsional effects. PID controllers have been successfully used to 

solve many engineering problems with high coupling 

interactions. This paper investigates the interaction between 

axial and torsional vibrations based on finite element model 

and proposes a PID controller for the coupled system based on 

the interaction analysis results. The main contribution of this 

study is to improve the controller robustness in mitigating the 

coupled vibrations and the use of finite element model to 

analyze the coupling interactions. The results demonstrate the 

improvement provided by this research work.  

Keywords—Axial-torsional coupled vibrations, Interaction 

analysis, Finite element model, PID controller 

I. INTRODUCTION 

In today's world, the predominant sources of energy are 
oil and gas, both of which are typically extracted from 
subsurface reservoirs through drilling [1]. This essential 
process relies heavily on rotary drilling systems, comprising 
a rotational component driven by a Top drive, which is 
linked to the bottom hole drill bit via a drill string. Broadly, 
the rotary drilling system consists of two primary sections: 
the surface-based drilling rig, featuring a tower (derrick or 
mast) housing lifting and floor equipment for rod handling, 
screwing, unscrewing, and drill bit replacement [2, 3]. The 
subsurface equipment, on the other hand, constitutes the drill 
string assembly, comprising two main segments—the upper 
one composed of drill pipes and the lower one made up of 
thicker pipes referred to as the Bottom Hole Assembly 
(BHA). 

Numerous researchers have dedicated their efforts to 
investigating the various types of vibrations encountered 
during petroleum well drilling [4-6]. For instance, axial 
vibration, initially observed as it travels along the same axis 
as drilling penetration, holds substantial influence over the 
Rate of Penetration (ROP). In severe cases, it leads to 

discontinuous contact between the drill bit and geological 
rock, known as bit-bounce. Furthermore, lateral vibrations, 
typically occurring at the BHA level without axial 
propagation to the surface, can be severe and contribute to 
the whirling phenomenon, potentially acting as exciters of 
axial vibrations [7]. Torsional vibrations, triggered by the 
elasticity of the drill string and the highly nonlinear torque-
bit interaction, can, in extreme cases, result in the stick-slip 
phenomenon. Stick-slip vibrations can lead to various 
failures in both surface and subsurface equipment of the 
rotary drilling system, in addition to reducing ROP and 
increasing drilling costs [8-10]. While previous research has 
extensively examined and analyzed the impact of vibrations 
on rotary drilling systems and proposed controllers for real-
time mitigation, they often overlook the effects of axial 
vibration on stick-slip severity [11]. Furthermore, few 
researchers have investigated the strong coupling effect of 
axial-torsional vibration on the robustness of controllers 
designed to mitigate such vibrations [12, 13]. 

The aim of this article is to explore the interaction 
between axial and torsional vibrations, and based on this 
analysis, propose a f PID controller to mitigate these coupled 
vibrations [14]. The remainder of this manuscript is 
structured as follows: the second section provides an in-
depth overview of rotary drilling systems, focusing on 
various coupled vibration types. This section concludes with 
the development of a finite element mathematical model for 
rotary drilling systems subject to coupled axial-torsional 
vibrations. In the third section, we introduce the theory of 
interaction analysis and apply it to the axial-torsional 
vibration model. Building on the results from the third 
section, the fourth section delves into the theory and design 
of the PID controller for the system under consideration, 
with the primary objective of optimal mitigation of both 
torsional and axial vibrations. Section five presents the 
results obtained with the PID controller across different 
drilling scenarios to test and showcase the performance of 
the proposed approach. Additionally, we provide a statistical 
comparative study between the proposed approach and 
conventional PID controllers to demonstrate the real-time 
robustness of our controller. Based on the results obtained, 
we conclude the manuscript with final remarks and 
recommendations for future research endeavors. 
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II. ROTARY DRILLING SYSTEMS 

A. System Description 

One of the prominent systems within the petroleum 
industry is the rotary drilling system, primarily designed for 
the excavation of boreholes from the surface to targeted 
subsurface reservoirs. This system achieves its function by 
inducing rotational motion to the drilling tool, a process 
meticulously governed by the top drive mechanism [15]. The 
linkage between the Top drive and the drill bit is facilitated 
through a composite assembly of drill pipes commonly 
referred to as the drill string. The successful operation of this 
equipment hinges on three fundamental functions [16]. 

The rotary drilling system can be dissected into two 
integral components: the drilling rig, situated prominently on 
the terrestrial surface, and the drill string, which operates 
beneath the earth's surface [17]. The drilling rig encompasses 
a towering structure known as a derrick or mast, housing 
essential lifting and floor equipment, essential for the 
manipulation, fastening, and unfastening of rods, as well as 
the substitution of drilling tools. In contrast, the drill string 
encompasses the subterranean segment of the drilling 
apparatus. It comprises the upper component, constituted by 
a series of rods, and the lower portion identified as the 
Bottom Hole Assembly (BHA). The BHA encompasses 
crucial elements such as the drilling tool, the drill collar, and 
stabilizers [18-20]. During drilling operations, three distinct 
types of vibrations may manifest either concurrently or 
individually, each capable of causing significant damage and 
failures within the system's equipment. These vibrations can 
be categorized based on their propagation directions into 
three primary types: axial vibrations, lateral vibrations, and 
torsional vibrations [19]. It is worth noting that multiple 
types of vibrations can coexist, resulting in coupled modes, 
such as axial-torsional, torsional-lateral, or lateral-axial-
torsional. This study places particular emphasis on the 
coupled axial-torsional vibration mode, primarily due to its 
prevalence and its potential deleterious effects on rotary 
drilling systems [21]. 

B. Coupled Vibrations’ Modes 

· Torsional-Lateral Vibrations 

In specific drilling scenarios, the response of the drill 
string to torsional vibrations may be influenced by the lateral 
coupling effect, leading to the emergence of critical angular 
velocities not apparent in the response of uncoupled torsional 
vibrations. Therefore, a comprehensive consideration of both 
coupling effects on the angular velocity of the drill string and 
the interaction between the drill bit and the geological 
formation becomes imperative in such instances [17]. 
Although such coupling occurrences are relatively 
infrequent, their investigation remains significant [22]. 
Regrettably, the current research study under scrutiny has not 
specifically addressed this particular type of coupling. 
However, other types of coupled vibrations have been 
discussed in the next subsections. 

· Lateral-Axial Vibrations 

Within the domain of rotary drilling systems, lateral 
vibrations can instigate the whirling phenomenon, which 
constitutes a critical state capable of inflicting damage upon 
the drill string and associated equipment [23]. Recent 
scientific inquiries have elucidated that random whirling, in 

particular, exerts a more pronounced influence on axial 
vibrations compared to forward and backward whirling. 
Specifically, the occurrence of random whirling induces 
alterations in the drill string's curvature, consequently 
engendering axial vibration waves. It is worth highlighting 
that the emergence of whirling and bit-bounce typically 
transpires simultaneously, often following prior torsional 
vibrations. In light of the salience of torsional vibrations and 
their intricate coupling with other vibration modes, the 
present study will center its focus on coupled vibrations 
encompassing torsional vibrations [19]. It is essential to 
emphasize that the coupling effects observed in drilling 
systems are intricate and contingent upon multiple factors, 
including drilling conditions, formation properties, and drill 
string configuration. Consequently, this present study 
primarily concentrates on coupled axial-torsional vibrations, 
which represent one of the most prevalent forms of coupled 
vibrations encountered in drilling operations. The primary 
objective herein entails the proposition of a PID controller 
capable of effectively mitigating the detrimental impacts of 
coupled axial-torsional vibrations on the drilling system. 
Through the enhancement of controller robustness, the 
proposed approach seeks to improve system performances. 

· Axial-Torsional Vibrations 

The coupling phenomenon between axial and torsional 
vibrations, closely linked to the transformation of WOB 
transmitted to the drill bit through the drill-string, represents 
a prevalent occurrence during drilling operations. This 
coupling mode may engender the stick-slip phenomenon, 
eventually leading to whirling, wherein axial vibration waves 
are generated and propagate towards the surface [20]. 
Moreover, the arrival of a reflected axial vibration wave 
from the surface or a contact point within the drill string can 
trigger the release of the drill bit from the stick phase, 
precipitating the slip phase and culminating in a repetitive 
cycle. Given the insightful analysis of these interactions, the 
present study dedicates its focus to the mode of coupled 
axial-torsional vibrations, owing to its frequent manifestation 
and pronounced impact on the rate of penetration (ROP) and 
equipment integrity. This endeavor aims to undertake a 
comprehensive investigation of the coupled phenomena 
involving the bit-bounce and the stick-slip [21]. 

III. FEM OF SYSTEM UNDER AXIAL-TORSIONAL VIBRATIONS 

The method of finite element modelling has been used to 
construct the mathematical model of rotary drilling system 
under coupled vibrations, in which the drill string is 
presented as an acorn-shaped tree [24]. Using the Lagrange 
method, we were able to express it dynamic as a base 
element rotating with axial and angular displacement at the 
level of two extrema: uu N q=  , u N qqq =  , with 

uN  , Nq  

are the  matrix, Q stands for the coordinate vectors of two 
nodes, as given by equation (1).  

 1

2

1

2

u

u

u

q
u

q

q

ì ü
ï ï
ï ï

= í ý
ï ï
ï ï
î þ

                                     (1) 

iu : represents the translation in the axial direction, iq the 

rotation around x axes, and :  
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/ ex lx =                                   (2)

With is the length of the element. The form matrices as 

function of are given by equations (3-6).

1 1N x= -                                  (3)

            2N x=                                      (4)

{ }1 2,0, ,0uN N N=                            (5)

{ }1 20, ,0,N N Nq =                              (6)

The local displacement angle is highly interconnected to 
the torsional vibrations; when the latter occurs at a given 
position in the drill string, the other location of the drill string 
stay rotating with the similar rotational velocities for a short 
period, which create a torsion at the drill pipes. Therefore, 
the elementary mass distribution along the drill string (with 
the same direction of rotation) is given by the matrix 
described by equation (7).

1

0

T T

e e u u eM Al N N Jl N N dq qr r xé ù= +ë ûò               (7)

Where ρ is the density, A is the shaft section, and J: is the 
moment of inertia [25]. Moreover, the matrix of mass 
distribution for a single element is obtained by integration of 
the Me given by equation (8).
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The stiffness matrix is calculated by:
1

0

T T

e u u

e e

EA GJ
K N N N N d

l l
q q x

é ù
¢ ¢ ¢ ¢= +ê ú

ë û
ò               (9)

By integrating in equation (9), the rigidity matrix for a 
particular element is obtained as (10). It has been supposed 
that the damping at the element of drill string is of Rayleigh 
type, and it is represented by equation (11).
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               (10)

C M Ka b= +                               (11)
M and K are the total matrices of mass and rigidity of the 
system composed of n elements. α =�=0.01. These 
coefficients define damping Rayleigh-type. The values of α  

and� have been calculated by using the formula in equation 
(12).

1
2i i

a
x bw

w
æ ö= +ç ÷
è ø

                           (12)

ξ : is the damping ratio, which is usually 5%, and ω is the 

natural frequency of the system. The equation of motion of 

the system is then written as:

( ) ( ) ( ) ( )Mq t Cq t Kq t F t+ + =( ) ( )Mq t Cq t Kq( ) ( Kq)t Cq t Kqt Cq t Kq( )                    (13)

In this paper, the torque on bit (TOB) mathematical model 
has been inspired from Yigit and Christoforou, Year [ref], as 
given by equation (14).

( ) 0. . c

b

b

TOB WOB r
r

d
m q x
æ ö

= +ç ÷ç ÷
è ø

æ ö
)

æ öæ öd
ç ÷)ç ÷ç ÷cdm q x)
æ ö

)
æ öæ öd
m qm q )ç ÷)ç ÷ç ÷ç ÷0m q x)ç ÷ç ÷ç ÷ç ÷ç ÷0

cm q x)m q )ç ÷)ç ÷ç ÷ç ÷0                 (14)

Where ξ0 is the coefficient of the model, �c is thedepth by 
each cycle, and

2 /c ROP wd p=                                 (15)

1 0 2ROP C F w C= +                              (16)

F0 is the variation in weight between the hook weight and 
the total weight, w is the average speed of rotation, C1 and 
C2 are constant, and µ( ) is a function that characterizes the 
friction process, it is given by equation (17). 
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α1 is the first friction coefficient of the model, while 
α2 is the second friction coefficient of the model, ν is the 
Poisson coefficient, andndndndnd is rotational velocity of the drill bit
[26]. The matrices M, C, and K are automatically generated 
when running the script in Matlab environment. The system's 
external force vector is denoted by F(t). It depends on the 
input torque (U0), hook weight (F0), weight of each element, 
weight on bit (WOB), torque on bit (TOB), and weight on bit 
(U0) (Fig.1). The Wob formula used in this study is given by 
equation (19).

( )
0

ck x s x s
WOB

x s

- >ì ü
= í ý

<î þ
                       (18)          

x is the axial displacement, s: is the elevation of the training 
surface, and kc is the stiffness of contact with the formation 
and s is given by equation (20). 

( )0 sinS s q=                             (19)

Fig. 1. Inputs and outputs of rotary drilling system as a TITO (Two-input 
Two-output) system
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IV. INTERACTION ANALYSIS

A. RGA

The closed-loop interaction in a MIMO system is the 
influence of transmitances so that a signal or perturbation 
affects several sorties (yi(s),i ¹ j), or alternatively, that a 
single output yi(s) is affected by several signals (cj(s),i¹j) or 
multiple perturbations [13]. In order to ensure a low level of 
engagement, Bristol proposed the method of relative gains 
(RGA) in 1966. This method is based on the open-loop 
system's statistical gains matrix calculation. Each RGA 
component is determined by:

0,

,

0,

k

k
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j u k j

i j

i

j y k i

y

u

y

u

l = ¹

= ¹

æ ö¶
ç ÷ç ÷¶è ø

=
æ ö¶
ç ÷ç ÷¶è ø

                     (20)                           

The numerator is the statistical gain in an open boucle 
between uj and yi, while the denominator is the statistical 
gain between uj and yi when all other outputs are perfectly 
controlled [15]. The gain relatif lij indicates whether the 
gain of an open cylinder [ u j- yi ] changes while all other 
cylinders are closed.

                      (21)            

              (22)                  

Ks : is the 
statistical gains matrix. Ksij :. the statistical gain between uj 
and yi. The algebraic sum of the elements of the RGA along 
a row i or a column j is equal to 1. For a zero Ksij element, 
the corresponding relative gain lij is zero. The level of 
interaction in the system is very low if the RGA's diagonal 
(lij : i = j ) elements are close to 1, but it is strong if the 
opposite is true (i.e., if the elements are below or above 1).
· if lij = 0, There is no connection between input  j and  

output  i.
· if  0 <lij <1, There is interaction between the regulatory 

spheres. This would be a better choice because it would 
minimize interactions.

· if lij = 0.5 , There is a level of interaction, and the effects 
of the other regulatory spheres are similar. Input point 
on output point i.

· if lij = 1, There is no interaction between the couple 
entry-level regulation block [uj-yi] and the other 
regulation blocks.

· If lij = 0.5,  There is a level of interaction, and the effects 
of the other regulatory spheres are similar. Entry point j 
on exit point i.

· if lij>1,The interaction is strong, thus one must establish 
it. It would be the preferred option in the command 
configuration, though.

· if lij <0 , If the other loop are closed, there are strong 
interactions, and the response of the corresponding 
boucle may alter in sense of variation (inverse response 
system) [9]. In addition, if the considered boucle ever 
opens, the boucle itself may become unstable or the 
system as a whole may become unstable, so the 
appropriate pair need not be selected in the command 
configuration.

B. Axial-Torsional vibration interaction analysis

The selection of the control setup pertains to pairs with a 
relative gain (λij) that is in proximity to 1.from the results of 
RGA obtained we have :

l12, l21, l32, l41, l54, l63, l74, l83 :Strong interactions 
between the couples [y1-u2] , [y2-u1] , [y3-u2] , [y4-
u1] and [y5-u4] , [y6-u3] , [y7-u4] , [y8-u3] need not be selected
in the command configuration. l11, l22 , l31, l42, l54, l64, l73,
l84 :Strong interactions make the following option the 
preferred one in the command setup for couples :[y1-u1] , [y2-
u2] , [y3-u1] , [y4-u2] and [y5-u3] , [y6-u4] , [y7-u3] , [y8-u4].

V. SIMULATION RESULTS

A. FEM Model Open loop responses

The discernible variation in friction torque magnitudes 
engenders a consequential impact on the oscillatory behavior 
of the angular velocity of the drill bit, thereby giving rise to 
the manifestation of pronounced amplitude stick-slip 
oscillations. Figures (2) and (3) portray the dynamic behavior 
of the drill bit in the context of stick-slip vibrations using 
FEM model compared to lamped model. Notably, the 
angular velocity of the drill bit surges to a magnitude that is 
twice that of the top drive's angular velocity. This discernible 
dissimilarity can be ascribed to the conversion of potential 
energy, which accumulates within the drillstring during the 
stick phase, into kinetic energy. This resultant kinetic energy 
increment augments the driving torque applied to the bit, 
thus compelling the drill bit to attain a heightened rotational 
velocity. Comparatively, the model characterized by FEM
demonstrates a heightened sensitivity to the stick-slip 
phenomenon when contrasted with the lamped. This 
distinction is evident in the greater count of stick-slip cycles 
exhibited within the former model. 

Fig. 2. Angular velocities of top drive and drill bit using lampled model

Fig. 3. Angular velocities of top drive and drill bit in 200-DoF Model with 
rough drilling

Figures 4 and 5 show the results of the system in open loop 
form for axial and torsional vibrations respectively. It is 
clear that the severity of these vibrations is very 
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considerable. The designed PID is implemented and tested, 
figure 6 and 7 show the obtained results, it is clear that the 
controller has arrived to minimize the stick-slip vibrations in 
20 s and reduced the effect of bit bounce of the axial 
vibrations.  

(a)

(b)
Fig. 4. Angular  responses: (a)  Angular velocityt,  (b) Angular 
Displacement

(a)

(b)
Fig. 5. Axial responses: (a)  Axial velocity,   (b) Axial displacement.

VI. CONCLUSIONS

Following a thorough examination of the system FEM 
model and an in-depth investigation into the behavior of 
axial and torsional vibrations at the drill bit level under 
open-loop conditions, it becomes evident that the system is 

(a)

(b)

Fig. 6.Angular velocity : (a)    =1  m/s (b)    =150 m/s

(a)

(b)

Fig. 7.Axial velocity : (a)    =1  m/s  (b)    =150  m/s

These vibrational anomalies hold the potential to inflict 
significant harm upon the rotary drilling system, ultimately 
resulting in diminished Rates of Penetration (ROP) and 
escalated drilling expenditures. Consequently, the imperative 
lies in the development of a resilient controller capable of 
mitigating these co-occurring vibrations, thereby enhancing 
drilling efficiency.

susceptible to exhibiting stick-slip and bit-bounce 
phenomena arising from these vibrations. Moreover, the 
interaction analysis, as predicated on Relative Gain Array 
(RGA), affirms the presence of a robust coupling effect 
between axial and torsional vibrations, indicating the 
potential utility of these control pairs to bolster the 
controller's efficacy in suppressing the coupled vibrations. 
The proposed controller must exhibit adeptness in 
attenuating the stick-slip and bit-bounce phenomena with 
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notable effectiveness, thereby fostering smoother drilling 
operations and amplifying overall drilling efficiency. 

In forthcoming research endeavors, a comprehensive 
exploration will be undertaken to formulate and implement 
the proposed controller, subjecting it to rigorous evaluation 
across diverse operational scenarios, thereby shedding light 
on its performance characteristics in a practical context. 
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Abstract—This conference paper delves into the integration 

of two prominent Flexible AC Transmission System (FACTS) 

devices, namely Static Synchronous Compensator (STATCOM) 

and Thyristor-Controlled Series Compensator (TCSC), to 

ameliorate power flow in a default state. The study investigates 

the impact of strategically implementing these FACTS devices 

at different locations within the standard IEEE 9-bus system. 

Using the Power System Analysis Toolbox (PSAT) in MATLAB, 

a comprehensive analysis was conducted, comparing the 

outcomes in terms of voltage stability and reductions in active 

and reactive power losses. The findings of this research 

illuminate the nuanced interplay between STATCOM and 

TCSC devices, providing valuable insights into their 

effectiveness in enhancing power system stability. By 

systematically evaluating voltage profiles and minimizing active 

and reactive power losses, this study contributes significant 

knowledge to the field of power systems engineering.  

Keywords—STATCOM, TCSC, Power Flow Optimization, 

Voltage Stability, FACTS Devices, IEEE 9-Bus System, PSAT 

MATLAB, Comparative Analysis. 

 

I. INTRODUCTION  

        Today's power grid is dealing with new challenges like 
increased demand, integration of renewable energy sources, 
and the need for enhanced stability and efficiency. In power 
systems, factors like continual load growth, outage of 
components and deregulation policies may lead to issues such 
as power congestion, static and dynamic instabilities [1,4]. 
For treating such consequences, using flexible AC 
transmission system (FACTS) devices is the most 
commonplace strategy [5]. Flexible AC Transmission 
Systems (FACTS) technology was originally developed for 
transmission systems, however, nowadays its application in 
RDS has been growing rapidly [6]. Utilization of smart grid 
systems is a huge advantage to mankind, in particular to those 
involved in electric power industries and utilities [7].  

        This conference paper is focused on energy systems 
engineering, specifically focusing on the strategic integration 
of two distinguished FACTS devices: the Static Synchronous 
Compensator (STATCOM) and the Thyristor-Controlled 
Series Compensator (TCSC). 
           The integration of these devices has shown remarkable 
potential in reducing voltage fluctuations and minimizing 
active and reactive power losses, thus augmenting the overall 

grid performance. The IEEE 9-bus system, a standard 
benchmark in power system analysis, serves as the testing 
system for our comprehensive study. By deploying these 
FACTS devices at various strategic points within this system, 
in our study's insights stem from practical considerations. By 
placing the devices near the faulted buses. By understanding 
the specific bus locations where these devices prove most 
effective, real-world power systems can make informed 
decisions. 

          The motivation behind this research stems from the 
critical need to enhance grid reliability, especially when 
dealing with changing renewable energy sources. 
Understanding the optimal placement and functioning of 
FACTS devices is pivotal in ensuring a robust electricity 
network capable of fluently adapting to dynamic demands. 
Through meticulous analysis and comparative evaluations, 
this study aims to provide valuable insights into the real-
world applications of STATCOM and TCSC devices. 

         While we didn’t employ complex algorithms, the 

simplicity of our approach enhances its adaptability. Placing 
FACTS devices near faulted buses allows for seamless 
integration into various grid scenarios. The devices strategic 
positioning ensures adaptability to dynamic conditions, 
accommodating renewable energy fluctuations and demand 
variations. 
 
         In this paper, we thoroughly analyze how STATCOM 
and TCSC impact voltage stability and power losses. Our 
findings not only add to academic knowledge but also 
provide practical insights for engineers and policymakers in 
the power sector. By understanding these device interactions, 
we enable informed decisions in implementing advanced 
FACTS technologies. This knowledge contributes to building 
a stronger, more efficient, and sustainable electricity grid for 
the future. 
 

II. PROBLEM FORMULATION  

A. Load flow analysis 

Power flow analysis is applied for planning, operation, 
economic scheduling and exchange of power between utilities 
[8, 9]. 
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      The Gauss-Seidel method, one of the earliest 
computational techniques used for power flow solutions, 
marked a significant step in power systems analysis. 
However, its drawback is its slow convergence, often 
requiring numerous iterations to find a solution. To overcome 
this, the Newton-Raphson (NR) method was introduced. 
Unlike Gauss-Seidel, NR quickly resolves convergence 
issues, especially in common network setups, making it 
highly efficient. This efficiency led to its widespread 
adoption in the industry. NR was pivotal in overcoming early 
computer memory limitations, showcasing its adaptability 
and importance in power systems analysis. The apparent 
complex power injected into the bus n is given by the 
following relationship: 

  ! = " ! # ($ %"%)&%'*                           (1) 

Where "  and "%+are the voltage in bus i and k, $ % line 
admittance. 

        Equation (1) can be resolved into real and imaginary 
parts as follows: 

, = # |" +"%|(- % ./0 1 % 2& '*
%'*

3 % 045 1 %)
6 = # |" "%|(- % 045 1 % 7& '*

%'*
3 % ./0 1 %)         (2)   

       , , 6  active and reactive power on bus number i, 1 % is 
the phase angle difference between the voltage at bus i and k, 

- %  and 3 %  represent transfer conductance and transfer 
susceptance respectively between bus i and bus k. 

      The following equation represents the branch power loss 
(,89::) is: 

,89::+ ;< = >?@;AB CD@;AB

E@B
FG < ++                    (3) 

G ;<  , , ;< , 6 ;<  are resistance, active and reactive powers 
respectively from bus i to bus j, "  is voltage in the bus i [10].                                          

B. STATic synchronous COMpensator (STATCOM) 

      It is a reactive power compensation device connected in 
shunt to transmission and distribution systems, capable of 
generating and/or absorbing reactive power. 

 

Fig. 1.  Basic structure of STATCOM. 

C. Thyristor Controlled Series Capacitor (TCSC)  

      A TCSC is composed of a capacitor bank in parallel with 
an inductor controlled by thyristors. The total impedance seen 

by the line is a parallel combination of capacitance and the 
equivalent inductance which varies according to the firing 
angle of the thyristors. Several control modules can be 
aligned in series in the line to be compensated [11, 12]. 

 
Fig. 2.  Basic structure of TCSC. 

 

III. RESULTS AND DISCUSSION 

      In our study, we carefully examined the IEEE 9-bus 
system to understand how it behaves in different situations. 
This system includes 9 buses, 6 lines, 3 transformers, 3 
generators, and 3 loads, making it a standard power grid 
setup, the figure 3 present the used system. First, we studied 
the network when everything was working normally, acting 
as our base scenario. Then, we created a challenge by 
simulating a fault at bus number 7. To overcome this 
challenge, we strategically placed two different Flexible AC 
Transmission System (FACTS) devices near bus 7. 

      The primary focus of this analysis was to evaluate the 
impact of these interventions on the network's performance 
metrics. Particularly, the study concentrated on comparing 
the voltage stability enhancements achieved by the 
STATCOM and TCSC devices. Additionally, the 
investigation delved into the reduction of both active and 
reactive power losses, pivotal factors for ensuring efficient 
power transmission.  

       We mention that in our study's insights stem from 
practical considerations. By placing the devices near the 
faulted buses. By understanding the specific bus locations 
where these devices prove most effective, real-world power 
systems can make informed decisions. 
 

 

Fig. 3.  IEEE 9-bus system. 
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A. With STATCOM 

       We are going to place the STATCOM at the same bus as 
the default or at the nearby buses so we have : 

            Case 1 : STATCOM At bus 7 
            Case 2 : STATCOM at bus 5 
            Case 3 : STATCOM at bus 8 

       Figure 4 illustrates the voltage improvement resulting 
from the implementation of the STATCOM at different 
locations.  

        It is evident that Case 3 presents the most significant 
voltage enhancement. 

 

 
Fig. 4.  Voltage improvement with STATCOM. 

B. With TCSC  

         As a series device, the TCSC is now located between 
the nearby buses of the default where: 

            Case 1 : TCSC between bus 5 and 7 
            Case 2 : TCSC between bus 7 and 8 
            Case 3 : TCSC between bus 2 and 7 

         In Figure 5, the impact of implementing TCSC at 
various locations on voltage enhancement is illustrated. 

         Notably, Case 2 clearly shows the most significant 
improvement in voltage stability among the different 
situations. 

 

Fig. 5.  Voltage improvement with TCSC. 

        Figure 6 illustrates a comparison between the optimal 
locations for both devices.  

       It is evident that the STATCOM significantly improves 
the voltage profile correction at the default location, 
outperforming TCSC. 

       Figure 7 presents the percentage reduction in active 
power losses achieved by both devices.  

        As previously mentioned, the STATCOM demonstrated 
superior voltage improvement as well as the most effective 
minimization of power losses. 

       In Table 1, the total active and reactive power achieved 
by each case is provided. It is worth noting that the best 
results for both STATCOM and TCSC devices are presented 
in this table.  

       It is evident that STATCOM outperforms TCSC, 
delivering superior results in both active and reactive power, 
as clearly indicated. 

 

Fig. 6.  Comparison between STATCOM and TCSC. 
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Fig. 7.  Minimization rate of the active power losses for each 
device.

TABLE I. TOTAL ACTIVE AND REACTIVE POWER LOSSES WITH 
DIFFRENTE CASES.

Cases
Total Active Power 

Losses Mw

Total Reactive Power 

Losses Mvar

Without 
fault

4,64 92,16

With fault 4,64
92,16

With TCSC 4,64 92,16

With 
STATCOM

4,22 75,66

IV. CONCLUSION

          In conclusion, this study rigorously investigated the 
integration of Flexible AC Transmission System (FACTS) 
devices, specifically Static Synchronous Compensator 
(STATCOM) and Thyristor-Controlled Series Compensator 
(TCSC), within the IEEE 9-bus system. Through meticulous 
analysis and comparison, it became evident that STATCOM 
significantly outperformed TCSC in terms of voltage stability 
improvement and active power loss minimization. 

          Our performance metrics align seamlessly with the 
broader goals of enhancing energy efficiency and reducing 
carbon footprints. By optimizing power flow and stability, 
our integration approach supports the transition to sustainable 
energy solutions. It aids in minimizing energy wastage, 
making significant strides toward sustainability targets.

          The integrating STATCOM and TCSC devices could 
face challenges in scenarios of rapid load fluctuations. The 

devices might need careful calibration to handle sudden 
changes, ensuring grid stability and voltage regulation.
Additionally, situations with high renewable energy inputs 
might require strategic placement to maintain stability.

                The integration of advanced FACTS technologies, 
as highlighted in our study, significantly enhances grid 
reliability and resilience. In the face of extreme weather 
events or other disruptive factors, these technologies provide 
rapid response capabilities. They stabilize the grid swiftly, 
mitigating risks and ensuring uninterrupted power supply to 
consumers.
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